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Abstract

Objectives. The development of contemporary models for the conversion of accents in foreign languages
utilizes deep neural network architectures, as well as ensembles of neural networks for speech recognition and
generation. However, restricted access to implementations of such models limits their application, study, and
further development. Moreover, the use of these models is limited by their architectural features, which prevents
flexible changes from being carried out in the timbre of the generated speech and requires the accumulation
of context, leading to increased delays in generation, making these systems unsuitable for use in real-time multi-
user communication scenarios. Therefore, the relevant task and aim of this work is the development of a method that
generates native-sounding speech based on input accented speech material with minimal delays and the capability
to preserve, clone, and modify the timbre of the speaker’s voice.

Methods. Methods for modifying, training, and combining deep neural networks into a single end-to-end architecture
for direct speech-to-speech conversion are applied. For training, original and modified open-source datasets were used.
Results. The work resulted in the development of a real-time accent conversion method with voice cloning based
on a non-autoregressive neural network. The model comprises modules for accent and gender detection, speaker
identification, speech conversion, spectrogram generation, and decoding the resulting spectrogram into an audio
signal. As well as demonstrating high accent conversion quality while maintaining the original timbre, the short
generation times of the applied method make it acceptable for use in real-time scenarios.

Conclusions. Testing of the developed method confirmed the effectiveness of the proposed non-autoregressive
neural network architecture. The developed model demonstrated the ability to work in real-time information systems
in English.
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network
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HAYYHAA CTATbA

MeTox KOHBEPTAIIMH AKIEHTA ¢ KIOHUPOBAHHUEM I0J10Ca
B peaJibHOM BPE€MEHH HA OCHOBE HEaBTOPErpeCCUOHHOM
HeHpoceTeBOM MOJEIN
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C.B. KocsikoB

ViBaHOBCKUMI rocyAapCTBEHHbIV SHEPreTUYECKN yHUuBepcutTeT nmeHn B.U. JleHnHa, iBaHOBO,
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e Moctynuna: 23.07.2024 » Oopa6oTaHa: 03.02.2025 ¢ MpuHaTa k ony6nukoBaHuio: 26.03.2025

Pe3iome

Llenu. B HacTosiLee BpeMs nNpu pa3paboTke Moaenel ans npeobpa3oBaHus peyn ¢ akLeHTOM B pedb 6e3 akLeH-
Ta MCMOJIb3YIOTCS apXUTEKTYPbI FyOOKUX HEMpOCceTel, a Takke aHcambnn npenobydyeHHbIX HeMpoceTen ans pac-
No3HaBaHWA 1 reHepaunu pedn. MNpy aToM JOCTYN K peanusaumsam Takmx Moaesnen ABNgeTCs OrpaHUyYeHHbIM, YTO
3aTPyaHAET NX NPUMEHEHNE, N3y4eHne 1 fasnbHelilee passuTtue. Takxke MCNob30BaHue JaHHbIX MOOeNen orpa-
HMYEHO 0COOEHHOCTAMM aPXUTEKTYPbI, KOTOPas He NO3BONSAET N’MOKO MEHATL TEMOP reHepupyemMoin pedun 1 Tpebyet
HaKOMJIEHUS KOHTEKCTa, YTO BeLEeT K YBEIMYEHUIO 3a4ePXKKN NPU reHepauumn n AenaeT AaHHble CUCTEMbI HENpu-
roAHbIMU OJ151 CMOJIb30BaHMS B CLUEHAPMSX KOMMYHMKauUn AByX 1 6osee noaeii B peanbHOM BpeMeHu. B cBssun
C 9TUM aKTyasibHOW 3afia4el 1 Liesbio HacTosiLwel paboThl ABnsieTcs pa3paboTka MeToaa, No3BOJISIIOLLErO HA OCHO-
BE BXO[JHOW peyun C akLeHTOM reHepupoBaThb pedb 6e3 akueHTa C MUHUMaSIbHBIMU 334ePXKaMu C BO3MOXHOCTbIO
COXpaHEeHUs1, KIOHMPOBaHUs 1 Moandukaumm Temobpa roBopsiLLLErO, YTO NO3BOJIUT NPEOCAOSIETb OrPAHNYEHUS TEKY-
WX Mogenen.

MeToabl. [MpyMeHeHbl MeTobl MoaMdUKaLmMm, 00y4eHns 1 0ObeaHEHUS ryOOKMX HEMPOCETEN B €AVHYIO CKBO3-
HYI0 apXUTEKTYPY AJ1s MPSIMOro npeobpa3oBaHvs pedn B peyb. s 06y4eHnss MCnosib30BaHbl OPUrHasIbHbIE U MO-
AndurumMpoBaHHble HABOPbI A@HHbIX U3 OTKPbITLIX UCTOYHMKOB.

PesynbTaTtbl. Pa3paboTaH MeTo KOHBEPTALMM aKLLEHTA C KJIOHMPOBAHWEM roJioca B peasisHOM BPEMEHU HA OCHO-
BE HEaBTOPErpeCCUOHHOM HEMPOCETEBOM MOAENUN, KOTOPas COCTOUT U3 MOAY/EN onpenesieHns akueHTa 1 nona,
naeHTUdUKaLMmM roBopsiLLero, npeobpaszoBaHus peyn B GOHETMYECKOE NpeacTaB/ieHne, reHepaLunm CrekTporpam-
Mbl N OEKOANPOBAHUA MOJIYYEHHOW CNEKTPOrpamMmsl B ayamocurHan. MeTton OeMOHCTPUPYeET BbICOKOE KayeCTBO
KOHBEpTaLUMN akL,EHTa C COXPaHEHMEM OPUTMHANIBHOrO TeEMOPA, a Takke HU3KKe 3a1ePXKKM NPY reHepaumm, npueM-
JieMble )19 UICNOJIb30BaHUS B CLLEHAPUSX PeasibHOro BPEMEHMU.

BbiBoabl. AnpobaLus pa3paboTaHHOro Metoda noareepamnna 3ddeKTMBHOCTb NPeasioKeHHOW HeaBToOperpeccm-
OHHOW HeMpoCeTeBOI apxnTekTypbl. PadpaboTaHHas npuknagHas HelpoceTeBas MoAeslb NPOAEMOHCTPMpoOBana
BO3MOXHOCTb PaboTbl B MHPOPMaALMOHHBLIX CUCTEMAX Ha aHIJIMIACKOM SI3bIKE B PEXVME PeasibHOro BPEMEHN.

KnioueBble crnoBa: KOHBEPTALMS akLEeHTa, reHepaLums peyn, pacrno3HaBaHne peyn, KOHBepTaums roioca, MallmnH-
Hoe oby4yeHune, HelipoHHasi CeTb

Ana umtupoBaHua: Hevaes B.A., Kocsikoe C.B. MeTog, KOHBEPTALMN akLIEHTA C KIIOHMPOBAHMEM rosioca B peasibHOM
BPEMEHM Ha OCHOBE HEaBTOPErPECCMOHHON HerpoceTeBolr moaenn. Russian Technological Journal. 2025;13(3):7-20.
https://doi.org/10.32362/2500-316X-2025-13-3-7-20, https://www.elibrary.ru/PVYBDD

Mpo3spayHocTb hMHAHCOBOW AeATENbHOCTU: ABTOPbI HE UMEIOT PUHAHCOBOM 3aMHTEPECOBAHHOCTM B NPEACTaB/IEH-
HbIX Matepuanax unm MeToaax.

ABTOpPbI 3a9BASIOT 06 OTCYTCTBUM KOHMIMKTA MHTEPECOB.
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INTRODUCTION

One of the most important channels of interaction
between businesses and their customers is communication
through voice communication. This is evidenced by the
development and widespread use of call centers, which
can now be established to operate on a cross-national and
cross-regional basis. In such cases, English is very often
used to overcome the interlingual barrier despite the
operators and clients of call centers not all being native
speakers of this language. As a result, situations may
arise when a customer abandons a communication due to
the difficulty of mutual understanding with the operator,
which leads to economic losses. With the development
of artificial intelligence systems, accent conversion
software systems have been used to solve this problem,
which enable to reduce the speaker’s accent to a certain
extent [1]. Such systems can also be used in the process
of teaching foreign languages [2, 3], re-recording and
enhancing the quality of previously recorded speech [4],
and improving the quality of existing speech recognition
systems [5]. Despite the considerable developments that
have recently taken place in this area of research, the
problem of improving and enhancing the quality of such
systems remains relevant.

Accents in speech, representing an integral feature
of pronunciation, can be divided into native accents,
which depend on many regional and cultural factors,
and foreign accents [6]. At the same time, foreign accent
differs from native accent at the segmental (phonemes)
and suprasegmental (intonation, accents, rhythmics)
levels [7]. A foreign accent manifests itself when
a native speaker of one language (L1 speech) speaks in
another non-native or second language (L2 speech) [8].
L2 speech can be less intelligible to native speakers
than L1 speech based on similar content [9], resulting
in reduced comprehension of and trust in what is said,
negative attitudes towards the speaker, and other forms
of discrimination by native speakers [10—12].

Early methods for accent conversion in the
generation phase are based on reference L1 examples
corresponding to L2 speech [13—-16]. For each
L2 phrase, a corresponding L1 phrase is required. The
practical application of such models is limited due to
insufficient data to cover all possible speech variations.
Such approaches also require significant resources for
data collection and processing, which increases the
development time and cost of such systems. In addition,
the strict adherence to pairwise examples may reduce the
versatility and scalability of the technology by limiting
its ability to adapt to new accents or speech styles that
were not included in the original dataset.

In subsequent developments, this limitation was
overcome, meaning that reference examples are not
required at the inference stage [17-22]. However, parallel

datasets containing similar L2 and L1 phrases are still used
for model training [17, 20], necessitating difficult and
expensive operations for obtaining a sufficient amount of
such data. Moreover, the autoregressive recurrent neural
networks used by the described methods complicates
the process of training them. Another method [19] uses
pretrained neural networks to convert text to speech.
To preserve individual voice characteristics, a separate
model would need to be trained for each target speaker,
making multi-user use difficult. Methods [21, 22] based
on predicting the duration of each generated phoneme,
which transforms the original L2 speech duration and
speaker identity, require the accumulation of context,
increasing generation time and complicating real-time
use. Although the method described in [18] is not subject
to the disadvantages listed above, the implementation
of the model is limited to a finite set of accents, whose
identifiers have to be determined during the model
training phase. This complicates the process of training
the data and applying the model with accents that have
not been previously represented in it.

The present work set out to develop an accent
conversion method that overcomes the above problems
and shortcomings, capable of converting any speech
from L2 to L1 without using reference examples or
parallel data in the training and generation stages, which
greatly simplifies, cheapens and speeds up the process of
adapting the system to new accents.

1. RESEARCH OBJECTIVES

Speakers perceive literacy and fluency, on the one
hand, and accent, on the other hand, as separate entities;
improvement of one of them leads to an enhanced overall
perception of L2 speech by native speakers [9, 23].
At the same time, absolutely accurate reproduction of
L1 speech by a non-native speaker is difficult to achieve
in practice due to differences in phonetic interference
and speech perception by native speakers [24]. When
solving the task of accent conversion, it is important
to preserve the speaker’s individual vocal features
(timbre, pitch, loudness), i.e., it is necessary to perform
voice cloning [25] while modifying segmental and
suprasegmental characteristics associated with the
foreign accent and pronunciation [13, 17, 18]. This is
especially important in situations where it is necessary
to preserve the emotional coloring, expressiveness, and
individual features of speech, including voice features
related to the speaker’s gender.

In order to fulfill these conditions, it is necessary to use
several interconnected, end-to-end architecture models
for accent and gender detection, speaker embedding (SE),
speech-to-phonetic =~ (STP)  representation,  and
spectrogram generation, as well as the decoding of the
resulting spectrogram into an audio signal.
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In addition, in real-time scenarios, such as human
voice communication using high-speed communication
channels, it is necessary to ensure minimal delays
in the generation and transmission of processed
speech [26-28]. Accent translation should be performed
in real-time without the use of recurrent networks [29]
to avoid the error accumulation effect associated with
sequential output generation.

The training phase is based on publicly available
open data for training the speech recognition and
generation systems. In addition, the method set out to be
independent of the availability of benchmark examples
and parallel data at the training and inference stages.

2. RESEARCH METHODS
2.1. Architecture of the developed system

The developed accent conversion method includes
several interrelated models integrated into a single
end-to-end architecture for accent and gender detection,
SE, STP conversion, spectrogram generation, and
decoding of the obtained spectrogram into an audio
signal. Figure 1 shows the general scheme of interaction
of the above models at the output stage (generation of
output L1 audio).

) L2
) 'IIII speech

Y

( AE/GE |
Accent
Embedding
Gender
Embedding

STP

STS

A

Y

A 4

L

Vocoder

L1
speech

Fig. 1. General derivation scheme of the accent
conversion method with voice cloning

The L2 speech audio signal is fed to the input of
the STP model, to the input of the Accent and Gender
Embedding (AE/GE) model, and to the input of the
SE model. The accent embedding affects the generation
of the phonetic representation, which in vectorized form
is fed to the input of the speech-to-speech (STS) and
mel spectrogram generation model. The AE/GE vector
representations (embeddings) are also fed to the input of
the STP model, as well as the output of the SE model,
which is a vector representation of individual voice

characteristics (timbre). The resulting spectrogram
is converted into an L1 speech audio signal using
a decoding vocoder model.

The overall pipeline of L1 speech generation from
the original L2 speech can be simplistically represented
as a formula:

a1 = Fy(Fyrs(Frplap, Fap(ag,))s |
Fyplagy). Foplagy). Fyp(ar ). M

where q; , is the generated L1 speech audio signal; a; , is
the input L2 speech audio signal; Fy, is the vocoder
model; Fgpg is the STS model; Fypp is the STP model;
F,p is AE in the AE/GE model; F; is GE in the
AE/GE model; Fg, is the SE model, vector representation
of individual voice characteristics.

In order to obtain a single end-to-end model of
accent conversion, it is necessary to perform the training
process of each model sequentially. Thus, the AE/GE
and SE models are independent of other models and their
training can be performed in any order. The output of
the trained AE/GE model will be required at the stage of
obtaining the STP model. All previous models (AE/GE,
SE, STP) are required to derive the STS model. The
training of the vocoder model is based on the output of
the STS model.

2.2. AE/GE model

In order to obtain fixed length vectors representing
the accent and gender features of the speaker, the
model is first trained for the classification task. In such
a configuration, class labels used in the training process
are returned by the model at the output of the last layer,
while vector representations used as voice features are
taken from a special intermediate layer.

This and other models use a preprocessor
based on fast Fourier transform, which converts
the incoming audio signal (time domain) into a mel
spectrogram (frequency domain), showing the frequency
content of the audio signal on a perceptual mel scale,
which approximates the nonlinear frequency response of
the human ear. Here, the sampling frequency (sampling
rate) is 22050 Hz and the window width is 1024 sound
fragments (samples), while the window step is 256 samples
and the number of generated mel bands is 80.

Figure 2 shows the training scheme of the accent
and gender detection model. It contains blocks of
convolutional network of Jasper architecture of
3 x 3 configuration [30]. The accent decoder and gender
decoder, which have a common architecture, consist
of an attention pooling layer [31], a normalization
layer, a convolutional layer to obtain AE and GE of
dimension 192, and a linear layer to obtain (predict) the
accent class (AC) and gender class (GC).
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-|-|||||- Speech

Jasper
blocks

Fig. 2. Training diagram of the AE/GE model.
CE are cross entropies

After feeding the audio signal to the preprocessor,
the mel spectrogram is fed to the Jasper blocks, as well
as, in parallel, to the accent decoder and the gender
decoder, along with the corresponding fully connected
layers in the output to obtain the accent and gender
prediction vectors. During the model training process,
the sum of CEs is minimized:

LAE,GE = (xa,ya,xg,yg) =

A exXpx,. G eXp xg ) (2)
==Y Yy In| ——— |-y, In| ———|,
E a; A /Z:_l g; G
Z exp xak Z exp xgl
k=1 =1

where L, g is the overall loss function of the AE/GE
model; 4 is the number of ACs (40); G is the number
of GCs (2); x, are accent predictions; X, are gender
predictions; y, are ground truth accent labels; Y, are
ground truth gender labels.

2.3. SE model

Figure 3 shows the training scheme of the SE model
and tone vector representation. This scheme contains
an input convolutional neural network of SincNet
architecture [32], layers of X-Vector DNN! model [33],
and a layer for obtaining vector representations of
dimensionality 512.

SincNet X-Vectors AM-Softmax
DNN Loss

Fig. 3. Diagram of the SE model training. VE is the voice
embedding—vector representation of the speaker’s
individual voice characteristics

Speech
-|.||I||-

Unlike the AE/GE model, the audio signal is not
pretransformed into a mel spectrogram, i.e., the digitized
audio signal in the time domain with a sampling rate of
16000 Hz is fed to the band-pass filters of the SincNet
architecture, then to the convolution layers of the
X-Vector DNN and the output fully connected layer,
which provides a vector representation of individual

' Deep neural network.

voice characteristics (timbre) at the output. In the
process of model training, the problem of representation
learning is solved while minimizing the Additive
Angular Margin (AAM Loss) function [34].

2.4. STP conversion model

The next step is speech recognition taking into
account the speaker’s accent. For this purpose, it is
necessary to obtain a model for converting speech into
phonetic or textual representation. The training scheme
of the STP model is shown in Fig. 4. The dotted line
represents the blocks that are fixed (frozen) during
the backpropagation process, i.e., the weights in these
blocks are not updated, but their previously obtained
states are used.

-I-l|||l- Speech

........ b

E AE/GE "(—: Preprocessor ' Subsampler
- "i' oo Conformer
A I_A.Fj . Encoder

Accent
‘ Encoder, FFT Decoder }_>CTC Loss

Fig. 4. Diagram of STP model training

The speech audio signal is fed to the input of
the preprocessor as previously described and then
in parallel to the AE/GE model to obtain the AE
and to the convolutional dimensionality reduction
block (Subsampler) with a factor of 4. Further conversion
is carried out using the Conformer encoder, which
comprises a 12 module Conformer architecture [35]
having an internal dimensionality of 512 consisting of
fully connected [36], convolutional [37], and attention
mechanism transformer layers [38]. AE is then
normalized, reduced to dimensionality 512, summed
with the output of the Conformer encoder, and fed to
the input of the accent encoder, which has a single stack
feed-forward transformer (FFT) architecture [39]. The
output of the accent encoder is further utilized in the
STS model as a distribution of phonetic tokens. Finally,
the outputsignal ofthe accentencoderis fed to the decoder,
which has a single-layer convolutional architecture with
Softmax activation function, and forms at the output
a vector of predictions of textual tokens of dimension
equal to the size of the tokenizer dictionary (128) plus
one (for a blank token). During model training, the
Connectionist Temporal Classification (CTC) Loss
function [40] is minimized, which calculates the loss
between the continuous (unsegmented) time series and
the target sequence:
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T
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where  Lgrp is  the loss function of the
STP model (CTC Loss); x is the probabilities of text
tokens predicted by the model; y is the sequence of text
tokens from the target text; p is the alignment path
x predictions to reduce to y sequence by removing all
blank tokens and merging repeated tokens; A, is the set
of all possible alignment paths; 7 is the number of

predicted tokens in x; Xp, is the probability of a particular

predicted token at step ¢ given the chosen alignment
path p.

2.5. STS conversion
and spectrogram generation model

The previous models are combined into a single
architecture for STS conversion and spectrogram
generation. Figure 5 presents a schematic of its training.
The STS model includes the previously discussed blocks
of preprocessor, accent, gender (AE/GE model) and
speaker’s timbre (SE model) with the corresponding
modules of vector representations (AE, GE, VE), as
well as the STP conversion block (STP model). All these
blocks are marked with a dotted line due to their training
was performed earlier and is not performed at the stage of
STP-model training. Moreover, an untrained block based
on normalized cross correlation function and median
smoothing was added to the architecture to extract the
fundamental or lowest frequency of the periodic sound
signal (FO), which is perceived by the human ear as
pitch [41, 42].

________ -

| |||||- Speech

—

—' Pitch, FO Preprocessor \—¢
""""" ﬁ l s
"""" s oaeee | |
l ---------- Hj ------------- Upsampler

L VE | GE | | AE !

Accent
Encoder

STS Decoder

Speaker
Encoder

STP Encoder

Mel Loss

Fig. 5. STS Model training diagram

The speech audio signal is fed to the preprocessor,
pitch block and SE model input. The mel spectrogram
from the preprocessor is fed to the inputs of the AE/GE
and STP models. The phonetic representation from the
STP model is fed to an upsampler with a factor of 4
to equalize the original and generated spectrograms,
consisting of two convolutional 1D-transposed layers
and two rectified linear unit (ReLU) activation functions
placed after each convolutional layer. After the
upsampler, the phonetic representation is transformed
using a STP encoder, which has a six-stack feed-forward
transformer (FFT) architecture [39] used in the Fastpitch
architecture as an input unit operating in the token
domain [43], with inner and outer dimensions of 1536 and
384, respectively. The vector representations of accent,
gender, speaker’s timbre and pitch profile are normalized
and reduced to dimensionality 384. Next, the accent
vectors and the output of the STP encoder are summed
and fed to the input of the accent encoder (1 stack FFT).
Similarly, the pitch, timbre, gender vectors are summed
and fed to the input of the speaker encoder (1 stack FFT).
Thus, the speaker encoder aggregates speech properties
related to individual voice characteristics except accent,
which in turn is the responsibility of the accent encoder.
The sum of the output vectors of the speaker encoder and
the accent encoder is fed to the input of a STS decoder
consisting of 6 stacks of Fastpitch architecture FFTs from
the output mel area [43]. Finally, the vector is projected
to dimension 80 to match the original number of mel
areas. During the training process, the loss function is
minimized based on the standard deviation:

N
L) =——Yd 0 -x 2, @

>4,

i=1

where Lgpg is the loss function of the STS
model (Mel Loss); N is the number of elements in the
mel spectrogram; x is the mel spectrogram predicted
by the model; y is the target mel spectrogram; d is the
mask of the spectrogram duration for collection into
a batch of fixed size, consisting of values 1 (the element
should be considered) and 0 (the element should not be
considered), obtained from the duration of the predicted
spectrogram.

2.6. Model of sound signal generation
from mel spectrogram (vocoder)

Mel spectrogram of L1 speech in the frequency
domain obtained using the STS model is converted
into a sound signal in the time domain. For this
purpose, a model based on generative-adversarial
networks (HiFi-GAN) [44] is used. The output audio
signal has a sampling rate of 22050 Hz. The model is
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trained as follows: the audio signal from the training
dataset is converted into a mel spectrogram using the
STS model, then the resulting spectrogram is passed to
a vocoder and converted into an audio signal. Using the
received and original audio signals, the loss functions
for the generator and discriminator are calculated as
described in [44].

2.7. STS conversion and spectrogram
generation simplified model (Ablation)

In order to conduct comparative experiments,
a simplified version of the accent conversion model
was also developed, the schematic of which is shown
in Fig. 6.

__.|-|||||- Speech

— ¢} Pitch, FO

........ ; X
SE :
_______ i [ Upsampler Cé)lrllcfggr;lrer ]
{VE | !
[STP Encoder] [STP Decoder}—» CTC
Loss

Mel
Loss

STS Decoder

Fig. 6. Schematic of a simplified
accent conversion model

This simplified model excludes the AE/GE model, as
well as all related encoders in the STP and STS models.
Thus, in the resulting simplified model, the output is
not conditioned on accent and gender properties. In
addition, the training of the STP model was conducted
not separately, but simultaneously with the STS model
without fixing the weights of the STP with minimization
of the sum of the CTC Loss and Mel Loss functions.

3. PRACTICAL APPLICATION OF THE METHOD

3.1. Model training

AE/GE model was trained on the following datasets:
CMU-ARCTIC [45], L2 ARCTIC [46], Speech Accent
Archive [47], Common Voice 16.1 [48]. All of them
represent audio recordings of speech in English, their
corresponding textual transcriptions, and contain
additional meta-information about accent, gender and,
in some cases, native language, place of residence and
age of the speaker. Using this information, the audio files
were grouped into 40 classes denoting native or foreign
English accents, e.g., British, American, Russian,
Indian and South Asian, Canadian, German, Australian,
African, Japanese, Eastern European, etc. The gender of

the speaker is also highlighted. The total duration of the
audio files marked in this way amounted to 1087.6 h for
the training sample, and 7.6 h for the validation and test
samples.

VoxCeleb1 [49] and VoxCeleb2 [50] data collections
with a total duration of 2794 h have been used to train
the SE model. These sets represent grouped speech
audio recordings of 7363 individuals. Audio recordings
pertaining to one person are presented during training as
positive examples and, conversely, those pertaining to
different people as negative examples.

STP model was trained on data from
CMU-ARCTIC [45], L2 ARCTIC [46], Common
Voice 16.1 [48], LibriSpeech [51], NPTEL20202,
VCTK [52], GigaSpeech [53]. The mentioned sets
consist of audio recordings of English speech with
different accents and corresponding text transcriptions.
The total duration of the pooled training sample was
6107 h and the validation sample was 48 h. The text
transcriptions were normalized, i.e., converted from the
canonical written form to the spoken form [54], which
is especially important for numbers and abbreviations,
and were also brought to a unified form: lower case
into ASCII format, punctuation, special characters and
additional indentation were removed. A SentencePiece
tokenizer [55] with a dictionary size of 128 was trained
on the training part of the texts, with which all the texts
are processed during the training and evaluation of the
model.

STS model and vocoder were trained using
the following datasets: CMU-ARCTIC [45],
L2 ARCTIC [46], VCTK [52], LibriTTS-R [56],
LJ Speech®. When we split the data into training and
validation samples, their duration was 681 and 17.6 h,
respectively. Only audio information without textual
markup is used in the training process.

A simplified model (ablation) was trained on data
for the STP and STS models.

In order to train, evaluate, and use the described
models, code has been developed using the open-source
libraries Pytorch [57] and NVIDIA NeMo [58]. The
implementation and weights of the vector representation
model of the speaker’s timbre (SE model) are taken from
the Pyannote library [59]. Training was conducted on
a server with 8 NVIDIA Tesla V100 graphics processing
units (GPUs).

AE/GE model was trained using the stochastic
gradient descent optimizer with a learning rate of 1 - 1073,
weight decay 2 - 1074, momentum 0.9, and a Cosine

2 NPTEL2020 — Indian English Speech Dataset. https:/
github.com/AI4Bharat/NPTEL2020-Indian-English-Speech-
Dataset. Accessed May 01, 2024.

3 Ito K., Johnson L. The LJ Speech Dataset. https://keithito.
com/LJ-Speech-Dataset/. Accessed May 01, 2024.
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Annealing scheduler for 200 epochs. To train the STP
and STS models, the AdamW optimizer was used with
a learning rate of 1 - 1073, a regularization factor of
0.001, and a similar scheduler as for the AE/GE model
for 50 epochs for each model. Fine-tuning of the HiFi-
GAN vocoder model was performed by initializing
model weights obtained from open sources [44],
using the AdamW optimizer and a learning rate of
1 - 107® for 40 epochs. The training of the simplified
model (ablation) was carried out with similar parameters
used in the STS model.

Table 1 shows the number of trainable parameters
of the models optimized during training. In total, the
considered accent conversion architecture (full STS),
consisting of several interconnected models, has
164 mln parameters.

Table 1. Number of trained parameters

Model Number of parameters, mln
AE/GE 249
SE 43
STP 82.1
STS 52.7
Full STS 164
Vocoder 84.7
Total 248.7

3.2. Performance assessment

The model performance was assessed on a Linux
server running a single NVIDIA Tesla T4 GPU, an
8-core virtual central processing unit (vCPU), and 16 GB
of random-access memory (RAM). To accomplish
this, the model was first exported to the open source
ONNX format and then deployed using NVIDIA Triton
open-source software. Using the program interface
of the NVIDIA Triton-deployed model and a 5 s test
audio file containing English L2 speech, we measured
the response generation latency at 200 iterations. As
a result, the average latency was 52 ms and throughput
was 96 RTFX.

Performance assessment results of the accent
conversion model show low generation delays. Together
with the features of the architecture, which does not
require the accumulation of long context but can handle
segments of less than 0.25 s duration, this makes it
possible to apply the proposed model in real-time dialog
when response delays affect communication [26-28].

3.3. Objective quality assessment

Open-source data as well as pretrained speech
recognition models were used to perform objective
quality assessment. Using the proposed accent conversion
method, an audio file was generated for each example
from the test set. Quality metrics were then calculated for
the original and corrected audio files. Table 2 presents the
results of the objective quality assessment.

As test datasets, we used subsamples totaling
26.9 h that did not participate in the process of training
the accent conversion model and its components. All
of them include text transcriptions and audio files of
English speech with different native and non-native
accents from open sources:

e 32 h from CMU-ARCTIC [45],
L2 ARCTIC [46] (ARCTIC), 10 accents: American,
English, Chinese, Indian, Korean, Vietnamese,
Spanish, Arabic, Dutch, German;

e 3.1 h from Common Voice [48], 12 accents:
American, English, Indian, Australian, African,
Chinese, Filipino, Malaysian, German, Russian,
French, Eastern European;

e 15.2 h from NPTEL2020, Indian accent;

o 5.4hofAfrispeech-200[60], African accent (Yoruba,
Swahili, Igbo, Zulu, Tswana, I[doma, Afrikaans).
Speech recognition models obtained from open

sources were used: Conformer [35], Citrinet [61], and
Whisper [62]. In this case, the Whisper model is taken in
two variants: large multilingual (L. Mult.) and medium
English (M. En.). Recognition was performed on audio
files without processing and on audio files after accent
conversion. The recognized and true transcriptions were
then reduced to a single form using normalization [54],
after which quality metrics were compared and counted:
word error rate (WER), character error rate (CER).
In Table 2, the best results for each pair: the test dataset and
the speech recognition model are highlighted in bold type.

As can be seen from the results, in almost all cases
the accent conversion method improves the recognition
of the pretrained models, as indicated by the reduced
values of word and character error rates. The accent
conversion model improves speech quality by making it
more recognizable.

3.4. Subjective quality assessment

Group-based listening tests were conducted
with 53 participants from different countries with
an English language proficiency level of at least
B2 according to the CEFR* scale. For this purpose,

4 CEFR (Common European Framework of Reference) is
the system of foreign language proficiency levels used in Europe.
https://www.coe.int/en/web/common-european-framework-
reference-languages. Accessed May 01, 2024.

Russian Technological Journal. 2025;13(3):7-20

14


https://www.coe.int/en/web/common-european-framework-reference-languages
https://www.coe.int/en/web/common-european-framework-reference-languages

Accent conversion method with real-time voice cloning
based on a non-autoregressive neural network model

Vladimir A. Nechaev,
Sergey V. Kosyakov

Table 2. Results of accent conversion model assessment with speech recognition models. Data after conversion are

marked as ‘conv.’

Speech recognition model
Test dataset
Conformer Citrinet Whisper L. Mult. Whisper M. En.
WER, %
ARCTIC 9.57 11.73 16.23 8.91
ARCTIC conv. 8.78 11.55 12.69 8.68
Common Voice 9.07 25.80 36.89 11.26
Common Voice conv. 9.12 23.38 22.71 10.62
NPTEL2020 29.18 29.88 16.41 15.18
NPTEL2020 conv. 25.26 29.41 13.87 11.64
Afrispeech-200 432 46.24 37.91 33.61
Afrispeech-200 conv. 35.19 39.49 35.56 29.96
CER, %
ARCTIC 3.73 4.85 10.30 3.98
ARCTIC conv. 3.52 4.68 6.06 3.92
Common Voice 3.75 8.74 21.41 5.66
Common Voice conv. 3.77 8.29 13.63 5.22
NPTEL2020 16.87 17.70 11.94 10.67
NPTEL2020 conv. 14.79 17.01 10.10 9.44
Afrispeech-200 31.52 34.79 24.30 20.04
Afrispeech-200 conv. 27.86 28.92 23.15 18.88

each of the participants was given instructions, where
within each experiment they were asked to listen
to 1 or 2 audio files and give their assessment of
compliance with the quality criterion on a five-point
scale, where ‘1’ — definitely does not comply, 2’ —
rather does not comply, ‘3’ — compromise, ‘4’ — rather
complies, ‘5’ — exactly complies. The resulting scores
were then used to calculate the mean opinion score
(MOS) for each experiment. The results are presented
in Table 3.

Twenty pairs of audio files from test subsamples
of L2 ARCTIC [46] and NPTEL2020 datasets with
non-native English accent (Original) were randomly
selected as audio samples: Indian, Chinese, Korean,

Vietnamese, Spanish, Arabic, and German. Each
original audio pair represents a recording of the same
speaker. For each selected audio file (40 in total),
variants were generated using a simplified accent
conversion model (Ablation) and using the proposed
model (Proposed). A total of 3 experiments were
conducted to evaluate voice naturalness, speaker
similarity and absence of foreign accent. In all
experiments, at least 3 evaluations were asked for each
type of sound sample. The test samples themselves
were varied across experiments, eliminating repetition.
The sample could be listened to an unlimited number
of times before scoring. Thus, each interviewee made
a total of 9 to 12 evaluations.
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Table 3. Results of subjective quality assessment (MOS with 95% confidence interval)

Examples Naturalness of voice Similarity of the speakers Absence of foreign accent
Original 4.83+£0.10 491 +0.08 2.06+0.18
Ablation 3.38+0.13 3.92+0.15 3.58+0.17
Proposed 4.04£0.16 4.30+0.18 4.11+0.14

When assessing the naturalness of the wvoice,
participants were asked to determine on a five-point scale
how natural the speech in the audio example sounds,
i.e., whether the listener gets the impression that it is
a real live human voice and not a generated or robotized
speech. A score of ‘1’ means that the voice is definitely
artificial,  synthesized using computer-generated
methods, and ‘5’ means that the example sounds like
speech produced using analog or digital sound recording
methods of a real human voice. Interviewees were also
advised not to pay attention to the presence or absence of
background noise in the recording in order to concentrate
on speech evaluation.

In order to conduct an experiment on speaker
similarity evaluation, pairs of audio recordings were
prepared: Original-Original, Original-Ablation, and
Original-Proposed. Meanwhile, the first pair includes
recordings from the original data only, which are
recordings of the same speaker but uttering different
phrases. The other pairs include an original recording
of one phrase and a generated version of another phrase
by the same speaker. Participants were asked to listen
to such pairs of audio recordings and decide whether
they were spoken by the same person, i.e., how similar
the timbre in one file is to the timbre in the other file.
Score ‘1’ is the speech in the audio recordings definitely
belongs to different people, 5’ is the timbre of the
speakers in the audio recordings is identical, belonging
to one person. Interviewees were recommended to
ignore the L1 and L2 accent properties during the
evaluation in order to focus on comparing the overtone
coloration of the voice.

To assess the absence of a foreign accent, participants
were asked to listen to an English-language audio file
and decide how much of a foreign accent they thought
the recording contained. English and American accents
were assumed to be native L1 and all other accents were
assumed to be non-native L2. A score of ‘1’ means that
the speech has a pronounced foreign L2 accent, ‘5’
means that the speech is definitely an English-speaking
L1 without a foreign accent.

The analysis of the table shows that the highest
estimates of voice naturalness and speaker similarity
show the original examples, which is obvious, since

they are obtained without using speech synthesis
methods, and together with the lowest estimate
of the absence of foreign accent demonstrates
the calibration of the opinions of the experiment
participants on real data. Adding the AE/GE model
to the overall scheme of the accent conversion model
significantly improves the quality of generation, this
is demonstrated by the improved results compared
to the simplified Ablation model. In all subjective
experiments, the proposed model shows a score
higher than ‘4’, meaning that, in the opinion of the
interviewees, the model rather meets the specified
quality criteria.

CONCLUSIONS

The study presents an accent conversion method that
converts any L2 speech with a pronounced foreign accent
into L1 speech, does not depend on the availability of
reference examples and parallel data at the training and
generation stages, which greatly simplifies, cheapens
and speeds up the process of adapting the system to new
accents.

The proposed non-autoregressive model, which does
not use recurrent networks in its architecture, features
an accelerated training process and real-time accent
translation while avoiding the error accumulation effect
associated with sequential output generation.

The described method also includes an algorithm
for cloning the speech characteristics of the speaker
to preserve his or her vocal identity even following
accent conversion. This is especially important in
situations where emotional coloration, expressiveness,
and individual speech features are required. In addition,
the method enables real-time modification of voice
characteristics such as accent, timbre, and gender-related
voice features during the generation process by copying
the corresponding characteristics from an audio sample,
making it applicable in a wider range of scenarios than
previous developments.

The model demonstrates high quality accent
conversion while preserving the original timbre, as well
as low generation latency acceptable for use in real-time
scenarios.
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The method can be used to:
1) convert English-speaking speech with a foreign
L2 accent into L1 speech without a foreign accent;
2) improve speech quality and, as a consequence, to
improve the recognition quality of existing systems;
3) copy and change the speaker’s voice characteristics

The developed applied neural network model
demonstrated the ability to work in real-time English
language information systems. The results of the study
can be applied to the development of voice modification
systems, as well as speech recognition and generation
systems.

4) apply real-time accent conversion in a dialog mode.

10.
11.
12.

13.

14.

15.

16.
17.

18.

19.
20.

21.
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Abstract

Objectives. Despite the recent success of large language models, which are now capable of solving a wide
range of tasks, a number of practical issues remain unsolved. For example, users of systems providing question
answering (QA) services may experience a lack of commonsense knowledge and reasoning proficiency. The present
work considers knowledge injection methods as a means of providing functional enhancements to large language
models by providing necessary facts and patterns from external sources.

Methods. Knowledge injection methods leveraged in relevant QA systems are classified, analyzed, and compared.
Self-supervised learning, fine-tuning, attention mechanism and interaction tokens for supporting information
injection are considered along with auxiliary approaches for emphasizing the most relevant facts.

Results. The reviewed QA systems explicitly show the accuracy increase on the CommonsenseQA benchmark
compared to pretrained language model baseline due to knowledge injection methods exploitation. At the same time,
in general the higher results are related to knowledge injection methods based on language models and attention
mechanism.

Conclusions. The presented systematic review of existing external knowledge injection methods for QA systems
confirms the continuing validity of this research direction. Such methods are not only capable of increasing the
accuracy of QA systems but also mitigating issues with interpretability and factual obsolescence in pretrained models.
Further investigations will be carried out to improve and optimize different aspects of the current approaches and
develop conceptually novel ideas.
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Pesiome

Llenn. HecmoTpsa Ha Habnogaemble B NOcieaHMe HECKOJIbKO NeT ycnexu 60blUnX A3bIKOBbIX MOAEeNen, KoTopble
CrnocobHbI pellaTh WNPOKUIA NepedYeHb 3aaad, psam NpakTUYeckmx rnpobnemM ocTaeTcs He A0 KOHLA PEeLUeHHbIM.
B KOHTEKCTE NOCTPOEHNSA BOMPOCHO-0TBETHBIX CUCTEM K TakMM NpodaieMamM MOXHO OTHECTU MCMNONb30BaHMe 00LLINX
3HAHUN U Yy4eT NMPUYNHHO-CNEACTBEHHbIX CBA3el. Llenblo cTaTbn ABNSETCS paCCMOTPEHME METOO0B MHTerpauum
3HaHUIN, KOTOPbIE CNOCOOHbLI YCOBEPLLUEHCTBOBATb PYHKLIMOHMPOBaHWE OOMbLLNX I3bIKOBLIX MOAENEN NMyTEM NPeao-
CTaBNIeHUst HeOOXOANMBIX CBEAEHNIM 1 3aKOHOMEPHOCTEN N3 BHELLHUX MCTOYHMKOB.

MeTogbl. B paboTe ocyLecTBAAOTCS kKnaccudukaums, aHanm3 1 ConocTaBNeHne MeToA0B MHTEerpaummn 3HaHun,
MCMOJIb3YEMBbIX B aKTyaslbHbIX peann3aLmsax BOMNPOCHO-0TBETHbLIX CUCTEM. B 4yacTHOCTKU, paccMaTpuBaeTcs BOBNe-
YyeHue BcnomoraTefbHbIX CBeAeHNI Yyepe3 caMoobydeHne, 1000y4YeHne, MexaHn3mM BHUMaHUS U UCMoJIb30BaHWe
TOKEHOB B3aMMO/ENCTBUS, a TakXXe ON1CbIBAOTCSA COOTBETCTBYIOLLIME BCMOMOraTesibHble NOAX0Ab! ANS aKLEeHTUPO-
BaHWSA Hanbonee peneBaHTHbIX CBEAEHUIA.

Pe3ynbTaTtbl. PaccMoOTpeHHblE B 0630pe BOMPOCHO-OTBETHbIE CUCTEMbI HEMOCPEACTBEHHO AEMOHCTPUPYIOT BO3-
pacTaHMe TOYHOCTU OTHOCUTENBbHO BA30BOr0 PELLIEHNS HA OCHOBE NPeaobyyYeHHON A3bIKOBO MOAENN 3a CHET UC-
Nosib30BaHNSA METOAOB MHTErpaummn 3aHaHui Ha npumepe 6eHdmapka CommonsenseQA. Mpu 3ToM B Lenom bonee
BbICOKME pe3ybTaTbl NOKa3bIBAOT METOAbI UHTErpaLum 3HaHNI, OCHOBaHHbIE HA MCMONIb30BaHMN A3bIKOBbIX MOE-
nen n mexaHmama BHUMaHuA.

BbiBoAbl. NpeacTaBfeHHbI CUCTEMATMHECKMIA 0030P CYLLIECTBYIOLLMX METOA0B MHTErpaLnm 3HaHNn N3 BHELLIHUX
MCTOYHMKOB B paboTy BOMPOCHO-OTBETHLIX CUCTEM dakTuieckn noareepxaaeT adpPEeKTUBHOCTb U NEepPCrneKkTuB-
HOCTb 9TOro HanpasfieHUs nccnenoBaHuin, JaHHble MeToAbl AEMOHCTPUPYIOT HE TOJIbKO BOSMOXHOCTb YBENNYUTb
TOYHOCTb BOMPOCHO-0TBETHbIX CUCTEM, HO 1 B HEKOTOPOW CTENEHU CraanTb NPobneMbl, CBA3aHHbIE C UHTEPMNPEeTU-
PYEMOCTbIO pe3ynbTaToB U ycTapeBaHMeM 3HaHWM B NpeaobyyYeHHbIx Moaensax. NMocnenyoLime nabickaHns cnocob-
Hbl KaK YAy4LLIUTb 1 ONTUMU3NPOBATb OTAEbHbIE aCNEeKThbl CYLLLECTBYIOLLMX NOAX000B, TakK U BbipaboTaTb KOHLENTY-
aJIbHO HOBbIE.

KnioueBblie cnoea: rnybokoe obyyeHne, o6paboTka eCTECTBEHHOIO A3blka, BOMNPOCHO-0TBETHAs cuctema, 6asa
3HaHWN, rpadOBble HENPOHHbIE CETU, MHTErpaumsa 3HaHUN

Ana untupoBaHua: Paawow [.B. MeToabl vHTErpauym 3HaHuUA Ons pa3paboTkym BOMPOCHO-OTBETHbLIX CUCTEM.
Russian Technological Journal. 2025;13(3):21-43. https://doi.org/10.32362/2500-316X-2025-13-3-21-43, https://
www.elibrary.ru/QKUGFZ

MpospayHocTb pUHAHCOBOMN AeATeNIbHOCTU: ABTOP HE MMEET GUHAHCOBOW 3aMHTEPECOBAHHOCTM B NPEACTaBEH-
HbIX MaTepuanax uam metogax.

ABTOp 3a9BnseT 00 OTCYTCTBUM KOHPIMKTA UHTEPECOB.
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INTRODUCTION

The development of question answering (QA)
systems in recent years has been significantly influenced
by the emergence and subsequent improvement of pre-
trained language models [1]. The effectiveness of such
models is based on the processing of large text corpora
containing heterogeneous information, which makes it
possible to capture both certain linguistic regularities
and specific facts in the model weights [2]. Nevertheless,
due to the peculiarities of natural languages, a significant
amount of relevant information about the surrounding
world may not always presented in the text in an explicit
form, making it difficult to identify such information
by language models at the training stage. In the first
place, such information concerns various kinds of social
interactions, including their psychological aspects, but
also basic physical principles, which are learned by human
beings at an early age. Examples of the latter include
understanding the need to take care when crossing the
road or cool down excessively hot food before eating it.

In order to compensate for this disadvantage, different
kinds of knowledge sources can be used, in which such
data will be recorded in an unambiguous form. For
example, Cyc!, which set out to collect general ideas
about the world around us, can be considered as one of
the first examples of a combined ontology and knowledge
base. The main idea consists in the information record
in the form of logical rules, which corresponded to the
main direction of development of applications in the
field of artificial intelligence of that time. A number
of similar sources have been developed to date, albeit
having somewhat different approaches to knowledge
description, such as ATOMIC [3] and ConceptNet?.

From a formal point of view, several arguments
in favor of using external knowledge sources in the
development of QA systems can be distinguished.
Here, the primary motivation is directly to obtain more
accurate and satisfying results for the user. By providing
additional context to the query, a model can be expected
to be able to answer a number of questions for which
the internal representations of pretrained language
models may not be sufficient. On the one hand, such
questions include those where some causal relations
are omitted, while, on the other, there is uncertainty in
terms of identifying the semantics of some words due to
their polysemy and insufficient context. This is largely
determined by the limitations identified in the analysis of
the application of transformers, which tend to rely only
on the superficial and statistically most likely meanings
of individual words [4], while for logical inference they

! Cycorp. https://cyc.com. Accessed December 01, 2024.
2 ConceptNet. An open, multilingual knowledge graph.
https://conceptnet.io. Accessed December 01, 2024.

rely heavily on heuristics learned from the training
sample [5].

Even language models with a large number of
weights, which demonstrate high results on many
benchmarks, can not only make mistakes, but sometimes
produce answers that have no relation to reality, which
are popularly known as hallucinations [6]. In this
regard, there is even a separate research area dedicated
to methods of extracting query-relevant information and
including it into the input data to improve the quality of
answers [7] and using retrieval-augmented generation to
reduce the number of hallucinations [8].

External knowledge sources can be used to reduce the
requirements for the necessary computational resources
to utilize pretrained language models. In particular, the
purposeful involvement of additional information may
enable the use of models having fewer weights while
maintaining system accuracy at a comparable level [9].
This approach can be used to simplify QA system
exploitation, as well as offsetting the cost of extracting
and processing auxiliary data.

No less important is the use of knowledge bases from
the position of explainable artificial intelligence (XAI).
Due to the structured nature of knowledge bases,
information extracted from them can provide a sequence
of logical reasoning to the user to serve as a justification
of the system’s result. This property can be extremely
important from the point of view of practical application
since it is often the lack of interpretability of the results
obtained with the help of neural networks that restricts
their application in areas where there is a high risk of
error and corresponding potential damage to society. In
general, in order to effectively evaluate the adequacy
of a system, it is desirable to have the most complete
understanding of its operation.

Finally, the problem of updating the facts captured in
the weights of language models is significant. Training of
such models is typically performed on specific data sets
and takes quite a long period of time. At the same time,
a huge number of events occur every day, which leads
to the change of a part of knowledge and the appearance
of new facts. One way to solve this problem is to extract
such information from external databases.

Inthisregard, itis quiterelevant to consider how to use
auxiliary general information to solve specific problems,
such as the development of QA systems. In particular,
the successful operation of the system requires that the
information obtained is sufficient but not redundant, as
otherwise it may impede its functioning and degrade the
results. Also of equal importance is the way in which the
additional knowledge is processed, as this will largely
determine the effect of its use in the system. Thus, since
the procedure of knowledge injection can be influenced
by a substantial number of aspects, this paper presents an
attempt to systematically analyze and compare existing
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approaches in order to draw a complete picture of the
relevant ideas.

KNOWLEDGE BASES

In general, several directions can be distinguished
in the field of QA system development depending
on the methods used to provide additional data. For
example, open domain QA implies the absence of
a specialized knowledge base and is focused on the use
of information from general-purpose sources. For this
purpose, Wikipedia? is typically used and thus, due to
its considerable volume and structural heterogeneity of
content, the focus shifts significantly towards methods
of searching for relevant information.

When using more narrowly focused queries to
search for answers to more specialized questions, closed
domain QA approaches include those complicated by
the need to perform logical inference and take specific
information into account. In this regard, specialized
bases of structured knowledge, for example, knowledge
graphs, can act as external knowledge sources that
simplifies to a certain extent information retrieval, as
well as implementation of logical inference and auxiliary
operations. A relevant example is the knowledge
graph DBpedia®.

In the context of developing approaches to
knowledge injection in the field of QA systems,
structured knowledge bases are of primary interest. To
some extent, this can be justified by the current state
of affairs in this area. In particular, the emergence
and subsequent development of pretrained language
models has significantly reduced the need for contextual
requirements to be provided to the query. As a result,
some models after fine-tuning are now able to show
results comparable to those of humans. Consequently,
the main interest shifts towards analyzing the cases in
which humans outperform existing QA systems. As
a rule, such queries are those requiring out-of-context
general ideas about the structure of the surrounding
world, as well as analyzing cause-and-effect relations
between individual facts.

In such circumstances, structured common
knowledge bases can be particularly useful. In the first
place, they directly provide the system with missing
facts, which can be extracted taking into account existing
relationships among themselves and together with other
related information. Moreover, the structured nature of
the knowledge greatly simplifies its machine processing
and hence its use in practice. Thus, it seems possible
to solve, to some extent, simultaneously the problems

3 https://www.wikipedia.org/. Accessed December 01, 2024.
4 The DBpedia Knowledge Base. https://www.dbpedia.org.
Accessed December 01, 2024.

related to the class of queries that can be considered
challenging for existing QA systems.

While Wikipedia can still be of use as an
external source of additional data, due to the lack of
systematization and large redundancy of information,
the Wikidata® structured knowledge base which is
based on data from Wikipedia has become of increasing
relevance. The Wikidata graph consists of more
than 100 miln entries describing elements of human
knowledge in some way. Since each element of the
graph corresponds to a certain set of properties that
characterize it and establish its relationships with other
elements, the content of Wikidata can be represented as
for other knowledge graphs as a set of so-called subject—
predicate—object triplets for which the object is a set of
specific property values or a reference to another entity.

The ConceptNet knowledge base is also frequently
used as a knowledge source in the context of building
QA systems. This knowledge base, in addition to unique
general information, partially includes information
from other relatively frequently used sources such as
the previously mentioned Cyc and DBpedia. Within
ConceptNet, words and phrases are grouped based on
several dozen relations. Comparable to the Wikidata
resource discussed earlier, ConceptNet contains over
30 min entries, although one must keep in mind that
a significant portion of this value is due to the presence
of effectively duplicate entries due to the existence of
counterparts in another language, single-rooted words,
and symmetric relationships. In addition, a slightly
greater emphasis in ConceptNet is placed on linguistic
properties, for example by capturing synonyms,
antonyms and etymologically related words for a word.
Finally, a feature of ConceptNet is the existence of
weights for each relationship between elements, which
heuristically reflects the degree of probability or
importance of a given relationship.

Among the relatively recent general knowledge bases,
ATOMIC, which contains more than 1 mln elements, can
also be emphasized. The peculiarity of ATOMIC is the
reflection of information in the form of abstract events and
their results, which can be used emphasize complex cause-
and-effect relations existing in the surrounding world. In
particular, for example, based on some event in ATOMIC,
it is possible to identify any of its consequences, as well as
the intention, desire, or other characteristic of one of the
participants, which can provide models with potentially
missing knowledge about social interactions.

Table 1 presents examples of information that can be
extracted from the knowledge bases discussed above. In
general, they are somewhat similar, except for the more
specific purpose of the ATOMIC database.

5> Wikidata. The free knowledge base. https://www.wikidata.
org. Accessed December 01, 2024.
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Table 1. Examples of information extracted from the knowledge bases

Knowledge base Data example
DBpedia DBpedia subject SemanticWeb
Wikidata Wikidata uses semantic technology
ConceptNet ConceptNet motivated by goal let computers understand what people already know
ATOMIC Person X pays Person Y a compliment. Person X wanted to be nice

KNOWLEDGE INJECTION METHODS

A classification of knowledge injection methods
based on the analysis of current research on the topic
is presented in Fig. 1. Accordingly, the main ideas
of knowledge injection methods can be considered
in the context of developing QA systems with the
corresponding examples and taking into account the
peculiarities of specific selected classes of methods.
The main place in this classification is occupied by the
division of knowledge injection methods according to
the use of knowledge bases, which is understood as
processing the information directly when inferencing
answers to queries and thus excludes cases of involving
knowledge bases in the process of pretraining models.
In turn, both language and graph models can be used to
extract features from knowledge base data.

Knowledge
injection methods

Without
knowledge bases

With
knowledge bases

e Self-supervised
learning
e Fine-tuning

Text embeddings
injection

Graph embeddings
injection

e Attention mechanism
e Interaction tokens

e Attention mechanism

Fig. 1. Classification of knowledge injection methods

METHODOLOGICAL BASIS

Despite the differences in the approaches used
for knowledge injection, it is possible to identify
a common methodological basis in the QA systems

discussed below. In particular, this applies both to the
problem formulation itself and the supporting methods
used.

The use of additional context in the system creates
a certain specificity in terms of operation. In this regard,
such auxiliary stages as retrieval of relevant data to
the query also begin to acquire significant importance.
In general, this stage implies determination of some
number of entities n: (¢, ..., g,) in the received query.
For this purpose, classical methods from the field of
natural language processing, such as lemmatization and
part-of-speech tagging, continue to be mostly used in
practice. The subsequent part of the process may vary
depending on the specific task.

Many works on knowledge injection in QA systems
assume that a question has answer choices. Accordingly,
the goal of the system is to estimate the probability of
each answer and select the most probable one. This allows
us to significantly simplify and unify the construction
and evaluation of systems. Therefore, in such cases, we
will assume that the identified » entities correspond to
m similarly extracted entities from the answer choices:
(@, ... a,).

The next step involves some knowledge base, which
can be formalized as G = (V, E), where V' is the set of
entities in the knowledge base, and £ € V' x R X V'is
the set of triplets of the knowledge base of the entity—
relation—entity kind. In practice, the established form of
representation of such knowledge bases is a graph. Based
on this, it is possible to construct a set of paths between
entities defined in the context of the used knowledge
base of the following form:

=@ 7 Vs O s Viy)s oo s 70 @),

where i € (1, ..., n),j € (1, ..., m); k is the path length
in the graph; / € (1, ..., k); g, is the ith entity from the
query; a; is the jth entity from the answer; v, and r, are
the /th entity and relation in the graph, respectively.

Subsequently, a knowledge base subgraph or set of
paths is used as additional context to determine the most
likely answer.
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One of the main problems in this setting is to
determine the most relevant information in relation to
the query. A possible tool for solving this problem is the
Attention mechanism [10], which allows us to calculate
the so-called Attention Weights quantitatively evaluating
the degree of importance of this or that information
from the context. Formally, the attention mechanism is
defined by the expression:

T
QxK V=

V dmodel M

= Attention weights -V,

Attention(Q, K, V) = softmax

WhereQ:Query:XXWq;K:Key:XXWk;
V=Value=XxW_; Xe€ RN*model i the embedding®
of the input data; W, € R%modeldk | W, € R¥modet k|

W, e Rmodeldy | N s the number of vectors in the

input da.tta; .dmodel, d,, d, are the .dimensions of the

embedding in the model and matrices K and V, and
exp(X;)

N

z exp(X j)
j=1

Thus, the attention weights, when multiplied by
the embedding of the context, can adjust the influence
of its individual elements on the result. In practice, it
is common to use several groups of different matrices
(so-called heads) to take into account different aspects
of the data within the mechanism; the ensuing result
of their application is concatenated and projected into
the desired dimension using one more matrix, which is
called Multi-Head Attention:

softmax(X;) =

Multi-Head Attention =

= Concatenation(Attentiony, ..., Attention ) x W,

2

where Attention; is the ith result of the Attention block,

W, e R*@model | while z is the number of the attention
heads.

The attention mechanism, which plays a major
role in many deep learning models, is widely used
in developing approaches for knowledge injection.
A feedforward neural network is also often used in
conjunction with multi-head attention, which together
form the main part of the model called a transformer.
A multilayer perceptron is a specific implementation
of feedforward neural network; from a practical point
of view, the role of this component of the transformer
is considered in the context of storing and retrieving
patterns learned in the process of the training.

¢ Embedding means a vector representation.

METHODS OF KNOWLEDGE
INJECTION WITHOUT KNOWLEDGE BASES

The involvement of auxiliary knowledge does not
necessarily imply the use of specific knowledge bases.
For example, similar examples with an indication of
the correct answer can be used as information to help
obtain a more accurate answer to a query. For example,
[11] and [12] demonstrate the positive effect of adding
queries from the training sample to the input data based
on the similarity of their embeddings to the embedding
of the original query.

Another type of approach is based on the idea
of directly accessing the information learned in the
process of the model pretraining; retrieved depending
on the query, it is used as additional input data. For
this purpose, [13] proposes to ask the pretrained
model clarifying questions using templates, and use
the answers as useful context. A similar approach
in [14] also involves the exploitation of auxiliary
data generated for a query in the QA system.
Specially trained for knowledge generation models
as described in [15] generate structured information
in the format of knowledge base paths. Thus, the
approaches discussed above are based on the idea of
providing additional information as input, for which
pretrained and other auxiliary models can be used,
while fine-tuning of the language models may not be
required.

Quantitatively, the most extensive group of
approaches comes from the concept of pretraining
models. Many experimental results support the idea
that models with a large number of weights, trained
on as much diverse information as possible, are able
to show better results when they are subsequently
adapted to specific conditions [16]. This concept relies
heavily on the self-supervised learning methodology,
which enables the extraction of representations from
text corpora without the need of labels. To accomplish
this, special tasks are developed according to the model
training requirements. In particular, two such tasks
were used in the development of the bidirectional
encoder representations from transformers (BERT)
language model [1]. The first task is the prediction of
words in a sentence masked by a special token. For
this purpose, some tokens from a sentence are selected
with a probability of 15%, then 80% of these tokens are
masked, 10% are replaced by a random token, while the
remaining 10% are left unchanged. Cross-entropy can
be used as a measure of error for the model’s masked
token prediction:

N
Cross-entropy = —%Zyi xlog(y,), (3)
i=1
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Fig. 2. BERT model training scheme [1]

where N is the total number of examples; y, is one-hot-
vector’ encoding the correct answer for the ith example;
y; is the model prediction vector for the ith example
denoting the probability of matching each possible
answer choice within the problem.

The second task concerns determining the correct
order of two sentences in a text. This is realized through
adding a special token [CLS] to the input data during
training, representing information from the entire
sentence, and is reduced to a binary classification task.
The goal of this classification is to determine whether
some sentence B is a continuation for the sentence 4
based on their resulting embeddings in the output of the
model for the [CLS] tokens. In this learning framework,
in 50% of cases, B is a random sentence, while in the
other 50% of cases, B is a correct continuation. Cross-
entropy can also function as the measure of loss for the
task. The total model loss during training is considered
as the sum of losses for each task. The overall training
scheme of the BERT model is shown in Fig. 2:

In the pretraining phase, some tokens of unlabeled
sentence 4 and B pair are masked, after which the
embeddings (E[CLS], E\, ... Ey E[SEP], and El’, e EM’)
of the tockens (Tok 1, ..., Tok N and Tok 1, ..., Tok M)
of the masked sentence 4 and masked sentence B
with addition of generalization and separation
tokens ([CLS] and [SEP]) are fed to the input of the
BERT transformer. The resulting final embeddings
(C, Ty ooy Ty Tsgp Ty » .., Ty, are used to predict
masked tokens and sentence order. In the Fine-Tuning

phase, the format of the input data and the predicted
data changes depending on the task (MNLIS, NER?,
SQuAD'9). In the case of QA SQuAD dataset, the input
is a Question and the corresponding Paragraph, and the
output is a predicted position in the context of the correct
answer (Start/End Span).

Subsequently, this methodology has been modified
and adapted in the context of pretraining of other
language models. In the context of QA systems, many
approaches have been developed based on modifying
and extending BERT self-supervised learning tasks or
replacing them with others. In general, when building
these kinds of models, it is most common to modify
the masking procedure by imposing constraints on
what should be masked in a sentence and changing the
masking parameters during training.

One of the first and most significant developments in
this direction was the Enhanced Language Representation
with Informative Entities (ERNIE) model [17], the
scheme of which is shown in Fig. 3. Its main idea is
that if one also pretrains to predict the masked named
entities identified in the text based on the knowledge
base as an additional task for self-supervised learning,
it can improve the model’s language understanding as
well as contextualize its certain knowledge about the
world. Specifically, for this purpose, for text tokens, the
corresponding named entity is replaced by a random
entity in 5% of the cases, and in 15% of the cases, the
entity is masked and should be predicted from the text
tokens. In addition, the paper introduces an interaction

7 One-hot vector is a binary vector in which only one element has the value 1, and remaining elements are equal to 0.
8 Multi-Genre Natural Language Inference—dataset for the Natural Language Inference task—establishes a logical relationship

between the text fragments.

° Named Entity Recognition is the task of recognizing named entities in the text.
10" Stanford Question Answering Dataset is a QA dataset, which implies automatic answers to questions in natural language.
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mechanism between the embeddings of entities and the
corresponding text tokens, which can bring additional
information to both types of embeddings, thereby
increasing the accuracy of predicting the correct tokens.
To this end, an intermediate embedding is introduced
that combines information at the level of tokens and
named entities, due to which the initial embeddings of
tokens and entities are subsequently updated, which is
defined by the expressions:

h; =c(Ww; + Wee +b),
W, =(Wh; +b,), )
e, =o(W,h  +b,),

where hj is the aggregate embedding of the token number

J, o 1s a given nonlinear activation function, W; and W,
are embeddings of the token j before and after knowledge

injection, er and e, are the embeddings of the named
entity k£ matching the token j before and after knowledge

injection, W, W, b, and b are model parameters.

In the process of training the ERNIE model, the input
text token embeddings (Token Input) pass through N layers
of the transformer (T-Encoder), after which, together with the
named entity embeddings (Entity Input) they are processed
by M layers of the aggregator (K-Encoder). At each layer i
of the aggregator, the entity (e, and e,) and text (w,, ..., w,)
embeddings pass through corresponding wmm related
Multi-Head Attention block, and the corresponding updated
entity (¢, and ¢,) and text (vﬁl, s vﬁn) embeddings are fed
into the knowledge injection block (Information Fusion),
the output of which, according to the formulas (4), produces
the embeddings of entities (Entity Output) and text (Token
Output) taking into account the knowledge injection.

A similar method is at the heart of the KnowBert
model [18], but the injection of external information occurs
at the level of embeddings of entities, which are updated
through the attention mechanism and by adding pretraining
entity embeddings from the knowledge base, which
subsequently also affects the embeddings of all tokens
through the attention mechanism, according to the formula:

H; =MLP(MHA(H,,S¢,8'¢), %)
where H; is the embedding of the token i after knowledge
injection, MLP is the multilayer perceptron, MHA is
Multi-Head Attention, H; is the embedding of the

token i before knowledge injection, S'¢ are updated
embeddings of the identified named entities.

A conceptually similar architecture to ERNIE is
proposed in [19], the main difference being the use
of information about relations between entities, the
prediction of which is represented by a separate task

for pretraining. In the Weakly Supervised Knowledge-
Pretrained Language Model [20], instead of masking
entities in the pretraining phase, the model is trained
to predict whether entities in the input data have been
replaced by others of the same type within the Wikidata
knowledge base. The architecture of the model in this
case is consistent with BERT, but token masking is only
performed at 5% rather than 15% to avoid masking
too large a fragment of context, as entities can consist
of multiple words. In [21], word combination masking
is applied in addition to masking words and named
entities, which improves the model’s understanding of
word combinability, and the injection is done in stages:
at each stage, a BERT-like model is trained on only one
type of masking. The use of multiple training modes,
in which the model switches from word prediction to
phrase prediction depending on which mode between the
last two consecutive iterations had the largest reduction
in model loss relative to the total reduction in loss over
all iterations, is a major innovation [22].

The authors of the study [23] pretrain a BERT-based
model, aiming to learn masked entity prediction from
their descriptions, as well as to converge embeddings of
synonymous entity descriptions and distance antonymous
ones, for which a special loss function is used:

h_..h
L= —Z log S Qo Syn) , (6)
f(hori’hsyn) + f(hori ’hant)
where f(hl.,hj) = exp(hihj ), h_; is the embedding of
the masked entity description, hg is the embedding of
the synonymous entity description, h,  is the embedding
of the antonymous entity description.

In order to deal with specific tasks this model is used in
pair with BERT as an additional source of knowledge in the
form of embeddings of identified entities, and their injection
is performed through concatenation of model outputs
with BERT outputs with optional application of attention
mechanism to take into account the importance of data
on specific entities. The use of the attention mechanism is
considered for both output embeddings from the last model
layers and output embeddings across model layers with
averaging applied, and the result of the attention mechanism
is concatenated with the output of the BERT model instead
of the output of the auxiliary model. Linguistic features also
play an important role in [24], in which an additional task
for self-supervised learning is to determine the semantic
similarity of a pair of words, while the model is trained by
alternating between the BERT self-supervised learning task
and the auxiliary task. A similar idea is presented in [25],
where the model is trained to classify words into groups
with similar meaning based on WordNet'! data.

T A lexical database of the English language developed at
Princeton University. https://wordnet.princeton.edu/. Accessed
December 01, 2024.
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A logical development of entity and relation
masking approaches is the use of predicting structured
knowledge units in the form of triplets as the
pretraining stage task, which may enable learning
more general principles and relationships similar
to those contained in knowledge bases. Thus, in
Knowledge Embedding and Pretrained Language
Representation (KEPLER) [26], embeddings of
triplet elements are treated as embeddings of their
descriptions from a knowledge base, obtained using
the same model that is used to generate embeddings of
text tokens in the masked token prediction task. In this
case, the scoring function of TrancE knowledge graph
embedding model is applied to compute the loss in the
triplet prediction task [27]:

dh,t)=|h+r-t|, @)

where h is the embedding of the subject in the triplet,
r is the embedding of the relation in the triplet, t is the
embedding of the object in the triplet.

In [28], a set of triplets from a single subgraph is
given as input to the model, and therefore the attention
mechanism additionally utilizes the adjacency matrix
to account for existing relationships, and training is
performed in a triplet reconstruction format, which
involves composing triplets from updated vertex
embeddings and using the scoring function (7). The
study [29] contains the idea of pretraining three functions
based on an encoder model to predict each triplet
element from the other two, which should facilitate
the learning of possible combinations. In this setting,
the answer score is the product of the similarity scores
of the values of the three pretrained functions and the
corresponding real triplet elements, where the subject
represents the context of the question, the relation is
the question itself, and the object is the specific answer
choice. A pretraining function that will participate in
finding answers to queries by identifying the most likely
relationships with auxiliary data from the knowledge
base is proposed in [30]. With the help of this function,
the extracted auxiliary facts for each answer choice are
compared by the degree of similarity with the facts for
the question, and the more probable answer is considered
to be the one for which this similarity of facts is higher
on average.

At the same time, triplets from a relevant subgraph
to a query can be directly fed to the input of the model
within the framework of pretraining on a par with text
tokens using special embeddings to indicate the token
type, as shown in [31]. In this regard, when implementing
the attention mechanism in the model, a mask matrix
is used to restrict the interaction of unrelated vertices
in the subgraph. In [32], it was proposed to improve
the approach of the ERNIE model by modifying the

representation of entities by taking into account their
relationships in the corresponding subgraph, and
using the attention mechanism to filter out potentially
irrelevant context for a query.

Another way of using knowledge bases in the
pretraining phase of the model can be to build new
QA datasets on their basis, with which the system also
improves its ability to find correct answers in a certain
way. This approach is used in [33], and in [34] it is
developed by conceptualization: specific facts are
considered in a more general way, so that more situations
can be covered and the ability to distinguish between
similar variants can be improved. For example, using the
ATOMIC framework, playing soccer can be represented
as a tedious event.

The conceptof Self-supervised Bidirectional Encoder
Representation Learning of Commonsense (elBERto)
model [35] is more emphasized on quantitative expansion
of the number of self-supervised learning tasks. In order
to improve the system’s ability to process difficult
queries, three more tasks were added to the BERT
self-supervised learning tasks: the first one is aimed at
distinguishing contexts with opposite meanings; the
second one requires putting in order several jumbled
sentences taken from the same paragraph; the third one
extends the learning of contextual relationships through
entity masking. According to the authors, this approach
will also allow the system to better capture linguistic
patterns and provide more universal applications.

Another concept of knowledge injection implies
as an additional step the fine-tuning on the basis of
existing datasets corresponding to the practical task.
For example, the use of the SQUAD dataset [36] from
the field of QA systems has gained some popularity in
this regard. Its key features include a relatively large
size (more than 100000 queries), while each query is
accompanied by a corresponding context taken from
Wikipedia. Thus, as a result of training on this dataset,
the model better adapts to the problem formulation and
format, and in addition processes a rather significant
amount of data, thus increasing the amount of learned
factual information.

As a relevant and characteristic example in this
regard, we can mention the UnifiedQA model [37], the
development of which was based on training the language
model on 8 QA datasets of different types. It allows the
existing benchmark formats to be adapted and provides
an increase in the accuracy of the model on unseen
questions in the training process, opening also new
opportunities for its further fine-tuning. The feasibility
of such an approach was also confirmed for the Unicorn
model from [38], but in this case, the scope of the study
was limited exclusively to CommonsenseQA datasets.

The methods considered above can be referred to
the class of approaches without explicit involvement
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of knowledge bases, since the use of the corresponding
systems does not imply the direct extraction of the context
to the query exactly from knowledge bases, and the
emphasis is created on the knowledge that was obtained
in the process of training. In fact, the large language
models developed in the last few years are essentially
based on a similar idea: training on a large amount of
qualitative data, taking into account different specificities
and human preferences, can increase the versatility of the
systems and the evaluation of the results obtained with
their help, if this process is sufficiently scaled up.

The advantages of this class include, in a sense,
greater versatility due to its independence from the use
of knowledge bases. In addition, the significant reliance
of the QA system architecture on pretrained and fine-
tuned models allows us to simplify its development,
subsequent use and adaptation to specific tasks.

At the same time, this class of approaches can be
considered to a certain extent limited in its possibilities
for further development. The point is that, in general, the
increase in the efficiency of models here is associated
with targeted and point improvement, expansion of the
amount of learned information, while no fundamentally
new mechanisms that improve the system’s reasoning
abilities are introduced. In addition, this direction
does not practically solve the problem of the lack
of interpretability of the received answers and their
justification by the system, as well as the problem of
knowledge obsolescence.

METHODS OF KNOWLEDGE INJECTION
WITH THE KNOWLEDGE BASES

The basic unit of information in knowledge bases can
be considered in terms of entity—relation—entity triplets,
while more complex relationships can be conveyed by
a set of triplets or paths. Knowledge base subgraphs
used in addition to or instead of paths can be considered
as a set of paths having common elements. As a result, in
terms of information processing, a QA system may have
3 types of attributes in some combination:

1) features obtained by processing the query context by

a language model;

2) features based on extracted paths;
3) features associated with subgraphs of the knowledge
base.

Thus, one direction for research is how to effectively
process these different types of features and how to
combine the corresponding results.

One approach to injecting features into the system
is based on the fact that triplets and their aggregates
can often be translated quite easily into natural
language sentences, and in this form, it is possible to
feed them into the input of the language model as an
auxiliary context. It should be noted, however, that in

this form they can also serve as a justification for the
resulting answer. An example of the implementation
of such an approach is the Knowledge-Augmented
language model PromptING (KAPING) [39]. In [40],
its effectiveness is investigated in the context of using
language models pretrained on auxiliary datasets. In the
DEscriptive Knowledge for COmmonsense question
answering (DEKCOR) model [41], in addition to the
triplets extracted from ConceptNet, dictionary definitions
of the corresponding entities are input, whereas in
Knowledgeable External Attention for commonsense
Reasoning (KEAR) [42] (Fig. 4) the context of the query
is extended by including additional information from
a number of QA datasets, which enables the use of more
specific information.

In particular, under the KEAR architecture, to the
concatenation of a question with one of the answer
choices (Question & Candidate) relevant extracted auxiliary
data (Knowledge Retrieval) from ConceptNet knowledge
base, Wiktionary dictionary (Definition) and additional
datasets (Training Data) are added to the model input.
Embeddings of the query tokens (E[CLS], Ey, , Ey)
to which a segment indicator (S) and the auxiliary
context (EX, ..., Ejli,k) to which a segment indicator (S,)

is added are fed to the Transformer input. The answer
probability (Score Prediction) is defined based on the
final embedding of the auxiliary token E g
obtained by the attention mechanism (Self-
Attention / External Attention).

The advantage of knowledge injection through
language models is the possibility to rely heavily on the
performance of pretrained models, while in some cases
even avoiding the need to change their weights (e.g.,
the KAPING model). Also, the computational cost of
acquiring additional features can be considered relatively
small. At the same time, since most pretrained models
can only efficiently utilize a fixed amount of information
from the input data, there is a need to limit the amount of
less relevant information.

In the simplest case, a restriction on the number
of triplets (e.g., no more than 3 consecutive triplets) or
a set of heuristics that take into account the peculiarities
of a particular knowledge base can be used. In [43],
in order to include only potentially relevant metadata
from Wikidata in the model’s input, the increase in the
probability of a correct answer is estimated taking into
account the corresponding Information Gain:

P(y |k, )=2Pm0%n) p(y), (8)

where y is the correct answer; &, is a particular pattern

P(y,k,,) j

containing m metadata; pmi = log
P(y)P(k,,)
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Fig. 4. KEAR model architecture [42]

The study [44] shows the feasibility of ranking the
extracted additional information based on its importance
estimation through an auxiliary pretrained model, while [45]
shows the positive effect of using weighted summation of
knowledge embeddings when injecting them, in addition to
ranking, to emphasize more salient facts.

Also, in order to inject heterogeneous data, an
attention mechanism can be applied to aggregate
features based on their relevance to the task. In other
words, the extracted knowledge that has more semantic
relationship with the query, which is determined based
on operations on embeddings, will be considered more
relevant. Most often in practice, attention weights are
derived based on operations on embeddings, which
enable updating the relevant embeddings with respect to
the specific task and its context. In particular, a similar
approach is presented in works [46—48], and in the
article [49] auxiliary knowledge is also filtered based
on the frequency of occurrence of entities and relevant
paths, while for knowledge injection a sigmoid function
is additionally used to adjust how much they will affect
the context update for the query. In addition to the
attention mechanism for filtering out irrelevant data,
the study [50] proposed to use graph-based approaches
to determine the importance of individual nodes in
the extracted subgraph: node closeness calculation,

PageRank!? and its modification, which enables only the
most informative paths to be considered.

In addition, a disadvantage of knowledge injection
through language models is the limited use of structured
knowledge bases, which may reduce the potential
efficiency of the final implementation. In order to
preserve the effect of considering the relationships
when translating triplets into text and to prevent
information mixing in the K-BERT model [51], the
positional encoding is included at the stage of generating
embeddings, and in the subsequent computations,
a specially introduced Visible Matrix is adopted, the
elements of which determine what tokens a particular
token should interact with in a given context.

In this regard, it is necessary to mention one of the main
tools for processing structured knowledge—graph neural
networks. This tool allows us to obtain and update embeddings
of graph vertices using the concept of message passing:

h, = ¢(xu,v @ v(x,,x,.€,,)), ©

where h,, is the embedding of the vertex u; x,, and x , are
the features of the vertices u and v; e, is the feature of

12 A ranking algorithm that evaluates the number and quality
of links leading to web pages.
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the edge between the vertices u and v; ¢ and v are the

set differentiable functions; @
veN,

invariant aggregation operator acting on the neighbors
of the vertex u.

Due to this, in practice, the embedding of each
entity can use different contextual data obtained from
the knowledge base, taking into account in a certain
way the information from its neighbors in the graph.
An example of such a model used in the context of
knowledge injection is the Graph Convolutional
Network [52].

The features obtained by graph neural networks
can also be subsequently injected into the system
operation using an attention mechanism. Among
the implementations of this kind is the model
architecture [53] depicted in Fig. 5. Here, the
embedding of each vertex of the auxiliary subgraph
is adjusted for relevance with respect to the existing
embedding of the query before it is directly used to
obtain an answer:

iS a permutation

o beo(Wh)) 10
T W)

where a, is the relevance degree of the vertex 7; h° is the
embedding of the query context; W is the weight matrix;
h; is the embedding of the vertex i; N is the set of vertex
indices neighboring the vertex i.

Graph-Based Inference Module

Node Representation

|
1
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1
Graph Attention | |
|
T i
J—y——{ Graph Convolutional Network ‘ }
|

]t _______________________ J

) Word Representation

I
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<sep> Question + Choice

Ar

Input Representation <cls>

Evidence

Fig. 5. Model architecture from [53]

In general, the model is organized as follows: first,
a subgraph with auxiliary information is extracted
from an existing query consisting of a question and
one of the answer choices. This information in the
form of evidence is appended to the query and fed
to the input of the language model (Graph-Based
Contextual Representation Learning Module). The
Word Representation token embeddings obtained at
the output of the model are fed to the Graph-Based

Inference Module, where they are used to initialize the
corresponding nodes of the auxiliary graph, which are
subsequently updated using the Graph Convolutional
Network. The resulting Node Representation
embeddings of the graph nodes are then aggregated
using the Graph Attention mechanism with importance
relative to the Input Representation embedding of the
textual context, and the resulting graph embedding
along with the textual embedding are directly used
to predict the answer probability using a multilayer
perceptron.

Similarly, the Multi-Hop Graph Relation
Networks (MHGRN) model [54] is organized in
a similar way, but its key difference is the consideration
of the auxiliary subgraph as a set of paths connecting
vertices, according to which the embedding of each
vertex is updated based on the given length of paths
from it. To aggregate information along the paths,
special attention weights are introduced, which are
defined as the conditional probability of a given
sequence of triplets given the available context
for a query, whereas to calculate the probability of
a particular answer, the resulting embeddings of
entities from the answer are aggregated using the
attention mechanism and, together with the embedding
of the query context, are processed by the multilayer
perceptron. Thus, this approach also takes into account
the importance of relations between entities. In the
Joint reasoning with Language models and Knowledge
graphs (JointLK) model [55], the least relevant
nodes of the auxiliary subgraph are cut off and a new
representation of the query context is additionally
introduced, which takes into account the degree of its
importance with respect to the subgraph and is the third
component for obtaining the answer score along with
the original context representation and the embedding
of the subgraph. In the study [56], the message passing
mechanism implements consistent updating of both
entity and relation embeddings, which in this case are
also used to estimate the answer probability. In this
case, a modified adjacency matrix, whose elements
are the corresponding attention weights, is used to
formalize the relevance of relations between vertices
under a given query context. In the Knowledge-Aware
Graph Network (KagNet) module [57], the embeddings
of the vertices of the auxiliary graph updated with the
help of message passing mechanism are considered
as elements of paths connecting entities from the
question and one of the answer options. As a result,
for each such pair of entities, a vector of structured
features is generated as an average of the embeddings
of the paths connecting them, and a vector of textual
features obtained as the result of applying a multilayer
perceptron to the concatenation of the embeddings of
the query and each entity from the pair. To estimate
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the probability of a particular answer, averaging
over all pairs of entities from the query and response
is implemented. Furthermore, in addition, instead
of averaging, the authors also propose to utilize the
attention mechanism for feature aggregation.

One of the certain disadvantages of using graph
neural networks is the increase in the number of
parameters in the model and, consequently, in the
resources for its training and use. In this regard,
[58] proposes a simplified algorithm for obtaining
triplet embeddings based on one-hot vectors indicating
the type of entity in the graph and a certain relation
within the ConceptNet database. To calculate the final
answer probability, the model uses two scores: for
textual and graph features. The former is based on the
processing of the query embedding by the multilayer
perceptron, while the latter is based on a weighted
sum of path embeddings that takes into account their
frequency of occurrence.

The process of knowledge injection may be
somewhat more difficult when there are multiple
sources of information and training on different types
of tasks. In such conditions, it is necessary to solve the
problems associated with the need to retrain the model
weights and the displacement of learned facts by new
ones, which can lead to unstable results. One possible
solution is the use of adapters [59]—special modules
oriented for a specific data source or task, which allows
us not to change the weights of the main model and to
train only a relatively small number of adapter weights,
and thus avoid knowledge mixing. In practice, several

—

Add &Norm )

Zero-shot Fusion
ATOSWIw
2

+ M
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different adapters are usually trained independently
and then used together to solve a particular task.
Thus, the model [60] employs two types of adapters:
the first one is focused on learning general facts from
knowledge bases, while the second one is focused on
linguistic information. Within the architecture, each
output from the transformer model layer is fed to the
input of the corresponding adapter layer, resulting in
the formation of certain auxiliary features on the last
adapter layer, which can be used to predict the answer
together with the outputs of the last transformer
layer. In [61] (Fig. 6), a slightly different approach is
implemented where the weights of the adapters pre-
trained on data from ATOMIC, ConceptNet, WikiData,
and WordNet knowledge bases are also not changed
when training the model on a specific task, but instead
knowledge injection is performed by the attention
mechanism (formula ), where the adapters form Value
and Key, and the pretrained transformer forms Query:

At each model layer, input data passes through
the transformer layer and enters the Zero-shot Fusion
knowledge integration block both directly (circle 4)
and after interaction with adapter models (circles 1,
2, and 3). In this block, embeddings interact within
the attention mechanism (formula (1)): the output
representation from the transformer are used as
query, while the outputs from the adapters act as
Value and Key. Subsequently, the result of the
knowledge integration block is summed with the
output from the Multi-Head Attention block of the
transformer and normalized (Add & Norm). The goal

Fig. 6. Knowledge injection scheme using adapters from [61]
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of model training under this architecture is to be able to
address a more relevant adapter, which to some extent
resembles the concept of mixture of experts [62].

Separately, in the context of knowledge injection,
we can distinguish a group of approaches based on
the use of so-called Interaction Tokens. The concept
of interaction tokens is largely similar to the idea
of using a special token [CLS] in language models,
which can serve to classify a whole text fragment.
Similarly, interaction tokens in the case of textual
information or Interaction Nodes in the case of graphs
can act as an intermediate container of necessary
information for combining heterogeneous data. An
example of the corresponding QA architecture can
be seen in Fig. 7: within the Graph REASoning
Enhanced Language Model (GreaseLM) [63] textual
and structured information are processed independently,
and their integration is realized by updating the
vector representations of the interaction token and the
interaction node by applying a bilayer perceptron to
their concatenation:

[h, e ]=Mint(hince, ) = MLP((hine, D), (11)

m

where hint is the embedding of the interaction token
before the knowledge integration, €, is the embedding
of the interaction vertex before the knowledge
integration, MlInt is the modality interaction layer.

In GreaseLM training, the concatenation of
a question with one of the answer choices is processed
using N layers of the model-encoder (Uni-modal
Encoder) and together with the auxiliary graph (KG
Retrieval) passes through M layers (GreaseLM Layer)
of the knowledge integration block (Cross-modal
Fuser). At each layer of this block, the embeddings
of the text tokens (4, ..., hy hy) and graph
vertices (e, e;, ..., e;) are processed by the
language model layer (LM Layer) and graph neural
network layer (GNN Layer), respectively, and the
integration process itself is carried out through the
interaction (MlInt, formula (11)) of the embeddings
of the special tokens (h~int and ¢, ). After the
knowledge integration process is completed, the
embeddings of the special tokens with the graph
embedding (Pooling) obtained by means of the
attention mechanism are used for Answer Selection
by the perceptron (MLP).

Within the DRAGON!3 model [64], the GreaseLM
architecture was considered in the context of self-
supervised learning: after a knowledge integration
layer, the obtained textual features are used to predict

masked text tokens, while the graph features are used
for the Link Prediction task, which involves establishing
probability of a link between vertices in a graph using
scoring functions similar to (7).

The Question Answer Graph Neural Network
(QA-GNN) model [65] uses only an interaction node
initialized by a embedding of the textual context from
the query, based on similarity with which, determined
using a pretrained model, the relevance of other nodes
is estimated. These evaluations, together with features
representing the types of vertices and relations in the
form of one-hot encoding, are used to compute attention
weights, which are used to implement the message
passing between vertices and the corresponding
update of their embeddings. The answer selection
process is also essentially formulated similarly to
the GreaseLM model. In PipeNet [66], compared
to QA-GNN, the computation of the relevance of the
vertices of the auxiliary graph to the query context
is, in a sense, replaced by an algorithm for cutting
off irrelevant vertices, based on determining the
shortest distance between entities within the language
dependency graph corresponding to the query:

ol 1y
i Dlst(cq ,Cy)
[Vl

D(cg)=- : (12)

where D(c,) is the relevance of the entity ¢ from the
query, Dist(cq, c,) 1s the shortest distance between
the entity Cq from the query and the entity ¢, from the
corresponding answer choice, V, is the set of entities
from the answer choice for the query.

The rest of the QA-GNN architecture is essentially
the same, except for the use of vertex relevance scores in
the calculation of attention weight.

To summarize the methods of knowledge injection
with graph models, it can be stated that they are
characterized by the greatest variety of ideas used,
which demonstrate a wide range of possibilities
for taking into account the features of structured
knowledge and their inclusion in the work of
QA systems. A positive aspect can also be considered
the possibility to increase the interpretability of the
model due to the formation of fact chains with the help
of knowledge bases, which can be updated separately
in a timely manner depending on the current events.
At the same time, the full-fledged integration of graph
features leads to a significant complication of model
architectures and, depending on the implementation,
may require certain additional computational resources,
as a result of which the benefit of knowledge injection
becomes more ambiguous.

13 DRAGON— Deep Bidirectional Language-Knowledge Graph Pretraining.
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COMPARATIVE ANALYSIS

The described approaches also differ from the point
of view of setting up the experimental part. Thus, first
of all, different benchmarks could be used to test the
efficiency of implementations. As a result, it was decided
to perform the comparative analysis with respect to the
CommonsenseQA dataset that appeared most frequently
in the considered works [67].

CommonsenseQA consists of 12102 questions
offering five answer choices, one of which is correct.
The choice in favor of this dataset can be justified
by its higher complexity in terms of the relatively
poor results of QA systems on it compared to its
counterparts. In this case, the higher complexity
is due to the focus of the questions on social and
psychological aspects and the need to establish causal
relationships, as well as the lack of any additional

context for the questions. While this complicates
the effective implementation of pretrained language
models due to the smaller number of inputs, such
a formulation of the problem favors the formation of
such a context through external knowledge bases.

Table 2 summarizes the results of the models
without Ensemble on the CommonsenseQA
dataset test sample. For practical comparison of
implementations in the context of this dataset,
accuracy (the percentage of questions that were
answered correctly) is used as a metric. It should
also be noted that one of the most frequently used
language encoder models, ROBERTa [68], was chosen
as the baseline benchmark.

The results show that any ofthe considered approaches
can increase the accuracy of the QA system with respect
to the base solution using a pretrained language model,
thus confirming the promising avenue of this line of

Table 2. Comparison of the effectiveness of knowledge injection methods

Model Injection method Accuracy on CommonsenseQA test set, %
RoBERTa [68] (2019) - 68.7
Model from [15] (2020) Self-supervised learning 75.6
Model from [23] (2022) Self-supervised learning 78.5
UnifiedQA [37] (2020) Fine-tuning 79.1
Text embeddings
Model from [44] (2023) and attention mechanism 75.0
Text embeddings
Model from [47] (2020) and attention mechanism 80.3
Text embeddings
DEKCOR [41] (2021) and attention mechanism 80.7
Text embeddings
KEAR [42] (2022) and attention mechanism 86.1
Graph embeddings
JointLK [55] (2022) and attention mechanism 74.4
Graph embeddings
Modelfrom [53] (2020) and attention mechanism 75.3
Graph embeddings
MHGRN [54] (2020) and attention mechanism 75.4
QA-GNN [65] (2021) Interaction tokens 73.4
GreaseLM [63] (2022) Interaction tokens 74.2
DRAGON [64] (2022) Interaction tokens 76.0
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research. At the same time, the models using graph-based
embeddings demonstrate noticeably lower accuracy,
while the best result on the CommonsenseQA dataset is
obtained using the KEAR model with knowledge base
information injection via text-based embeddings.

However, from a practical point of view, the existence
of other important factors should be taken into account
when comparing approaches. For example, models based
on self-supervised learning and fine-tuning, despite their
lower accuracy, require less additional computations
to obtain an answer to a query. At the same time, the
very process of pretraining such models implies a rather
significant expenditure of computational resources. In
addition, not all implementations use the same language
models, which in itself may result in differences in the
final accuracy. The amount of time the model needs to
obtain an answer it can also be considered as a relevant
factor.

If proceeding solely from the results on the
CommonsenseQA benchmark, it can be stated that the use of
more architecturally complex models in general does not have
a significant enough effect to compete with more established
approaches that focus solely on the use of language models.
Nevertheless, it continues to be worthwhile to continue the
comparative analysis using other benchmarks as a means of
better assessing the real state of art.

CONCLUSIONS

The presented review forms a basis to argue for the
effectiveness of knowledge injection techniques in the
field of QA system design. Already existing solutions
experimentally confirm the possibility of simultaneously
achieving several main goals of knowledge injection in
this context.

However, there is still considerable room for further
improvement in multiple aspects of the process. Firstly,
currently relatively basic and well-established in the field
of natural language processing methods for extracting
data from knowledge bases for a query prevail. Only
a few works propose ways to improve this process, such
as paraphrasing additional knowledge from the database
to simplify its processing by the system. In this context,
given the potential importance of extracting relevant
information in terms of further implementation, specific
approaches can be considered along with their impact
on the result.

Secondly, it is of interest to analyze the potential
impact of choosing a particular graph model for
processing structured information, since in existing
works the main emphasis is shifted to comparison
according to the criterion of the used language model.
At the same time, over the last few years, many new
promising models of knowledge graphs embeddings and
graph neural networks have appeared, whose capabilities
in the framework of practical tasks of this kind have yet
to be established, but can significantly affect the results
of the system as a whole.

Thirdly, there is currently a lack of systematic
studies comparing methods for combining data from
different modalities in the context of QA system
design. This issue can also be considered relevant due
to the possibility of generalizing to a wider range of
tasks.

Finally, within the current vector of development of
the field of QA system design leading to the prevalence of
universal generative language models such as ChatGPT
in applications, it makes sense to emphasize the study of
the peculiarities of knowledge injection methods in this
type of model.
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Abstract

Objectives. Pipelining is an effective method for increasing the clock frequency of digital circuits. At the same
time, balancing the pipeline stages during circuit synthesis at the register transfer level does not yet guarantee
a balanced topological implementation of such a pipeline in terms of signal propagation delays according to the
selected technological basis. This is due to the specifics of the algorithms for placing and routing components of
digital devices, which are not capable of optimizing solutions in a strict mathematical sense in an acceptable time.
In practice, approaches for developing digital devices combine manual control of topological constraints that set
general rules for placing components with automatic optimization for localized fragments of the circuit are used to
obtain results close to optimal. Pipeline circuits are based on a simple connection diagram of individual stages to
demonstrate the effect of using topological design constraints on their example. On the basis of pipeline structures, a
number of algorithms can be implemented to effectively complement programmable processor devices and provide
hardware acceleration of some tasks. The present work develops methodological recommendations for managing
topological design constraints in the implementation of pipeline computing structures based on programmable logic
devices (PLD) with field-programmable gate array (FPGA) architecture.

Methods. The work is based on accepted methods for designing and modeling digital systems.

Results. Based on the analysis, modifications to a 32-bit CORDIC transcendental function computation pipeline were
developed. By adding design constraints on the placement of register groups corresponding to the pipeline stages a
significant increase in the clock frequency can be achieved as compared to automatic placement to reduce the running time
of the tracing algorithms. The resulting effect is systematically reproduced in several implemented versions of the pipeline.
Conclusions. The presented recommendations can be used to control the clock frequency and number of stages of
pipeline computing structures while simultaneously reducing the time of one iteration and routing of a module based
on PLD with FPGA architecture.
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HAYYHAA CTATbA

YnpapJjieHue TONOJOTHYeCKUMHU OTPAHUYEHUSIMHU
MPH pean3anuu KOHBeePHbIX BLIYUCJIUTEIbHbBIX
CTPYKTYP Ha 0a3e NporpaMMHUpPyeMbIX JIOTHYECKUX

HHTErpPaJbHbIX CXeM

W.E. Tapacos @,
MN.H. CoeeToB,
A.B. JlionaBa,
H.A. [lykcuH

MUWP3A — Poccuiicknii TExXHOJIoOrm4eckuii yamsepcutet, Mockea, 119454 Poccus
@ AsTOp AN nepenvcku, e-mail: tarasov_i@mirea.ru

e Moctynuna: 03.11.2024 ¢ flopa6oTaHa: 13.02.2025 ¢ MpuHaATa k ony6nukosauuio: 20.03.2025

Pe3iome

Lenu. KoHenepnzauuysa aensetcs apdEKTMBHbIM NPUEMOM MOBbLILLIEHUST TAKTOBOM 4acTOThbl LUMMPOBbIX cxem. Mpn
3TOM HGanaHcMpoBKa CTaauin KOHBEepPa NMpU CUHTE3E CXEMbI HA YPOBHE PErMCTPOBbIX NEPEAY eLLe He rapaHTUpyeT
cHanaHCMpoBaHHYIO Mo 3aep>KkaM PacnpoCTpPaHEHUS CUrHANA TOMOJIOMMYECKYIO peaniv3aLmio Takoro KOHBeMepa B Bbl-
©OpaHHOM TeXHONOrM4eckom 6asmce. 3To 06YCNOBNEHO CneLndUKoi anropuTMOB Pa3MELLEHMS U TPACCUPOBKM KOMIMO-
HEHTOB LMPPOBbLIX YCTPOUCTB, KOTOPbIE HE MO3BOASIOT NMOJy4aTh ONTUMaibHbIE PELLEHMS B CTPOMOM MaTemMaTuyeCKoM
CMbIC/iE 32 NpuemsieMoe BpeMs. B npakTrke pa3paboTku L@ pPOoBbIX YCTPONCTB NPUMEHSIOTCS NOAX0Abl, OCHOBaHHbIE
Ha KOMOMHALMM PYYHOrO YNpPaBiaeHUs TOMONOrMYECKUMUM OFPaHNYEHNSIMUA, 3aai0LLIMMK 06LLIME NpaBusia pa3MeLLeHs
KOMMOHEHTOB, 1 aBTOMATU4ECKOM ONTUMMU3ALIN 4715 IOKASIM30BaHHbIX GParMeHTOB CXEMbI, KOTOPAsi B 3TOM Cilyyae no-
3BOJISIET MOJy4aTb pe3dynbTaThl, 611M3K1e K onTuManbHbIM. KOHBENEPHbIE CTPYKTYPbI UMEIOT MPOCTYIO0 CXeEMY coeamHe-
HW OTAENbHBIX CTaAMiA, YTO NO3BOSISIET NPOAEMOHCTPUPOBATL Ha UX NpUMepe 3P deKT OT NPUMEHEHUS TOMONOMNYECKIMX
NPOEKTHbIX OrpaHNYeHnin. B To xe Bpemsi, Ha 6a3e KOHBENEPHBIX CTPYKTYP BO3MOXHa peann3aums psaa anroputmoB,
3 DEKTUBHO LOMNOMHSIOLLMX MPOrpaMMUpyeMble MPOLECCOPHbIE YCTPOMCTBA U 06ecrneynBatoLLme annapaTHoe yckope-
HMe HEKOTOPbIX 3aza4. Lienb paboTbl — paspaboTka METOAMYECKUX PEKOMEHAALIMI MO YNPaBAEHWIO TOMOMOMMYECKUMN
NPOEKTHLIMW OrPaHUYEHMSIMI MPU PeaNM3aUM KOHBENEPHBIX BbIMUCIUTENBHBLIX CTPYKTYP Ha 6a3e nporpamMmMmpyembix
norunyecknx nHterpaneHbix cxem (MINC) ¢ apxutekTypoii field-programmable gate array (FPGA).

MeTopabl. Icnonb30BaHbl METOAbI NPOEKTUPOBAHWS N MOLAENNPOBAHUS UMMPOBbLIX CUCTEM.

PesynbTatbl. Ha ocHOBe npoBeaeHHOro aHannaa paspaboTaHbl MOAUPUKALUN KOHBENEPHOrO BbIYUCAUTENS
32-paspsagHoro npeodbpasoBaHns CORDIC ans Bbl4MCNeHUs TpaHCUEHAEHTHbIX PYHKUMA. YCTaHOBMEHO, YTO A0-
6aBfieHNEe NPOEKTHbLIX OrPAHMYEHNI NO Pa3MELLEHMIO TPYMN PErMCTPOB, COOTBETCTBYIOLMX CTAANSM KOHBENE-
pa, No3BonsieT CyLWECTBEHHO MOBbLICUTb TAaKTOBYK 4AaCTOTY MO CPABHEHWMIO C aBTOMATUYECKUM pasMeLleHUeEM
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N YMEHbLUNTb BPeMsi paboThbl aITOPMTMOB TPACCUPOBKU. MNonydyeHHbINn 9 deKT cucTtemaTnyeck BOCNPOU3BOANT-
Cs B HECKOJIbKMX pPeanin3oBaHHbIX BapuaHTax KOHBenepa.

BbiBOAbl. PACCMOTPEHHbIE PEKOMEHLALMM NO3BONAIOT YNPABAATL TAKTOBOW YaCTOTOM M KONIMYECTBOM CTaAuMN KOH-
BEWNEPHbIX BbIYUCIIUTESNIbHBLIX CTPYKTYP NPU OAHOBPEMEHHOM YMEHbLUEHUN BPEMEHN OLHON NTepaunm pasmMeLleHuns

1 TpaccupoBku moayns Ha 6ase MNJINC.

KnioueBbie cnosa: MJIMC, koHBelep, NpoekTHble orpaHmnyeruns, CORDIC

Ansa umtupoBaHua: Tapacos W.E., CoeToB1.H., Jllonaea [.B., AykcuH H.A. YnpaBneHne TonoaorMieckumMm orpaHmye-
HUAMU NPY peann3aumm KOHBEeNEpPHbIX BbIYUCUTENbHbLIX CTPYKTYP Ha 6a3e NporpaMmmMupyeMblX TOrMYeCckmx MHTerpab-
HbIX cxeM. Russian Technological Journal. 2025;13(3):44-53. https://doi.org/10.32362/2500-316X-2025-13-3-44-53,

https://www.elibrary.ru/QWXGNC

MpospayHocTb hpMHAHCOBOM AeATENbHOCTU: ABTOPbLI HE UMEIOT PUHAHCOBOM 3aMHTEPECOBAHHOCTHY B NMPEeACTaB/IEH-

HbIX MaTepuanax Wi MetToaax.

ABTOpr 3aaBng0T 00 OTCYTCTBUA KOHCDJ'II/IKTa NHTEepPeCOoB.

INTRODUCTION

High performance computing systems are designed
as a combination of general purpose and specialized
subsystems. At the architectural design stage, it is
necessary to identify tasks to be solved by specialized
subsystems that complement the work of general purpose
processors. Such identified tasks should be both in high
demand and either too inefficient to be solved by the
central processing unit or represent an unacceptable load.
In digital electronic devices and systems, algorithms
for digital signal processing [1], calculation of hash
functions in information protection subsystems [2],
acceleration of artificial neural networks [3], etc., are
often implemented based on specialized computing
devices. In the present paper, approaches to the design
of a pipeline calculator are considered on a number of
examples.

When developing a computing device that transforms
the input vector X into the output vector ¥, the
transformation of the function given in the high-level
input language into a sequence of actions is performed at
each stage of the transformation. For this purpose,
a synthesizer developed in the Specialized Computer
Systems Laboratory at RTU MIREA is used [4]. The
output of the synthesizer comprises a text in the hardware
description language, which forms registers at the stages
of the pipeline and combinational logic nodes between
them to perform the transformations f, f, f5, ... [,
A similar approach is used in a number of
synthesizers [5]'. However, for the developed software
product there is a possibility of synthesis control based
on feedback formed by analyzing the results of
component placement and tracing. In this case, the
maximum value of the signal propagation delay between
the stages of the pipeline determines the minimum

I https://docs.amd.com/r/en-US/ug1399-vitis-hls/HLS-
Programmers-Guide. Accessed October 10, 2024.

period of the clock frequency signal. The components of
this delay should be determined for the topological basis
in such a way that the synthesizer can evenly distribute
the signal propagation delay between the pipeline stages.

The signal propagation delay between registers
of a programmable logic device (PLD) using field
programmable gate array (FPGA) architecture is defined
as follows?:

1= tlogic * troute’ (1)

where Dogic is the propagation delay determined by the
combinational elements; 7 . is the propagation delay
determined by the PLD trace circuitry.

For achieving high clock frequency and uniform
distribution of total signal delay between all stages
of the pipeline, the synthesizer should evaluate the
components defined by the combinational elements as
well as those defined by the trace circuits. Once the
signal transformations have been distributed to the
combinational logic nodes, the resulting register transfer
level (RTL) representation of the pipeline is passed to
the PLD computer-aided design (CAD) system, which
performs the placement of the circuit components and
tracing of the interconnects. In this case, suboptimal
component placement introduces additional signal delay
that violates the uniformity of delay distribution across
the pipeline stages.

The stages in the development of a pipeline
computing device are shown in Fig. 1.

In order to achieve a high clock frequency of the
pipeline operation, it is necessary to estimate the
components of the signal propagation delays and
eliminate the negative effects of suboptimal mutual
placement of the interconnected components on the
PLD chip. While the placement optimization problem

2 https://docs.xilinx.com/r/en-US/ug906-vivado-design-
analysis/Timing-Analysis. Accessed October 10, 2024.
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Fig. 1. The stages in the development
of a pipelined computing device.
The C-RTL Trubol synthesizer is a software developed
by the authors. The synthesizer is a tool for creating
a description in the electronic CAD format

can be formulated in the strict mathematical sense, it
has no practical solution in an acceptable time due to
the burgeoning complexity of optimization algorithms
for a general formulation. In practice, the PLD-based
design uses design constraints that specify the areas for
placing groups of components (so-called topological
design constraints). For groups of components (called
P-blocks) placed in this way, optimization by
CAD algorithms can be performed in a reasonable
time but with suboptimal results. Technical methods
for controlling design constraints are specified in the
AMD UltraFast™ Design Methodology Guide for
FPGAs and Systems-on-a-Chip?. Research into the
use of topological design constraints as reflected in
a number of publications and dates back to 2011 [6]
is driven by the development of design tools such as
Xilinx PlanAhead [7, 8]. At present, the use of design
constraints is still being used in network packet
processing [9] and digital signal processing [10].

CONTROL OF THE SYNTHESIS OPERATIONS
OF THE PIPELINE FUNCTIONAL UNITS

We consider the following sequence of design of
a pipelined computational structure. A set of test pipeline
chains containing nodes with the appropriate logic
function is created to estimate the delay determined
by combinational logic. For these nodes, the pipeline
is synthesized and placed, and the experimental
estimate is written into the data structure passed to the
C-RTL synthesizer. As the synthesizer is an original
design, appropriate modifications are introduced to
account for delays introduced by external sources.

3 https://docs.amd.com/r/en-US/ug949-vivado-design-
methodology. Accessed October 10, 2024.

It should be noted that the use of PLD does not
require the evaluation of a wide range of possible
arithmetic and logic operations. For this purpose, since
bitwise operations are performed based on truth tables,
while addition and subtraction operations can be carried
out using special “fast carry chain” nodes, it is sufficient
to estimate the delay caused by these two classes of
operations.

Given an architectural pattern and certain delay
parameters, the design sequence of the pipeline
computing structure shown in Fig. 2 can be adopted.

Source text
|
R
v C-RTL Trubol synthesizer (RTU MIREA)

Delay
parameters l
of the main -
W Topologlcall RTL
de_S|gn constraints representation
/—\ in .xdc format

N |

Templates :

for topological ( PLD CAD (AMD Vivado) j
pipeline 1

representation

FPGA Configuration

Fig. 2. The sequence of the automated design
of the pipeline computing structure

The input to the developed sequence is assumed to
be the program source code in a problem-oriented high-
level language, as well as the design constraints formed
on the basis of the study of the hardware platform
characteristics. The synthesis uses the delay parameters
of the main functional nodes that have been preliminarily
evaluated in the process of pipeline synthesis according
to a predetermined scheme that explicitly distinguishes
the circuit fragments for evaluation. The dedicated
synthesizer generates an RTL representation of the
module in the hardware description language, which is
complemented by the design constraints file in .xdc or
.sdc format (depending on the CAD system used). This
file is created by parameterizing one of the developed
templates for the topological pipeline representation.

FORMATION OF TOPOLOGICAL DESIGN
CONSTRAINTS FOR PIPELINE COMPUTATION
STRUCTURE

When placing a pipeline in PLD, it is necessary to
specify the rules for placing its individual components.
In PLD CAD systems, it is common practice to have
a hierarchical (modular) placement mode whose
placement algorithms use the project modules at the RTL
level as localized project units to place their components
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as compactly as possible. At the same time, the designer
can accompany the project with special project constraint
files that control the processes of the Implementation
group, such as timing analysis and placement. The
corresponding constraint language command groups
deal with timing constraints and topological (area)
constraints.

The command for describing design constraints
within a single stage has the following form:
create pb <pblock name>
< X-axis pblock coordinate >
< Y-axis pblock coordinate >
< pblock width> < pblock height>
< list of elements associated with pblock>

In this example, PLD on-chip boundaries with
specified coordinates are set for triggers whose names
match the template (Figure 3). The size of the on-chip
boundaries and coordinates are precisely matched to
the overall topology of the chip along with the number
of registers and logic elements involved in each stage.
The name template is selected based on the RTL level
description format.

Fig. 3. The process of the P-block allocation in PLD
using FPGA architecture

The study confirms the assumed utility of describing
topological design constraints only for pipeline registers.
This is due to the local relation of the combinational
logic between the register groups and corresponding
pipeline stages. By defining the pipeline stage placement
regions, a compact placement of the combinational
logic nodes associated with the registers is achieved
while preserving the CAD capability to perform local
optimizations. In this case, the manual control of separate
pipeline components, including separate triggers and
combinational logic nodes, would be excessively labor-
intensive.

For the circuit synthesizer developed in RTU MIREA
in RTL format, it is recommended to modify it by
generating register names with the introduction of
fragments that uniquely identify the pipeline stage to
which this register belongs. Although this information
is available in the internal representation of the
synthesizer, it has not yet been used. Analysis of world

analogs has confirmed the impossibility of identifying
the pipeline stage is impossible in them; consequently,
the exported RTL representation typically uses end-to-
end numbering of separate circuit triggers. At the same
time, the introduction of information about the pipeline
stage allows the allocation of a group of registers
corresponding to this stage using a regular expression
having the following form:

*/pipeline unit/*/*reg Ki\ *

EXAMPLES OF PRACTICAL TESTING
OF THE METHOD

The practical testing of the method is carried out
through the implementation of several types of pipelines.
For example, sequential application of the vector rotation
operation is used in the CORDIC* algorithm [11]. Similar
operations in the form of a combination of addition and shift
are used in successive multiplication with accumulation.
These operations can be combined in a single configurable
pipeline. The schematic fragment generated in Vivado®
CAD shown in Fig. 4 demonstrates the possibility of
obtaining a locally optimal solution by automatic placement
of pipeline components followed by their optimization.

Fig. 4. Pipeline stage placement in automated mode
in Vivado CAD

From a CAD point of view, the search for an optimal
solution does not take into account the stage partitioning
inherent in the pipeline architecture. Based on this

4 CORDIC is an acronym for COordinate Rotation DIgital
Computer; a “digit by digit” method.

5 https://www.amd.com/en/products/software/adaptive-
socs-and-fpgas/vivado.html. Accessed October 10, 2024.
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assumption, the placement characteristics can be improved
using the approach described above. The experimental
results confirm the possibility of improving basic circuit
performance when the block boundaries of each stage
partially overlap the boundaries of adjacent blocks. The
result obtained using this strategy is shown in Fig. 5.

In comparison to the standard placement (Fig. 6),
aclock frequency of 1 GHz can be achieved by placement
in an AMD FPGA Virtex™ UltraScale™-+xcvu440
CIV-figa2892-3-¢° (Fig. 7).

When the number of stages of the CORDIC algorithm
is increased, the result of the approach becomes even

Fig. 5. Pipeline stage placement of using topological design constraints

Design Timing Summary

Setup Hold

Worst Negative Slack (WNS): -0.179 ns
-45.105 ns

Worst Hold Slack (WHS):

Pulse Width
0.016 ns Worst Pulse Width Slack (WPWS): -0.176 ns
0.000 ns Total Pulse Width Negative Slack (TPWS): —0.176 ns

Total Negative Slack (TNS): Total Hold Slack (THS):

Number of Failing Endpoints: 970 Number of Failing Endpoints: 0 Number of Failing Endpoints: 1

Total Number of Endpoints: 96075 Total Number of Endpoints: 96075 Total Number of Endpoints: 94415

Fig. 6. CAD report snippet with project time characteristics for the circuit solution obtained in auto mode

6 https://www.xilinx.com/products/boards-and-kits/1-66ql3z.html. Accessed October 10, 2024.
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Design Timing Summary
Setup Hold Pulse Width
Worst Negative Slack (WNS): 0.005 ns Worst Hold Slack (WHS): 0.018 ns Worst Pulse Width Slack (WPWS): -0.176 ns
Total Negative Slack (TNS): 0.000 ns Total Hold Slack (THS): 0.000 ns Total Pulse Width Negative Slack (TPWS): -0.176 ns

Number of Failing Endpoints: 0

Total Number of Endpoints: 142287

Number of Failing Endpoints: 0

Total Number of Endpoints:

Number of Failing Endpoints: 1

142287 Total Number of Endpoints: 140609

Fig. 7. CAD report snippet with project time characteristics for a circuit solution using topological design constraints

more pronounced. The results for 64 stages at a clock
frequency of 600 MHz are shown in Figs. 8 and 9.

Fig. 8. Pipeline stage placement
(64 stages, 600 MHz clock frequency)

A similar approach is applied to the
placement of the considered circuit on the
AMD FPGA Artix-7 xc7al00tcsg324-17 (16 stages,
400 MHz clock frequency) and AMD FPGA Kintex™
UltraScale™ xckull5 CIV-flvf1924-3-e® (32 stages,
850 MHz clock frequency) chips. The viability of
the approach is demonstrated by the comparison
of timing analysis results for the circuits under
consideration (Figs. 10-13).

Design Timing Summary

Setup Hold
Worst Negative Slack (WNS):  0.005 ns Worst Hold Slack (WHS):
Total Negative Slack (TNS): 0.000 ns Total Hold Slack (THS):

Number of Failing Endpoints: 0
Total Number of Endpoints: 780243

All user specified timing constraints are met.

Number of Failing Endpoints: 0

Total Number of Endpoints:

Fig. 10. Pipeline stage placement using topological
design constraints (xc7a100tcsg324-1 PLD)

Design Timing Summary

Setup Hold
Worst Negative Slack (WNS):  0.024 ns Worst Hold Slack (WHS): 0.010 ns
Total Negative Slack (TNS): 0.000 ns Total Hold Slack (THS): 0.000 ns

Number of Failing Endpoints: 0 Number of Failing Endpoints: 0

Total Number of Endpoints: 16911 Total Number of Endpoints: 16911

All user specified timing constraints are met.

Fig. 11. CAD report snippet with project
time characteristics for the obtained
placement (xc7a100tcsg324-1 PLD)

Pulse Width

0.016 ns Worst Pulse Width Slack (WPWS): 0.100 ns

0.000 ns Total Pulse Width Negative Slack (TPWS): 0.000 ns
Number of Failing Endpoints: 0
775890

780243 Total Number of Endpoints:

Fig. 9. CAD report snippet with time characteristics of the CORDIC pipeline computer project
(64 stages, 600 MHz clock frequency)

7 https://www.amd.com/en/products/adaptive-socs-and-fpgas/fpga/artix-7.html. Accessed October 10, 2024,
8 https://www.amd.com/en/products/adaptive-socs-and-fpgas/fpga/kintex-ultrascale-plus.html. Accessed October 10, 2024.

Russian Technological Journal. 2025;13(3):44-53

50


https://www.amd.com/en/products/adaptive-socs-and-fpgas/fpga/artix-7.html
https://www.amd.com/en/products/adaptive-socs-and-fpgas/fpga/kintex-ultrascale-plus.html

Method for designing specialized computing systems
on the basis of hardware and software cooptimization

llya E. Tarasov
etal.

Fig. 12. Pipeline stage placement using topological
design constraints (xcku115_CIV-flvf1924-3-e PLD)

Design Timing Summary

Setup Hold

Worst Negative Slack (WNS):  0.040 ns
Total Negative Slack (TNS): 0.000 ns

Worst Hold Slack (WHS):
Total Hold Slack (THS):

0.030 ns
0.000 ns
Number of Failing Endpoints: 0

142195

Number of Failing Endpoints: 0

Total Number of Endpoints: Total Number of Endpoints: 142195

Timing constraints are not met.

Fig. 13. CAD report snippet with project time
characteristics for the obtained placement
(xcku115_CIV-fivf1924-3-e PLD)

The results confirm the possibility of setting
design constraints on registers of a separate module
describing the pipeline to systematically improve the
design properties of computers having a pipelined
structure. The continuing interest in pipelined
nodes [12] confirms the relevance of this research
direction. In addition, pipelined devices can function
as subsystems of computational complexes to increase
their efficiency both in widespread tasks [13] and

when used as accelerators of a narrow computational
subclass [14, 15].

CONCLUSIONS

The presented materials describe results obtained
by the Specialized Computer Systems Laboratory
at RTU MIREA in the development of a design
methodology for specialized pipelined computing
accelerators. By focusing on a simple hardware
architecture with localized connections between nodes,
it is possible to develop a set of algorithms and design
measures for systematically improving the topological
representation properties of a computing device from
its initial high-level language description. The obtained
results can be adapted to other types of architectural
templates to extend the nomenclature of specialized
electronic component bases.
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Abstract

Objectives. The active development of intelligent automatic control systems, which is associated with increasing
requirements to the quality and accuracy of control systems of modern technical systems, requires the development
of new approaches to their analysis and synthesis. A promising class of intelligent control devices is based on
regulators that use fuzzy-logic inference technology. The purpose of this work is to develop a method for the complex
synthesis of type-1 fuzzy regulator parameters on the basis of the Yakubovich circle criterion.

Methods. The proposed methodology is based on a consideration of fuzzy regulators in terms of the corresponding
nonlinear transformation that support the use of methods derived from the theory of nonlinear automatic control
systems. Analogs of the degrees of stability and oscillation are used as quality indicators. The synthesis of the
parameters of the nonlinear transformation can be reduced to determining sufficient regions of absolute stability of
the system with the shifted and extended Nyquist plot obtained using the Yakubovich circle stability criterion.
Results. In accordance with the theory of fuzzy sets and algorithms of fuzzy logical inference described
by Takagi—-Sugeno, the possibility of one-to-one correspondence of the nonlinear transformation and the parameters
of an appropriately arranged knowledge base of the fuzzy controller is shown. A procedure proposed for synthesizing
the parameters of the type-1 fuzzy regulator is aimed at ensuring complex requirements for the quality of the
control system according to the degree of stability, the degree of oscillation, and steady-state mode accuracy. The
effectiveness of the proposed technique, which guarantees the absolute stability not only of the equilibrium position
but also of the processes, is confirmed by the results of model experiments.

Conclusions. The paper proposes a convenient engineering technique for determining the parameters of an
intelligent controller constructed using fuzzy logic inference technology based on methods informed by automatic
control theory. The convenience of using such indirect quality indicators as the degree of stability, the degree of
oscillation, and accuracy in steady-state mode, is demonstrated. These indicators are explicable for developers of
applied control systems.

Keywords: intelligent control system, fuzzy logic inference, fuzzy controller, Takagi-Sugeno model, absolute

stability of processes
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HAYYHAA CTATbA

AHAJIN3 M CHHTE3 HHTE/UIEKTYAJbHBIX CHCTEM
ABTOMATUYECKOI0 YIIPABJICHUSA
¢ HeyeTKUM peryiasaTopom I poxa

10.A. BuikoBues @,
B.M. JloxuH

MUP3A — Poccuiickuii TexHos1orm4eckuii yHmsepcutet, Mocksa, 119454 Poccus
@ AsTOp A1 nepenvicku, e-mail: bykovcev@mirea.ru

e Moctynuna: 20.11.2024 e Aopa6oTaHa: 13.02.2025 ¢ MpuHaTa k ony6nukoeaHuto: 21.03.2025

Pe3iome

Lenu. AKTMBHOE pa3BuUTUE MHTENIEKTYalIbHbIX CUCTEM aBTOMATMYECKOro ynpaBieHns, CBA3aHHOE C MOBbILLEHNEM
TpeboBaHMIN K KA4ECTBY U TOYHOCTU CUCTEM YNpPaBlEHNSA COBPEMEHHbIX TEXHUYECKNX CUCTEM, TpebyeT pa3paboTku
HOBbIX MOAXOA0B K UX aHann3y n cuHTedy. OQHUM U3 NEePCNeKTUBHbLIX KNACCOB UHTENNEKTYalIbHbIX YNPaBSOLLINX
YCTPOWMCTB BbICTYNAlOT PEryNsaTOpbl, MOCTPOEHHbIE HA 6a3e TEXHONOMMN HEYEeTKOro IOrm4eckoro Beieoaa. Llensio
HacToswelr paboThl ABnseTca pa3paboTka METOAMKN KOMMIIEKCHOIO CMHTE3a NapaMeTpoB HEYETKOro perynsatopa
| poaa Ha OCHOBE KPYrOBOro Kputepus 9kybosuya.

MeToabl. B 0OCHOBY npennaraeMorn METOAMKN MOJIOXEHO PACCMOTPEHNE HEYETKOro perynaropa ¢ nosvumm cooT-
BETCTBYIOLLEr0 HEIMHENHOro Npeobpas3oBaHuMs, YTO NO3BONSET UCMOb30BaTh METOAbI TEOPUN HENIMHENHbIX CU-
CTeM aBTOMATUYECKOro yrnpaBneHusi. B kauecTBe nokasartenei kayecTea B paboTe NCNONb3YIOTCS aHaNOorMM rnoHs-
TUIN «CTEeNEeHb YCTOMYMBOCTU» U «CTEMEHb KOnebaTenbHOCTU». CMHTE3 NapaMeTPOB HENIMHENHOro Npeobpa3oBaHns
CBOAMUTCS K ONpeneneHnto AOCTaTOYHbIX 061acTelt abCoNOTHOM YCTOMYMBOCTM CUCTEMbI CO CMELLLEHHOM 1 pacLLn-
PEHHOV aMnANTYAHO-()a30BbIMMU YHACTOTHLIMU XapPaKTePUCTMKAMM, NOJYYEHHbIX C MOMOLLbIO KPYrOBOrO KpUTepus
yCTOM4YMBOCTU FKybOoBUYA.

PesynbTtatbl. B COOTBETCTBUM C TEOpMEn HEYeTKMX MHOXECTB U aifOPUTMOM HEYETKOro JIOrM4eckoro BbiBOAA
Takarn — CyreHo nokasaHa BO3MOXHOCTb B3aMIMHO-OOHO3HAYHOrO COOTBETCTBUS HENMHENHOrO Npeobpal3oBaHns r
rnapamMeTpoB 0asbl 3HAHWIA HEYETKOrO PErynsaTopa Npu COOTBETCTBYIOLLEN OpraHu3aumm nocneaHen. B padote npen-
NIOXeHa NpoLeaypa CnHTe3a NapamMeTpoB HEYETKOro perynatopa | poaa, HaueneHHas Ha obecneyeHne KOMMIEKCHbIX
TPebOoBaHNIN K KAYECTBY CUCTEMbI YIPABIEHWS MO «CTENEHW YCTONYMBOCTU», «CTENMEHN KONebaTenbHOCTN» N TOYHOCTU B
YyCTaHOBUMBLLEMCS pexxunmMe. [peanoxeHHas MeTOAMKA TaKKE rapaHTMpPyeT abCOMOTHYIO YCTOMYMBOCTb HE TOJBbKO MOJI0-
KEHWNS PaBHOBECKS, HO 1 MPOLLECCOB, a ee 9OPEKTUBHOCTb NOATBEPXAEHA Pe3ySibTaTaMy MOAESbHbIX 9KCMNEPUMEHTOB.
BbiBoabl. B paboTe npennoxeHa yaobHasa MHXeHepHas MeToAMKa HAaCTPOMKU MapaMeTpPoOB UHTENNEKTYaNbHOIO
perynsaropa, NoCTPOeHHas No TEXHOJIOMMN HEYETKOro JIOrM4eCKOro BbIBOA4A HA OCHOBE METOLOB Teopun aBToMa-
TUYeCKoro ynpasneHus. NokazaHo yaoOCTBO NPUMEHEHNS TakMX KOCBEHHbIX MOoKasaTener Ka4ecTBa, Kak «CTeneHb
YCTOMYMBOCTU», «CTEMNEHb KONebaTeNbHOCTU» M TOHHOCTb B YCTAHOBUBLLEMCSH PEXUME.
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Mpo3spayHocTb pMHAHCOBOM AEeATENbHOCTU: ABTOPbI HE UMEIOT PUHAHCOBOM 3aMHTEPECOBAHHOCTHN B NPEeACTaB/IEH-

HbIX MaTepuanax nin Metogax.

ABTOpbLI 329BNSI0T 06 OTCYTCTBUN KOHONNKTA MHTEPECOB.

INTRODUCTION

Intelligent technologies have been increasingly
applied in various fields of activity over the last two
or three decades. One such field is automatic control
systems (ACS) [1], for which a new generation of
controllers based on intelligent technologies (expert
systems, neural-like networks, associative memory
or fuzzy logic) is being developed. These intelligent
controllers not only provide high quality ACS
performance, but are also capable of adaptation to
various uncertainties affecting the system.

Among these intellectual technologies, fuzzy
inference or fuzzy logic is the most widely used for
both objective and subjective reasons [2—4]. In robotics,
fuzzy logic is already commonly applied in the control
systems of autonomous and semi-automatic robots
of various types, in the control systems of complex
technological equipment, as well as at all hierarchical
levels of intelligent control systems (strategic, tactical,
and executive). This is largely due to the possibility of
using a fuzzy inference system (FIS) to construct control
models even for complex objects at the level of logical-
linguistic reasoning.

However, this novel formalism is not entirely
compatible with current automatic control theory (ACT).
In particular, a serious problem has arisen in connection
with the creation of new approaches to solving the
stability and quality evaluation problems pertaining to
a new class of automatic control systems. This problem
has been solved quite actively in the last two decades.
A comprehensive generalization of the work is given in
the monograph by Pegat [5]. The concept proposed at the
beginning of the present century in the RTU MIREA by
Makarov et al. has turned out to be very promising [1].
Summarizing the long-term research experience in the
field of fuzzy ACS taking into account the results of the
studies presented in [1-6], it can be stated that:

1. Fuzzy inference allows the synthesis of logical-
linguistic control models for complex objects.

2. Despite the apparent complexity of the fuzzy
inference formalism, it has been established that the
fuzzy regulators (FR) based on this technology are

essentially nonlinear. This means that they implement

a nonlinear transformation, whose parameters can

change slightly when the fuzzy inference technology

is modified (Mamdani, Sugeno, etc.).

3. The nature of the nonlinear transformation in FR
unambiguously determines the parameters of the
input logical-linguistic variables.

The representation of FR as a nonlinear ACS element
provides a broad perspective for incorporating traditional
approaches to nonlinear systems adopted in ACT
and modified taking the specific nature of nonlinear
transformations in the study of intelligent ACS into account.

SPECIFIC FEATURES OF ACS ANALYSIS
AND SYNTHESIS WITH FR

We consider a fuzzy logic system having an input (E)
and an output (U) linguistic variable with reasoning
domains on X, & R and Y, & R, for which the
corresponding term sets T, and T, are given. Each value
of a linguistic variable from the underlying term set is
givenby thenormal fuzzy sets Af ={(uy(e)e)|ee X}
and AlU ={(uy (),u)|ueXy}. Fuzzy inference
models currently in active use include the Mamdani,
Larsen, Takagi—Sugeno, and Tsukamoto models, which
have their relative advantages and disadvantages [7];
regardless of the model type, the resulting fuzzy
transformation can be represented as a certain nonlinear
mapping f: X, = Y.

Nevertheless, some general principles of FR design
have been formulated by most developers of fuzzy
control systems, namely:

1. The number of fuzzy sets in the underlying term
sets: 5-7.

2. The term set should contain at least one fuzzy set
defined by the membership functions (MF) of
classes L and y to limit the control value. This is
related to the ACS physical characteristics.

3. The symmetry of the MF position with respect to
the central MF to ensure control symmetry when the
system state deviates from equilibrium.

The division of FR into type 1 and type 2 proposed
in [1] depends on the processing method of the input
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variables. This paper considers the ACS using the
most popular type-1 FR based on the Takagi—Sugeno
fuzzy inference model to be the most promising. This
is primarily due to the lightweight defuzzification
procedure representing the weighted mean calculation,
which requires significantly less hardware resources and
controller processor time compared to other methods.
Additionally, the mapping implemented by the fuzzy
model involving a piecewise linear function, which
is dependent on the appropriate arrangement of the
knowledge base, greatly simplifies both the analysis
and synthesis of fuzzy ACS. The latter factor will be
discussed in detail.

An excerpt of the fuzzy system is shown in Fig. 1,
where two fuzzy sets AZ 1 and AE are defined by the
class + MF triples {a,_,, l 1 ¢y and {a, b, c;},
respectively, on some reasoning 1nterval

We will obtain the expression for the mapping f'in
the range of the input actions [b, ,, b,]. Let the rule base
contain two condition-action rules havmg the following
form:

1. IfEis AZ, then U = u 1>
2. IfEls AE then U u
where u; | _const u —const

In this case, the degree values of the linguistic
variable £ belonging to the fuzzy sets AI-E_ 1 and Af
during fuzzification are defined as follows:

@ =—
Ga=by b —a

i 1 i

M (e)=

According to the Takagi—Sugeno fuzzy inference
procedure and the adopted constraints on MF parameter
values, the output variable is defined as follows:

* *
s L B L A

u;(e) =
K T 1
_( bj—e e—b_, *J [b.—e +e bl_lJ
bo—b_ Vb b ) \b—b_ b b, @
u; —u;_; bul 1 —b_u l*
b —b b —b

Thus, the mapping f is a linear function on the
interval [b,_;; b;], whose definition area is given by the
location of the vertices of adjacent MFs, while its range
is given by the value of the rule base conclusions.

Using the results of the above analysis, the fuzzy ACS
based on the above principles can be represented as
a nonlinear system, whose FR static characteristic is
piecewise linear (Fig. 2). Thus, it is possible to carry out
a comprehensive analysis of the dynamics of the fuzzy
ACS according to the theory of nonlinear systems with
regard to the nonlinear transformation characteristics.

y
Y

e

b;_ b;

Fig. 1. Relationship between the MF parameters
and the type of the nonlinear mapping

Fuzzy regulator Control
object
u(e) —
g e rI: ule u_| x=Ax+Bu, |y
base "ly=CTx
— e
Fuzzy

regulator Control

u object
g e u .| x=Ax+Bu, y

e "l y=€Tx —‘

Fig. 2. Conversion of an intelligent ACS with FR
into a nonlinear ACS. Here, g is the master control;
u is the control action; y is the control object output;
x is the state vector; A is the system matrix;

B is the control matrix; C is the output matrix

So far, several approaches have been developed for
analyzing the stability of systems with FR. Asnoted in [5],
despite the intensive development of new methods, the
second Lyapunov method [8, 9] and the absolute stability
criterion [10, 11] continue to be the most widely used. For
single-input-single-output (SISO) systems, the Popov
criterion and the circular criterion are recommended.
For multiple-input-multiple-output (MIMO) systems,
the most appropriate methods are those based on the
hyperstability criterion due to providing a rigorous
mathematical basis for stability evaluation.

The lack of convenient engineering methods to
evaluate the qualitative parameters of these systems, such
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as speed and overshoot, is evident in a sufficient number
of studies on the stability of fuzzy systems. This approach
to the problem is more constructive due to the stability
problem being automatically solved by achieving the
required level of ACS quality. However, as shown by
the analysis of existing studies, this problem has been
insufficiently studied and remains to be worked out.

In addition to analytical methods for studying
fuzzy ACS, methods based on numerical optimization
algorithms including genetic algorithms [12, 13],
methods related to particle swarm behavior [13, 14],
gradient descent [15, 16], and others, are currently
gaining wide popularity. Although these methods are
powerful and capable of automatically determining
the FR parameters, their use in practical engineering
is exacerbated by a number of factors. Firstly, in order
to use these techniques effectively, the quality function
should be precisely defined, which can be a challenge. In
addition, the algorithms do not provide any guidance for
further adjustment of the FR parameters following their
calculation on the basis of the quality criteria.

In view of the obvious potential of fuzzy systems
and the relevance of FR implementation in a wide range
of control systems for industrial and special purposes,
the above analysis demonstrates a need to create new
approaches to the study of the dynamics of such systems
based on the traditional methods adopted in ACT.
Based on the proposed concept, in which fuzzy ACS is
considered as a nonlinear system, a suitable platform can
be created for this purpose.

It is convenient to take analogs of known quality
indicators for linear ACS as initial quality indicators,
in particular, the stability degree as an indicator of
transient damping rate and the oscillation degree as an
indicator of oscillation damping. By considering FR
in terms of its static characteristics, it is possible to
adapt known methods for analyzing and synthesizing
nonlinear ACS (in particular the Yakubovich circle
stability criterion). In [17], it is shown that this criterion
can be applied to the shifted amplitude-phase-frequency
response (APFR) of the linear part to determine the
sectional constraints on the nonlinear transformation
that guarantee a certain degree of stability for the fuzzy
ACS, as well as the absolute stability of the equilibrium
position and processes. In this respect, an extension of
this method to include oscillation degree and fuzzy ACS
accuracy requirements seems promising.

ALGORITHM FOR SETTING I TYPE FR
PARAMETERS BASED ON INDIRECT
PERFORMANCE INDICATORS

The fuzzy system model, analogous to describing
nonlinear systems adopted in ACT, can be represented
as follows:

X = Ax + Bu,
u=f(), (3)
y=CTx,

where x € R”, u € R!, f(y) is a scalar function which is
the FR static input-output characteristic and belongs to
the class (K; K,) and thus satisfies the equation [2], as
follows:

K, < g <K,. @)
dy

Here the task consists in synthesizing the appropriate
FR knowledge base for providing the absolute process
stability in fuzzy ACS and the qualitative characteristics
of the transient process such as the degree of stability,
the degree of oscillation, and accuracy.

For further study, it would be convenient to use the

shifted W(jo—n) and extended Vf/( jo—mm) APFR
of the linear part, where W(jo) = CT(jol — A)"!B, n is
the analog of the stability degree and m is the analog
of the oscillation degree. The family of shifted
(M; > ny > 0) and extended (m; > m, > 0) APFRs for
3rd order linear parts are shown in Figs. 3a and 3b,
respectively. The characteristic change in the shifted
APFR of the linear part at n =7, is due to the transition
of one of the poles W(s) to the right complex
half-plane.

Let the fuzzy control system be required to provide
a fast performance not exceeding the decay time of the
exponent € "0, with n,, chosen such that the degree of
irregularity () of the shifted linear part W(jo-n) is
equal to one.

Using the modification of the circle criterion
proposed in [17], the following sufficient condition can
be formulated: A fuzzy system, which is absolutely

stable in class (KlS ;KS‘ ), has a degree of stability not
less than 1 provided that the shifted APFR for the linear

part of W(jo—m) covers the circle with the center on

. . 1
the real axis at point ——

1 1
> [— —S], passing through

+
S
Kl K2

1
points — and s which also belong to the real
2

K?
axis, » times.

The extended AFC should be outside the above
circle to ensure the required degree of oscillation m.
Further, if the required degree of oscillation is provided
in section (KIO ; K? ), then both quality requirements are
met in section {max(Klo ;KP); min(K9 ;Kzs)} , given the
results obtained based on the specified stability. Thus, it
is possible to determine the parameters K, and K,
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Puc. 3. Family of shifted (a) and extended (b) APFRs of the linear part

of the nonlinear transformation and the corresponding
parameters of the FR settings by considering the fuzzy
ACS as nonlinear and applying the Yakubovich circle
criterion.

Finally, we consider the problem of ensuring fuzzy
ACS accuracy. Since the stationary control error of the
system is determined by the part of the static characteristic
close to the equilibrium, the choice of the gain factor K}
is determined by the requirement of the desired accuracy
in the whole range of disturbances f. It is shown in [18§]
that for static linear parts, the stationary error in the range
b1+ KK Ip )

Klp

SKp

e =
stnr a’
1+ KK

of disturbances f < is defined as follows:

(6)

where b, is the right boundary of the static characteristic
section with the gain factor Kf', while K, = 1im0 W(jo).
w—>

It follows from (6) that if the maximum disturbance
value fy,; = sup(f) is known and the permissible control
error value e_ is set, the required gain factor K} and the
section boundary b, are defined as follows:

fMKlp - ep
Kp=— b (7)
1p%p
fMKlp (8)
1 - .
1+K1pKfl

Thus, the condition of ensuring the required quality
indicators of transients and steady-state error is met in
the section (max{max{Klo,Kls},Kla};min{K?,Kzs})
that ensures the absolute stability of the fuzzy ACS.

We consider an example of the synthesis of the
I type FR parameters for the problem of stabilizing the
fuzzy ACS equilibrium with a linear part of the 3rd order
with a frequency response W(jw). In accordance with
the methodology discussed above, the necessary
constructions are shown in Fig. 4. From these it follows
that:

o therequired valuenisensuredifthe FR characteristic
is in section (0.6; 2.5);

o the required value m, is provided in section
(0.05; 6.1).

If the steady-state error requirement and (7) are
additionally taken into account, the final desired section
is as shown in Fig. 4b. The transient x(f) in fuzzy
ACS where FR is typed has a synthesized nonlinear
characteristic as shown in Fig. 4c.

Based on the obtained FR nonlinear transformation
and the above recommendations for the structure of the
knowledge base, the appropriate content can be easily
constructed:

e since the synthesized nonlinear transformation has
four points of gain factor variation, the term set 7}
for the linguistic error variable £ will contain five
fuzzy sets T = {4, 4|, A5, A3, A4}

o the MFs specifying fuzzy sets 4, and 4, belong
to classes L and vy respectively (due to the output
constraint);

o the remaining MFs belong to class .

As explained above, the definition area of the
ith piecewise linear section of the regulator static
characteristic depends on the mutual position of the
adjacent MFs. The range depends on the value of the
rule base conclusions from the rule base. Running
through the entire definition area of the nonlinear
characteristic (Fig. 4b) and taking into account its
symmetry with respect to the origin of the coordinates,
the MF parameters (Fig. 5) can be easily determined
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Fig. 4. Yakubovich circular criterion (a), sections of absolute stability
with nonlinear characteristic (b), and transient in ACS (c)

for the input variable, as well as the MF values for the
output variable embedded in the rule base:
e [FEis Ay, THEN u=1.1;
IF E'is A;, THEN u = 0.35;
IF E'is A,, THEN u = 0;
IF E'is A5, THEN u = —0.35;
IF Eis Ay, THEN u = —1.1.

CONCLUSIONS

The present work develops the concept proposed by
Makarov, according to which the fuzzy Zadeh transformation
implemented in the circuit of type-1 FR ACS is in fact
a nonlinear transformation. However, it becomes piecewise
linear when the Sugeno model is used. For such a fuzzy
system that uses methods from the theory of nonlinear
control systems, the problem of dynamics research is solved
in a form suitable for an engineer-developer. A methodology
is proposed, which not only provides a definition of the
ensured stability area, but can also be used to provide the
required quality indices of the control process.

v

[ | [ [ [

-1.0 -0.7 0

Fig. 5. Arrangement of the MF functions

Obviously, the results will also be valid when
Mamdani, Larsen, and Tsukamoto fuzzy inference
models are used in control systems: since the
nonlinear transformations corresponding to these
models are smooth, they can be approximated by
piecewise linear sections. Thus, the solution of the
problem can be reduced to the proposed method.
In this case, the linear approximation section at the
origin (having a small slope) is chosen based on the
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required steady-state error. Meanwhile, the slope  synthesis problems of fuzzy ACS having a type-1
of the steep section is selected based on the quality  regulator.

requirements according to the Yakubovich criterion. Authors’ contribution. Al authors equally
This approach can be used to solve analysis and  contributed to the research work.
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Abstract

Objectives. In the context of military operations, states face the threats of attacks by unmanned aerial vehicles (UAVs)
on vulnerable assets, in particular, those pertaining to law enforcement agencies. Currently, there is no uniform or—
more importantly—effective approach to detecting and suppressing certain types of UAVs, in particular, first person
view (FPV) drones. The aim of the work is to develop modernized systems for the detection and suppression of enemy
unmanned aerial vehicles and to justify their full-scale implementation in the service activities of law enforcement
agencies.

Methods. The work used system-structural, comparative-legal, and measurement research methods along with
analysis, observation, and field modeling. In addition, the research refers to generalized and systematized experience
of using UAVs in combat conditions.

Results. The structure, basic tactical and technical characteristics are described according to the principle
of operation of the identification complex for detecting and suppressing UAVs, having the ability to intercept analog
radio signals carrying video information, which makes it possible to effectively detect and counteract enemy UAVs
at a considerable distance. An algorithm of actions to be taken by law enforcement officers when using this complex
is also developed and described. Proposals for creating a hardware and software system based on the complex with
the possibility of spoofing a video stream are outlined.

Conclusions. The results of the study indicate the need to supply law enforcement agencies with an identification
system for detecting and suppressing UAVs having the ability to intercept an analog radio signal carrying video
information. The use of such a system across a wide area subject to UAV attacks will significantly improve the
effectiveness of alerting all categories of employees and civilians, as well as contributing to the establishment
of airspace control and improving the effectiveness of the fight against UAVs.

Keywords: identification system, analog radio signal, video information, unmanned aerial vehicle, antenna,

descrambling, video stream
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Pe3iome

Llenu. B ycnosusix npoBeaeHns 00eBbIX AENCTBUM rOCYAaPCTBA CTOKHY/IUCH C YrpO3amMm atak 6eCnmnoTHbIX BOSAYLLUHBLIX
cynoB (BBC) Ha pa3nuyHble 00bekTbl, B HACTHOCTM, 0ObEKThI CUSIOBLIX CTPYKTYP. B HacTosiLLee BpeMsi HET eAuHOro, a ca-
MOe rnaBHoe, 3pPEKTUBHOIO Noaxoaa no 06HapPYXEHMIO 1 NoAaBNEHMIO Pa3nnyHbIX BUaoB BBC, a umeHHo, FPV-apoHoB.
Llenbtio paboThl ABNSETCS CO30aHME MOLAEPHU3NPOBAHHbLIX KOMMIEKCOB 06HapyXXeHus 1 nogasnenns BBC npoTtvBHuKa
1 060CHOBaHME MNOSIHOMACLLTabHOroO BHEAPEHMWS 3TUX KOMIIEKCOB B CIYXXEOHYI0 AEATENBHOCTb CUMTOBbIX CTPYKTYP.
MeTopabl. B paboTe ncnonb30BainCb CUCTEMHO-CTPYKTYPHbI, CPABHUTENbHO-NPABOBOWN, U3MEPUTESIbHbI METO-
Obl CcCnenoBaHus, aHanus, HabnaeHne N HaTypHOe MOAENMPOBaHME, a Takke 0000LLeHE 1 cucCTeMaTU3auus
onbiTa npuMeHeHust BBC B ycnoBusax 60eBbIX AeCTBUNA.

Pe3ynbTatbl. OnucaHbl CTPYKTYpPa, OCHOBHbIE TAaKTUKO-TEXHUYECKNE XapaKTEPUCTUKM U NPUHLMUN paboTbl UOEH-
TUDUKALMOHHOIO KOMMiekca obHapyXeHns 1 nogasneHns BC ¢ BO3MOXHOCTbLIO NepexeBaTa aHaioroBoro paamo-
curHana, Hecyllero BugeounHdopmaumio, nossonsiowero ap@ekTMBHO 06HapYyXmMBaTb U MPOTUBOAENCTBOBATh
BBC npoTMBHUKA Ha 3HAYUTENIbHOM paccTosiHun. PaspaboTaH 1m onmMcaH anroputMm AeNCTBUIA COTPYOHUKOB CU-
JIOBbIX CTPYKTYP Npu paboTe ¢ AaHHbIM KOMMIEKCOM, U3JT0XEHbI NMPeaJIoeHns no co3naHunio Ha 6ase komniekca
annapaTHO-NPorpaMMHbIX CUCTEM C BOSMOXHOCTbIO NOAMEHbI BUAEONOTOKA.

BbiBOAbI. [MonyyeHHblE pe3ynbTaThl UCCEA0BAHMS YKa3biBAOT HA HEOOXOAMMOCTb BHEAPEHUS B CY>XEOHYIO ae-
ATENbHOCTb CUJIOBbIX CTPYKTYP UOEHTUPUKALMOHHOIO KOMMJiekca obHapyxeHnsa n nogaesneHms BBC ¢ BO3MOXHO-
CTblO NepexsaTa aHasioroBoro pagnocurHana, HecyLero BuaeonH@gopmarmio, NPUMEHEHe KOTOPOro Ha LWMPOKOM
y4acTke MeCTHOCTU, noasepxeHHOM atakam BBC, NO3BONUT CYLLECTBEHHO Yy4LlUnUTb 3P OEKTUBHOCTbL OMOBELLLE-
HUS BCEX KaTEeropuii Cnyxawumx 1 rpaxkaaHcKoro HaceneHusl, a Takke 6yaet cnoco6CTBOBATbL YCTAHOBIEHUIO KOH-
TPONA Had, BO3AYLUHBIM NPOCTPAHCTBOM M MOBbILLEHUIO 3 PeKTUBHOCTU 60pbLObI ¢ BBC.
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KnioueBble cnoBa: naeHTUdUKaUVOHHbIA KOMIMJIEKC; aHaNoroBbli paguocurHan, sugeovHdopmaums, 6ecnunor-
HOe BO3AYyLUHOE CYAHO, aHTEHHA, AeCKPeMbMpoBaHme, BUAEOMNOTOK

Onsa uutupoBaHua: KoHunk AA., AdoHnH P.E., Knumos W.M., 3uHueHko [.C. NaeHTUOUKALMOHHBIA KOMMNEKC
obHapyXeHusi 1 nopaBneHus 6ecnuUoTHLIX BO3AYLUHbIX CY[OB Ha OCHOBE BWAEOMNepexBata A MCMNOJIb30BaHUSA
B ycnioBusx 60eBbix OoenctBuin. Russian Technological Journal. 2025;13(3):63-72. https://doi.org/10.32362/2500-

316X-2025-13-3-63-72, https://www.elibrary.ru/SONRQG

Mpo3payHocTb GUHAHCOBOW AEATENIbHOCTU: ABTOPLI HE UMEIOT PUHAHCOBOW 3aMHTEPECOBAHHOCTN B NPeACTaBNEH-

HbIX MaTepunanax nin metogax.

ABTOPbI 3a9BNSIOT 06 OTCYTCTBUM KOHGMIMKTA MHTEPECOB.

INTRODUCTION

The capabilities of modern unmanned aerial
vehicles (UAVs) have been demonstrated in combat
operations. UAV attacks carried out by copter-type
UAVs equipped with a “drop” system and first person
view (FPV) drone-type UAVs [1] pose a threat not
only to civilian and industrial buildings and structures,
but also to critical infrastructure facilities and facilities
belonging to law enforcement agencies, as well as their
personnel [2].

During military operations, the territories of
many states are often subjected to indiscriminate
and sometimes chaotic attacks by UAVs equipped
with various munitions and explosive devices
(PG-7V! (VL?, VR3, VM%), RKG-3, etc.) [3], especially
improvised explosive devices (Fig. 1).

Fig. 1. Improvised explosive devices
used in an UAV attack

In addition, recently developed “drop” systems for
FPV drones are already in widespread use. These are
capable of carrying out multiple attacks using different
types of modernized munitions [4]: for example, FPV

' A shot with an anti-tank grenade.

2 A shot with an anti-tank grenade “Luch.”

3 A shot with an anti-tank grenade “Resume.”
4 A modernized anti-tank grenade shot.

3 A handheld shaped-charge grenade.

drones can remotely mine terrain by dropping munitions
of different types: “butterfly,” “bell,” etc.

The above factors, together with the analysis of
statistical data, indicate that FPV drones are the most
dangerous to the civil population, law enforcement
personnel, and facilities. They can attack at high
speeds (over 100km/h), carry a significant payload
in the form of an explosive charge, and penetrate
deep into territory to a distance of 15-20 km, and
in certain cases, up to 30 km [5]. Moreover, combat
experience has shown that contemporary FPV drones
use non-standard, permanently shifted frequencies for
control [6], significantly increasing their resistance to
electronic reconnaissance and electronic warfare (EW)
detection.

In view of the increasingly challenging situation
and the intensified use of FPV drones, it is necessary
to introduce additional measures to increase the
effectiveness of countering the enemy in this context, as
well as to inform the civilian population of the threat of
UAV attacks in a timely manner. The actual direction is
the development of improved complexes for detection
and suppression of UAVs. In particular, the creation and
introduction of an identification complex for detection
and suppression of UAVs with the ability to intercept
analog radio signals carrying video information [7].

IDENTIFICATION COMPLEX
FOR UAV DETECTION AND SUPPRESSION,
CAPABLE OF INTERCEPTING ANALOG RADIO
SIGNALS CARRYING VIDEO INFORMATION

Based on the above considerations, as well as
electronic reconnaissance combat operations data
confirming it to be a key EW approach and effective
circuit of destroying enemy UAVs [8], researchers from
the Belgorod oblast of the Russian Federation have
developed an identification complex for detecting and
suppressing UAV (hereinafter “the complex™). The
complex can be used to detect and identify an enemy
UAV in the airspace with a high degree of probability. The
complex is based on the interception of the analog radio
signal carrying video information from enemy UAVs.

Russian Technological Journal. 2025;13(3):63-72

65


https://doi.org/10.32362/2500-316X-2025-13-3-63-72
https://doi.org/10.32362/2500-316X-2025-13-3-63-72
https://www.elibrary.ru/SONRQG

Identification system for detecting and suppressing unmanned aerial vehicles

based on video interception for use in combat conditions

Alexey A. Konik
etal.

Fig. 2. “EFIR” UAV detector

It should be noted that similar products are currently
being developed for this purpose, such as the “EFIR”
and “Umbrella” detectors (Fig. 2). The basic operating
principle of such complexes is based on scanning the air
and recording the carrier frequency with detecting and
recording the video stream.

However, from an analysis and evaluation of the
tactical and technical characteristics of such products,
it appears that they do not allow the simultaneous
detection of UAV signals in a wide range of frequencies
(the products include a minimum number of frequency
bands, for example 2.4 and 5.8 GHz) and at long
distances (the declared maximum detection distance
ranges from 500 m to 5 km) [9].

The developed identification complex includes the
following components:

e directional receiving antennas for specific frequency
ranges (circular antennas can be used, but in this
case the detection distance is much shorter);

e receiver for analog radio signal carrying video
information;

¢ video signal transmission cable with RCA connectors
(the length of the cable depends on the installation
configuration of the equipment, and it should be
noted that the quality of data transmission decreases
with increasing cable length);

e monitor with VGA or HDMI connector;

e AV RCA-VGA or AV RCA-HDMI monitor
connection converter (depending on the monitor
used);

e VGA-VGA or HDMI-HDMI cable;

e 2 USB, 5V/2.1A power supplies.

The complex operating principle consists in the use
of a circular antenna (when the direction of the likely
UAV take-off is unknown) or a directional antenna to
continuously monitor the surrounding space within a
radius of 1.5 to 3 km (when using a circular antenna)
and up to 30 km (when using a directional antenna).
These distances depend on a number of factors such
as the transmitting power of the FPV drone, the gain
of the receiving antenna, the terrain, and so on. When
the UAV with analog video signal transmission channel
appears, the complex automatically intercepts and
transmits (duplicates) to the monitor a video with an
illustration of the terrain over which the UAV is flying
and flight data, which is observed on the monitor screen
or in the FPV drone goggles by the operator who is
controlling it.

The developed complex is capable of operating across
a wide range of temperatures, under strong vibrations,
and in various other extreme conditions. An important
aspect of the complex’s operation is its passivity, meaning
that it does not emit any signals of its own that could be
detected by devices that scan radio waves.

A special feature of the complex is its ability
not only to detect UAVs by receiving an analog
video signal (displayed on the monitor), but also to
descramble encrypted “X-signals.” This allows for
the prior identification of illegal flights of UAVs, with
the possibility of determining their speed and altitude,
predicting their trajectories, and identifying possible
targets. The detection range of enemy UAVs (up to
30 km) allows time for security and countermeasures to
be put into place.
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Fig. 4. Capturing UAV analog video and linking the flight path to a terrain map

It should also be noted that in addition to the above
characteristics, the complex offers unique capabilities
and potential for use in combat operations. However,
for reasons of confidentiality, the circuitry and more
detailed tactical and technical characteristics of the
complex cannot be disclosed.

PRACTICAL APPLICATION OF THE DEVELOPED
IDENTIFICATION COMPLEX FOR UAV DETECTION
AND SUPPRESSION

After deploying the developed complex at a site, its
successfully tactical and technical characteristics were
confirmed by detecting more than 500 UAVs over the
course of several months of operation. For example,
in just one day, the complex enabled the detection of
20 FPV drones, 9 of which were successfully suppressed®.

The complex was used to identify UAV flight
directions by analyzing topographic maps, including
offline electronic maps (Figs. 3 and 4). In addition, under
certain conditions, it is possible to determine UAV launch

6 Statistical data (materials) are provided by the initiative
group, the developers of the complex.

points. Furthermore, the integration of the complex into
the mobile version is being actively pursued in order to
use the complex on mobile objects.

In addition to military applications, the complex has
been successfully used by law enforcement officers. Over
a short period of time, it has been used to significantly
increase the efficiency of detection and suppression of
UAVs in the controlled area (18 FPV drones destroyed).
The practical use of the complex has demonstrated
that an integral part of its successful application is
the maintenance of appropriate documentation (log,
statement, etc.), which must necessarily reflect the
information received (location of the UAV detected
with reference to a settlement or exact coordinates, the
nature of the UAV behavior, the measures taken, and the
result obtained, etc.). To this end, researchers from the
FKU NPO “STiS”” of the Ministry of Internal Affairs of
Russia and the I.D. Putilin Belgorod Law Institute of the
Ministry of Internal Affairs of the Russian Federation®
have developed an optimal template for the logbook of
data on the detection of illegal UAVs.

7 https://cruc.mBa.pd (in Russ.). Accessed March 20, 2025.
8 https://6emon.mea.pd (in Russ.). Accessed March 20, 2025.
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Therefore, for the timely detection and effective
suppression of hostile UAVs, it is proposed to
introduce this complex into the official activities of
law enforcement officers and create a network of
strongholds equipped with the complex alongside EW
and other means of suppression of UAVs on the basis of
established roadblocks, checkpoints, and dislocations, as
well as at temporary bases of law enforcement agencies
with further alerting of the authorities through closed
communication channels and the civilian population
through open ones (e.g., in messenger groups etc.).

It is also necessary to define the algorithm of
actions for law enforcement officers [10] when using the
complex:

e identifying the threat;

e alerting personnel, operations duty officer,
countermeasures group, and civilians through
prepared communication channels;

e taking measures to suppress the enemy UAV by all
possible means (EW, physical elimination including
the use of firearms [11], etc.);

e taking measures to eliminate the consequences of
UAV suppression or detonation and documenting
the incident.

Personnel should be alerted simultaneously with
civilians. The message should be brief but informative:
UAV direction, expected type, required action.

UAVs can be suppressed either directly in the
vicinity of the observation station, or using the tactics of
mobile ambush groups armed with additional electronic
reconnaissance equipment and various UAV suppression
equipment (EW systems, smoothbore weapons, etc.) to
intercept and suppress drones away from civilian areas
and critical assets.

It should be borne in mind that the use of EW
means in the immediate vicinity of the complex may be
the cause of interference and equipment malfunction.
Therefore, it is necessary to switch off the various EW
complexes and other means of UAV suppression in
the immediate vicinity of the complex during its use.
Since EW cannot guarantee UAV suppression [12],
it is also necessary to be prepared to use firearms
to defeat the drone. At low altitudes (up to 40 m),
UAVs can be effectively suppressed with smoothbore
weapons loaded with shotgun cartridges #3 and #5.
Alternatively, an effective “density” of fire can be created
with 3-5 automatic weapons [13].

Once the UAV has been disposed of, first aid
should be administered to any casualties and the scene
cordoned off from unauthorized persons, taking care
to ensure that no further mined parts remain on the
surviving parts of the UAV. Taking all necessary safety
precautions, the surviving parts of the UAV should then
be reassembled for examination. If the status of the
UAV is in doubt, or if it has been destroyed without

an explosive device detonating, it is strictly forbidden
to approach it until the object has been examined by
experts. This is because the explosive device may be
remotely triggered or rigged to detonate after a certain
period of time.

In addition, regular briefings are required to develop
the knowledge and skills of the personnel in the algorithm
of actions to be taken upon detection of a UAV.

STRATEGIC TASKS SOLVED
BY THE DEVELOPED IDENTIFICATION COMPLEX
FOR DETECTING AND SUPPRESSING UAVS

One of the strategic goals of using the complex
consists in the collection of information, followed by its
mandatory analysis and use in the official activities of
law enforcement officers, including special forces.

When used on a regular basis, the system also solves
the following tasks:

e UAV direction detection and tracking. This allows
UAV flight paths to be tracked and, in some cases, the
launching point and the most dangerous directions to
be determined and recorded in surveillance logs and
terrain maps, including the use of various services.
The data thus obtained can be used to reinforce the
EW systems in certain directions and to carry out
ambush operations;

e identification of UAV models and types [14]. The
nature of the drones behavior in the air (flight
speed and altitude, stability, etc.) allows UAV
models and types to be identified with a high
degree of accuracy, making it possible to predict
further operator actions and prepare for a potential
threat;

e detection of enemy groups (with UAV identity or unit
call sign information) conducting terrorist activities
in the vicinity (in a specific area). This information
is often displayed on screen when an analog radio
signal carrying video information is intercepted.
After the attack, this data could potentially be passed
on to the investigating authorities for analysis. In
addition, this approach allows a more accurate
determination of the number and size of enemy
UAV groups in a given area;

e identification of criminals (traitors). At present,
there are known cases of launching UAVs by
hostile  sabotage-reconnaissance  groups and
criminals (traitors) from various territories. Since
these facts are difficult to detect without special
equipment, such groups may operate for a long time,
causing selective damage to vital infrastructure and
civilian population. With a high-quality functional
arrangement of the complex, the UAV take-off
position can be captured by a video signal (when
entering the antenna coverage area), thus enabling
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measures to be taken to liquidate and eliminate such
groups;

e documentation of UAV suppression (elimination) or
the result of using it. In this case, it is a matter of
documenting both the disposal of the UAV and the
further collection of its fragments, including in the
case of its suppression without disposal, for further
investigation. There are also known cases of drones
being found by civilians and injured by a detonation
of the explosive device. In the event of UAV attacks
and injuries, the complex enables rapid response and
dispatch of the necessary services to the designated
location to provide assistance;

e determination of UAV technical abilities [15]. Using
the complex with the ability to intercept the analog
radio signal carrying video information, it is possible
to determine the flight range and limit distances. It
is also possible to monitor new techniques used by
the enemy (e.g., the use of special software makes
it possible to record the frequency values of the
UAV used during the flight), including any increase
in battery power. The complex can also be used to
determine the resistance of UAVs to the EW systems
used to counter them and make adjustments to its
operation.

CONCLUSIONS

The use of an identification complex for the
detection and suppression of UAVs having the ability
to intercept analog radio signals carrying video
information, along with the possibility to protect a large
area of terrain vulnerable to UAV attack, significantly
improves the effectiveness of alerting all categories of
officials and the civilian population. It also contributes
to the establishment of airspace control to increase
the effectiveness of the fight against UAVs. In turn,

the collection and analysis of data obtained using the
complex and recorded in the logbook can be used to
supply accurate forecasts of the situation in a given area.

On the basis of the characteristics identified by
scientific analysis and practical application of the
developed complex, the following innovative features
that determine its potential in conditions of special
military operation can be distinguished:

e wide frequency range (more than 4 frequencies);

e UAV detection range up to 30 km;

o the ability to descramble encrypted “X” signals;

e resistance to extreme conditions and a wide operating
temperature range: from —25 to +40°C.

Thus, the results of the study determine the
possibility of creating hardware-software systems
with the possibility of spoofing the video stream,
which implies interference in the form of transmitting
an extraneous video to the UAV operator, as well
as permitting various modifications of the complex:
stationary, automotive, etc.
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Abstract

Objectives. In recent years, more and more attention has been paid in radar theory and practice to the development
of multiple-input and multiple-output (MIMO) radar, which offers a number of advantages over traditional radar
based on phased antenna arrays (PAAs). These include the possibility to flexibly view space and adapt to a changing
signal-interference environment, etc. MIMO technology used in radar requires the emission of a probe signal in the
form of a coherent system of orthogonal signals, each of which triggers its own emitter in the transmitting antenna
array (AA). As a result, the specified target search area is simultaneously illuminated. Specific spatiotemporal
processing (SSP) is used to collect signals from all directions in the irradiated zone at the receiver output. In this
regard, the task of finding an SSP structure in MIMO radar that is optimal compared to the traditional approach
becomes urgent. The study set out to synthesize the structure of SSP with single—channel reception in MIMO radar
and compare the obtained structure and characteristics with those similar in traditional parallel-view radars based
on multipath receiving radar.

Methods. The study is based on methods and principles of the theory of multibeam synthesized aperture antennas
and methods for the synthesis of optimal Neiman—Pearson detectors based on the likelihood ratio.

Results. For a MIMO radar with AA for transmission and reception provided by a single weakly directional antenna,
a split SSP was synthesized to form optimal pre-threshold statistics (PTS) of the detector against a background
of white Gaussian noise. The obtained PTS is compared with a similar PTS in a traditional parallel space survey radar
with a mirror structure.

Conclusions. It is shown that the detection quality indicators of the compared radars in the mirror construction are
equivalent in the mode of parallel target search in the same spatial sectors.

Keywords: MIMO radar, parallel space survey, space-time processing, FFT algorithm, multipath antenna array,

pre-threshold statistics
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HAYYHAA CTATbA
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U «3ePKAJTBbHOCTH» MOCTPOEHUS TPAAUIMOHHBIX
1 MIMO paauo/I0OKAMOHHBIX CTAHIIUH
NpH MapajuieJibHOM 0030pe NMPOCTPAHCTBA
HA OCHOBE AHTEHHbIX PeIleTOK
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Pesiome

Llenu. B nocnegHme roabl B TEOpUM U NPaKTUKE paauonokaumm Bce 60nbllue BHUMaHUS yaenseTcsa Bonpocam Co3-
naHusa MIMO (aHrn., «MHOFO BXOA0B — MHOIO BbIXO0B») PaaMO/IOKaLMOHHbIX cTaHumi (PJIC), obnapatowmx paaom
[OCTOVHCTB nepen TpaamumoHHsimu PJ1C ¢ pasmpoBaHHbIMM aHTEHHbIMU pelueTkamu. K 9TuM AOCTOMHCTBAM cre-
OyeT OTHEeCTU BO3MOXHOCTU rMbkoro 063opa NpoCTpaHCTBA, afanTaLumMn K MEHSIOLWENCSH CUrHaIbHO-MOMEXOBOM
obcTtaHoBke u T.4. TexHonorna MIMO B pagnonokaumm TpebyeT nanyvyeHns 30HONPYIOLWNX CUMHANOB B BUAE KO-
rEPEHTHON CUCTEMbI OPTOFOHANbHbLIX CUTHAIOB, KaXAbIA N3 KOTOPbIX BO30YXAaeT COOCTBEHHbIN U3nyyaTesnb ne-
pepatouwen aHteHHon peweTtkn (AP). BcneocrtBne 9Toro 0gHOBPEMEHHO «OCBeLLaeTcsa» 3agaHHas 30Ha nomcka
uenun. NMpocTpaHCTBEHHO-BpemMeHHas obpaboTka (MBO) «cobupaeT» curHanbl CO BCex HanpasfiieHnii B 06/1y4eHHOMN
30HE Ha BbIXOAEe NPUEMHMKA. B CBA3M C 9TUM akTyanbHOW ABASETCS 3a4a4a NoMcka ONTUMasnbHOM cTpykTypbl NBO
B MIMO PJ1C no cpaBHEHMIO C TPAaAULIMOHHBIM NOAX0A0M. Llenb paboTbl — CMHTES CTPYKTYpbl NBO npun ogHOKaHamb-
HoM npueme B MIMO PJIC n cpaBHeHME MOyYEeHHOrO NOCTPOEHUS U XapakKTEPUCTUK C aHaNIOMMYHbIMU B TPAANLM-
OHHbIX PJIC napannensHoro o63opa Ha OCHOBE MHOIOy4eBOV NpuemMHon AP.

MeToabl. Icnonb3oBaHbl METOLbI U MPUHLUMBLI TEOPUM MHOTOJTy4EBbIX aHTEHH C CUHTE3UPOBAHHOM anepTypomn
1 METOAbl CMHTE3a ONTUMAJIbHbIX N0 KpuTepuio HerimaHa — MNunupcoHa 0GHapyXmMTener Ha OCHOBE OTHOLLEHNS NPaB-
pononobus.

PesynbTatel. na MIMO PJIC ¢ AP Ha nepegayy 1 0OMHOYHOM cnaboHanpaBfeHHOM aHTEHHOW Ha MPUEM CUHTe-
3upoBaHa pasgenstowascs NBO, dopmMupytoLLas onTuMasnbHyio Npeanoporosyo ctatnuctuky (MMC) obHapyxute-
ns Ha doHe 6enoro rayccosa wwyma. lNMpoeeneHo cpaBHeHme nonydeHHomn MMNC ¢ aHanormnyHomn MMNC B TpagmMuyoH-
Hom PJIC napannenbHoro 063opa NpoCcTpaHCTBa, MMEIOLEN «3epKasibHOE» MOCTPOEHME.
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Ana untnpoBanuna: BoewuH B.M., Mywkos A.A., XantypuHa E.M. O6 3KkBMBaNeHTHOCTN XapakKTEPUCTUK U «3epKalb-
HOCTW» NMOCTPOEHUS TPAANUMOHHBLIX 1 MIMO pagnonokaLMoHHbIX CTaHUMIA Npy napannesbHoM 0630pe NPoCTpaHCTBa
Ha OCHOBE aHTEeHHbIX pelleTok. Russian Technological Journal. 2025;13(3):73-83. https://doi.org/10.32362/2500-

316X-2025-13-3-73-83, https://www.elibrary.ru/XDZDDH

Mpo3payHocTb GMHAHCOBOW AEATENIbHOCTU: ABTOPbI HE UMEIOT PUHAHCOBOW 3aMHTEPECOBAHHOCTM B NPEACTaBNEH-

HbIX MaTepunanax nin metogax.

ABTOpbI 3a9BASIOT 06 OTCYTCTBUM KOHDAMKTA MHTEPECOB.

INTRODUCTION

In recent years, research into Multiple-Input,
Multiple-Output(MIMO)radars has claimed animportant
position within the theory and practice of radiolocation.
Interest in MIMO radars has arisen in connection with
the emerging possibilities of overcoming the limitations
of traditional phased antenna array (PAA) radars in
observing targets. MIMO technology is anticipated to be
as revolutionary as the electronic scanning that replaced
mechanical scanning in antenna technology to provide
new radar characteristics and functionality [1, 2].

The idea of MIMO radar was originally based on
the well-known property of radars in survey mode:
the signal-to-noise ratio (SNR) at the receiver input
and consequent detection quality index is practically
independent of the transmit beamwidth A6, for
a given survey sector Aesvy and time Livy This statement,
which is based on the fact that a decrease of the antenna
directivity on transmission and concomitant decrease
in the signal level on the target in the radar can be
compensated by increasing the observation time, can be
clarified as follows.

During the target location time in the beam width Af,, s,
the size of the accumulated packet of reflected signals
with period 7, is O = (tsvyAeo.S)/(T OAesvy)‘ Therefore, as
the observation rate increases, the value of Q decreases
in proportion to the decrease in 7, which can only be
increased at 7}, = const by widening the beam by A6, ;. If the
beam width is matched to the survey sector A 5 = Aesvy,
the echo signals from all targets having a priori unknown
angular coordinates within the coverage area can be
collected using a receiving multibeam AA (MBAA).
When this parallel type of view is applied, the number of
coherently accumulated pulses Q is limited only by the
correlation time interval of the target itself t1p g oo [35 41-
In practice, traditional radars with parallel-view PAA have
the following well-known disadvantages [5, 6]:

1. A wide directivity pattern (DP) for transmission
equal to A6 is usually achieved by a weakly
directional antenna (WDA). It must therefore have

increased electrical strength for a given radiated

power.

2. Ifthe orthogonality condition is satisfied, the number
of MBAA beams formed cannot exceed the number
of radiators, and the step d between them is limited
to overlap the area. These two factors determine the
angular resolution of the radar.

3. Like any PAA, the MBAA has dispersive properties
that limit the bandwidth of the probe signals (PS)
used [4].

Some studies [ 7-9] have demonstrated the possibility
to compensate or completely eliminate these
disadvantages and limitations using the MIMO radar
technology. The essence of this technology is as follows.
A transmitting M-element AA radiates an M-component
system of mutually orthogonal coherent PS. The width
of partial DPs of this AA A0, should be equal to Aesvy.
In turn, the PS orthogonality supports the assumption
that the superposition of the received echo signals, after
reflection from the target, can be divided into
M independent channels with uncorrelated noise

— G%oiseo ati=j,
0 ati#j,

noise variance, assumed to be equal in all channels for

simplicity, and the line above is the averaging symbol.

MIMO radars are limited to parallel space survey
because there is virtually no PS interference on the target.
In search mode, the radar is assumed to have a multi-beam
pattern at the receiver, as in a traditional radar. We consider
the implementation of parallel view in MIMO radars
combined with spatiotemporal processing (SSP), which
forms the optimal pre-threshold statistics (PTS) according
to the Neyman—Pearson criterion [10].

This integrated approach allows MIMO radars to
be compared with traditional radars at the PTS level in
terms of providing equivalent detection quality index
when searching for targets. Once this problem is solved,
the design conditions and principles of MIMO radar can
be determined to offer advantages over traditional radars
despite possible practical difficulties.

i,j €M, where o2 is the

nin; noise0

tJ
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The present work sets out to synthesize the
SSP structure in a MIMO radar and compare it with
similar processing in a traditional parallel-view radar
assuming similar detection quality performance.

PARALLEL SURVEY AND TARGET DETECTION
IN TRADITIONAL RADARS WITH MBAA

We consider the design principles of traditional
radars with MBAA for parallel survey of a given angular
sector AGSVy. The most common is to use WDA for
transmission and MBAA for reception, as shown
in Fig. 1. Without loss of generality, it is assumed that
the WDA DP width Ay, = Aesvy and the number of
independent beams of the linear MBAA is equal to the
number of emitters N, arranged in equidistant steps

}\‘0
1+ ‘sm(AGSVy /2)
wavelength. In addition, the narrow-bandwidth condition

of the excitation signal u(¢) with a bandwidth Af_ [2, 8] is
imposed on the receiving MBAA:

A8
sw | o L
2 A,

d, < ‘, where A, is the operating

T, =(N-1)d, sin( (1)

where T, is the time of filling the MBAA aperture with
a pulse of equivalent duration Toe = 1/Af,.

We define the PS complex envelope Uref (?)
following reflection from a point target with a three-
component vector of information parameters

K= {Ripg Vitrg: O1rGo)» Where Ryg, Virrgs and Oppg
are range, radial velocity, and angular coordinate of the

target, respectively. At the MBAA output, it has the
following form:

Uref (t,x) =

= Fe 07136 )y (Y1gg! — Trrg) e/ YO'TRG! = (2)

i2nfot
= Uy (' = trpg) e/ 20",

where F,(01p;) is the WDA DP level in the Oy
direction; Trrg = 2Ry /¢ is signal delay time; c is the
speed of light; yrrg =1%2¥, /¢ is a Doppler time scale
change coefficient for which Fp, =2V, /A is a Doppler
frequency, t'=yrrgt

It can be further assumed that F (6p;) = const
and that the complex envelope of the received signal is
decomposed by condition (1) into a scalar time function
and an N-dimensional vector B(6,y) of spatial phases
in the single-target situation:

U, (t' =01pg) =Uyp (' = T1pg PO 7RG )

N

2nd, )
ﬁ(OTRG) = expy J y (n—1)sin OTRG

0 n=1
® TRG {RTRG’ VrTRG’ emo}
Aesvy = Aesvy Aesvy
1 1 2 3 N,
Yt Y ¥
4
2
S
N-dimensional vector
ZPPmax =
, 4 A=1,
A=0

Fig. 1. Traditional radar with parallel space survey: (1) WDA; (2) PS shaper; (3) temporal processing (PS shaping);
(4) spatial processing (diagram-forming scheme); (5) MBAA. TRG{Rpa: Vitra: O1rat is target;
A is the threshold at which a decision is made about the presence or absence of a signal
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We consider the multichannel target detection
problem in the classical mixture reception formulation,
y(t) = AUr () +n(t), where 4= {1, 0} depending on the
presence/absence of the valid signal, and n(f) is white
Gaussian noise. In the absence of correlating external
interference with the same white Gaussian noise intensity

in the MBAA channel, o; = 03. =0} (i, j € M), while
the (N x N) dimensional correlation matrix function of
the interference is represented by the following equation:

D(t —s") = Nyl5(t ), @

where I is the unit diagonal matrix; N,, is the noise power
spectral density; 8 is the Dirac delta function.

Under these conditions, the optimal SSP by
Neyman—Pearson criterion can be reduced to calculating
the PTS in the form of the squared modulus of the weight
integral:

1 ek oo 2
a=|2|2=N—0\ [ ey, (5.1)
Y5 (1) = YT (1,076 )B" Orrg))- (5.2)

where Y is the input vector.

In Egs. (5.1) and (5.2), the symbols (*) and (7) stand
for complex conjugation and transposition, respectively.
Equation (5.2) defines the complex amplitude at the
output of the ith secondary MBAA channel phased in the
expected direction Oy ; (7 € 1, N). As mentioned above,
the N rays formed by MBAA should cover the entire
given survey sector AOSVy. In practice, the lossless
formation of orthogonal rays can be conveniently
implemented based on the fast Fourier transform (FFT)
algorithm when N = 29, where ¢ is an integer (the Butler
matrix in analogue form [1]). The FFT algorithm
converts the counts of the N-dimensional vector of the
input signal (3) (primary MBAA channels) into a vector
of N orthogonal rays (secondary channels (DP)) using

the (N x N) transformation matrix W(O)Z{W}HN}N

where w,; =exp(j2nn/N);n, i are the numbers of the
primary and secondary MBAA channels, respectively.
After implementing the FFT, Eq. (5.1) can be
considered as expressing the PTS in each of the N'secondary
channelsifweassume: Y5 () = YT (¢',01G )W (O1rg: )»
where Oy, =aresin| (i =1/ 2)Ay /(N = 1)d, | (secFig 1).
The principles of the parallel survey described above
are common to the traditional radar systems with MBAA.
They have some features that are more important for
comparison with MIMO radars. These include:
1. The target is simultaneously irradiated by a single

b

coherent PS U. «(0) at the carrier frequency Jo with
a given average power.

2. Increasing the number of elements in the WDA,
e.g., in the form of a small AA, is often impossible
in principle. This is because it is accompanied by
a narrowing of Aby,,,, which does not effectively
illuminate the search area AO_ ..

3. The resolving power of MBAA beams is
determined by the geometric size of their aperture
L uiaa = (N —1)d.. In this case, according to point 2,
the number of orthogonal beams is limited by the
number of primary channels N, and the increase in
step d, is limited by the width of the specified survey
sector Aesvy. These factors do not allow the MBAA
beams to be narrowed or their number to be increased.

4. The design of a traditional parallel space survey
radar (Fig. 1) implements a factorized representation
of the PTS (3). This allows the sequential SSP to
be divided into spatial (DP) and spatiotemporal
processing (Woodworth function) in this order.

It should be noted here that the reverse order is
impractical as it would require the same temporal
accumulation to be performed in each primary MBAA
channel prior to the spatial accumulation, which
conveniently performed only once.

The above features and limitations are rare. They are
mostly removed in MIMO radars due to the increased
dimensionality of the problem. Instead of a single PS,
N orthogonal but coherent signals are transmitted
simultaneously, providing additional freedom for radar
surveillance.

AssumingequivalentPTS and detection performance,
we now turn to the analysis of the differences between
MIMO radars and traditional radars.

PARALLEL SURVEY AND TARGET DETECTION
IN MIMO RADARS

We start with the main characteristic of MIMO
radars, which is the illumination of the coverage area by
a system of orthogonal arrays that excite the AA with
step d, shown in the left part of Fig. 2. The array
generally emits a vector signal with a complex envelope
Utr ®= {Utr M . The orthogonality condition of
these components should be satisfied for all directions
0 within the sector AO .. Then the normalized correlation
coefficient between the pth and gth components can be
described by the following equation:

pP‘]

[U |:t+(p —1)”lc“sine}1zjlf;tr |:t+ (q—l)dctrsine}dt (6)

10, 0F a0 0 a]”

The complex envelope of the total signal reaching
the target has the following form:
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U (6,07p6) =

M dy 2nd,, _ ™)
=2 Upy|t+(m —1)7 exp| J " (m=1sinOpps |-

m=l1

0

As in the previous case, it is assumed to be
narrowband. This satisfies condition (1). Note that
for MIMO radars, by operating on orthogonal signals,
e.g., separated by Af, carrier frequencies [11, 12],
the traditional limitations of the AA bandwidth are
practically eliminated. When received, they can be
band-separated and thus their interference can be
neglected. For the correctness of the comparison, it is
assumed that the signal bandwidth transmitted by the
MIMO radar AA is the same as that of a traditional radar
and is equal to Af, = (N — 1)Af, under the condition
Af, K Af,.

The average power of the vector signal (7) reaching
the target can be represented by quadratic Hermite:

MM 2nd .
PW:Z:IZ:IUPquXp jTtr(p—q)smeTRG}:
p=lg=

®)
=a’ (brgg o (O1rg)-

We assume that the power (8) is the same as in the

previous case, i.e., P = Pt_p_GWD A Where P, is the

transmitter power at the WDA input of the traditional

radar and GWD A is the directional coefficient of the
WDA.

Aesvy

=

For a point target with a vector of information
parameters K = {t\,V, 1r G- O1rg } » the complex amplitude
of the reflected signal is as follows:

M
U s (¢, T1rG - 01rG) = Fir (O1R6) D U (¢ = Trpg )
m=1 )

2nd
i (m—1)sineTRG}.
7\'0

xexp{j

We assume that all radiators of the transmitting AA
have the same weakly directional DP adapted to the
coverage area, i.€., I, (O ;) = const for all O ; € AOSW.
Then, Eq. (9) can be viewed as the M-dimensional vector

U (1) ={U (7 )ef“m(GTRG)}M hich
ref mtr \"> *“TRG m=1 whic
coincides with the vector exciting the single receiving
WDA in the right part of Fig. 2, where a,, (01p) is the

phase run-up of the mth partial signal.

We proceed with the synthesis of the SSP at the
output of this WDA, given that the received signal
Urec(t)zUref(t) is factorized into M temporal and

spatial multipliers. We therefore divide it into
M independent channels, as shown in Fig. 3:

U oo (0, TrrGsO01rG) = ET O U, (¢, T1pG - O1rg) =
M (10)

oy o, (O
—{Umtr(f —Trpg e’ TRG)}m:l

where E = {I}Am’le is the M-dimensional unit vector and
® is the Kronecker product symbol.

\. 0oi
1 2
dx

® TRG{R, .V .0

1
TRG? " 1TRG® ~TRGS

>~_<u,
—=

Fig. 2. MIMO radar with parallel space survey: (1) orthogonal PS generator; (2) temporal processing;
(3) spatial processing; (4) PTS generator; (5) transmitting AA; (6) receiving AA; (7) driving generator;
(8) power amplifier
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With respect to the noise properties, these channels
are independent and their correlation matrix function
is described by Eq. (4), which applies here as well.
In the white Gaussian noise background, optimal
temporal processing is implemented by a set of matched
filters (MFs) for each partial signal U, (¢) in the receive
channel. However, in contrast to (5), in the one-
target situation for the expected direction Opp, in the
expression for PTS, the time multiplier of the signal is
a vector rather than a scalar and is of the following form:

E=ZP=YT(t,0:5)U"(¢.0,) =

2nd 2
1M A 1L (sin Opg—sin 0;)
=—| 27, (¢, 01p)Ug,, (¢ )e 0 =
NO m=1 (11)

27nd, 2

—j =T (m-1)(sin Opp g —sin6;)

Z m mf (O)e "o >

Oml

where U om (1) is the complex envelope of the expected
signal in the mth partial channel, Y, _«0) is the result of
temporal accumulation of the signal, which corresponds

SN

to the maximum amplitude at ' =0 at the MF output in
the mth channel.

An important feature of the scheme in Fig. 3 is that
temporal accumulation precedes spatial accumulation,
indicating an inverse order relative to traditional SSP.

Using t'#0 in (11), the output signal Y,, () can
be considered as a frequency-temporal mismatch in
range and velocity, and the formula generally as
a multidimensional mismatch function in the range-
velocity-angle coordinates, similar to [13].

An additional interpretation of Eq. (11) can be
provided. It corresponds to the traditional AA
multiplier formula, where the vector Y, (") has the
form of a time-dependent amplitude distribution of
M-element  equidistant AA  with step d. If
Y {0) = const in all channels, then this equivalent
distribution is uniform at the time corresponding to the
signal maximum. In antenna theory, this transformation
of a single receive radiator into an AA identical to the
transmit one (Fig. 4) corresponds to the concept of the
synthesized aperture. However, most papers dealing
with MIMO radars use the term virtual sublattice/

lattice [7, 14, 15].

® TRG{R

TRG? rTR(‘ TR

1 dr 2 3 M N:I
7 A A A A 2
1:M
1M 4£:| 3 3
10

4
TERE Y,

5

bz Jizd iz Lzl

6
|Z\2max A — 1
A— {A =0

Fig. 3. Sequence of SSP steps in MIMO radars: (7) orthogonal PS shaper; (2) low-noise amplifier;
(3) MF; (4) diagram-forming scheme (M-point FFT); (5) PTS shaper; (6) maximum sampling;
(7) power amplifier; (8) transmitting AA; (9) receiving AA; (70) driving generator
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Aesvy - Aesvy

4
6
by
® 1
1|23 M
| 2 |
v A4=1
o é:d,

(a)

Aesvy = Aesvy

5
7
1. 2. 3 V|8
' Yo Y
3 2
1 1213 -« |M

| 1 |
A=1,
A
(b)

Fig. 4. Mirror construction of traditional (a) and MIMO (b) radars with parallel space survey:
(7) diagram-forming scheme; (2) temporal processing; (3) orthogonal PS shaper; (4) transmitting WDA;
(5) receiving WDA; (6) receiving MBAA,; (7) transmitting AA; (8) low-noise amplifier

Due to the a priori uncertainty of the angular
position of the point target (Ozq5,) after time
accumulation, it is necessary to implement a multi-
beam diagram-forming scheme at the virtual sublattice
output. As shown above, a digital FFT algorithm can
be used to form orthogonal beams and thus to obtain
M secondary receive beams:

|Z P=max| Y (0)W" (0,,) P,

M
W(®,,) = {GXP [j 22111)} ?

mi=——
2

(12)

From the obtained structure of the MIMO radar,
which performs parallel space survey, it is possible to
infer its mirror structure compared to the traditional
radar, as shown in Fig. 4.

In Fig. 4, the channels for the Doppler processing at
the inputs of the threshold devices are not shown in the
versions compared. In both cases, the Doppler filtering
systems are identical and can be implemented by
different methods in the form of inter-cycle compensation
or a set of filters tuned to the expected radial velocities

AA
0= TY?’ where Ag, is the phase difference between
adjacent packet pulses and AT is the repetition interval.
This means that the informative parameter velocity has
no specific characteristics for the narrowband

MIMO radar. Under the chosen conditions, PTS

equivalence of both versions ensures identity of their
statistical detection quality index.

The main characteristics of MIMO radars
with transmitting AA and receiving single channel
arrangement (WDA) are as follows:

1. The target is simultaneously irradiated by a vector
of coherent orthogonal PS U, (¢) emitted, for
example, by AR elements at different carrier
frequencies f,. Increasing the number of AA
radiators not only does not lead to a narrowing of
the survey sector A0 but also reduces the
requirements on the electrical strength of the path
for a fixed radiated power.

2. The angular resolution in this MIMO radar is
only determined by the size of the transmitting
AA L, = (M — 1)d, into which the received WDA
is transformed by the initial frequency-temporal
processing into a virtual sublattice.

3. As in the traditional case of a single WDA for
reception, the SSP is factorized into temporal
and spatial variants. However, their order is not
fundamental and for practical purposes can be
reversed compared to the MBAA version.

4. The advantages of MIMO radars mentioned in
point 1 are partially offset by certain difficulties in
the practical implementation of the transmitting AA.
These difficulties include the need to form a set of
coherent signals and maintain their coherence when
routing ultrahigh frequency signals through the
channels of the transmitting AA.
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The coherent spatiotemporal processing in the virtual
sublattice channels is performed at a lower level of the
valid signal compared to the traditional version, where
MFs of the secondary channels operate following their
coherent spatial accumulation. However, the detection
quality is theoretically the same for the same SNR value
while maintaining linearity.

CONCLUSIONS

The results obtained in the paper allow the following
conclusions:

1. The comparison between the radar of traditional
construction and the MIMO radar with a single
channel per reception in the parallel target search
mode shows the equivalence of their statistical
PCOs under the following conditions:

o same resulting SNR and PTS in the detector;

e same bandwidth of coherent PSs and linearity in
receive;

e same survey sectors Aesvy;

o the possibility to divide the SSP into frequency-
temporal and spatial components.

2. The theoretical equivalence of the versions
compared is achieved by mirroring their structural
schemes (see Fig. 4).

Traditional version:

e WDA for transmission and M-element MBAA for
reception;

e spatial accumulation
accumulation.

MIMO radar:

o M-element AA for transmission and WDA for
reception;

e temporal accumulation
accumulation.

The total number of SSP channels is equal.
When the single WDA for reception is replaced by
a multichannel receiving AA, the main advantages of
MIMO radars over traditional radars become apparent.
This more complex case will be discussed in the next

paper.
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Abstract

Objectives. The work set out to investigate the possibility and effectivity of using a movable cylindrical defect with
metal pins in the design of a photonic crystal to control the frequency response of a narrow-band filter in a rectangular
waveguide having a cross-section of 23 x 10 mm in the X-band, as well as to determine the most effective methods
for controlling frequency response.

Methods. A numerical simulation of the frequency response of the filter was carried out using the openEMS software
package, which is based on Maxwell’s equations solved by the finite-difference time-domain method. The frequency
response of the currently proposed and implemented filter construction in the X-band was further investigated in an
experimental study.

Results. Numerical simulation shows that a resonant transmission peak in the stopband of the frequency response
can be causedto appear byintroducing a movable cylindrical defect having two metal pinsinto the center of a photonic
crystal structure. In addition, the position of this peak on the frequency response can be effectively controlled
by rotating the cylindrical defect around its axis. If the position of the defect remains unchanged, an increase in the
frequency of the transmission peak occurs as a result of decreasing the period of the photonic crystal. However,
the frequency of this resonant transmission peak is most strongly influenced by changes in the size of holes in the
photonic structure. These changes can be used to control both the position and shape of the transmission peak, aswell
as the overall frequency response. At the same time, the difference in transmission remains practically unchanged
when the cylinder rotates around its axis. The simulation results were confirmed by the data of an experimental study
of the frequency response of photonic crystals made from PETG plastic using 3D printing technology.
Conclusions. The proposed, designed, and manufactured experimental samples of narrow-band filters in the X-band
based on a photonic crystal demonstrated reliably variable transmission values and the possibility of controlling the
resonant peak frequency and thus the entire frequency response, including operational control. This makes them
very promising for practical use in radio-electronic equipment.

Keywords: narrow-band filter, resonant filter, microwave range, photonic crystal, 3D printing, openEMS

© E.A. Ryabov, A.A. Andreev, S.A. Sergeev, A.l. Mikhailov, 2025

84


https://doi.org/10.32362/2500-316X-2025-13-3-84-91
https://www.elibrary.ru/NHBOSK
mailto:k1u2r3ka@mail.ru

Control of the frequency response of a narrow-band filter for the X-band frequency Evgeny A. Ryabov
based on a photonic crystal with a movable cylindrical defect etal.

For citation: Ryabov E.A., Andreev A.A., Sergeev S.A., Mikhailov A.l. Control of the frequency response
of a narrow-band filter for the X-band frequency based on a photonic crystal with a movable cylindrical defect. Russian
Technological Journal. 2025;13(3):84-91. https://doi.org/10.32362/2500-316X-2025-13-3-84-91, https://www.
elibrary.ru/NHBOSK

Financial disclosure: The authors have no financial or proprietary interest in any material or method mentioned.

The authors declare no conflicts of interest.

KPATKOE COOBLUEHME

YnpasiieHre aMIUIMTYIHO-YACTOTHOU XaPaKTEPUCTUKOMN
Y3KOIOJIOCHOT0 (pUJIbTPa JJjisd X-THANA30HA YACTOT
HA OCHOBE (D)OTOHHOI0 KPUCTAJJIA C MOABUKHBIM
HUJIUHIPUYECKUM JePeKToM

E.A. Psi6os @,
A.A. Auppees,
C.A. Ceprees,
A.N. Muxainnos

CapaToBCKui HaLMOHAaIbHbIV MCCIeA0BAaTEIbCKUV rOCYAapCTBEHHbIV YHUBEPCUTET
mmenn H.I". YepHbiwesckoro, Capato, 410012 Poccus
@ AsTOp A5 nepernvickn, e-mail: k1u2r3ka@mail.ru

e Moctynuna: 12.11.2024 » flopa6oTaHa: 14.02.2025 ¢ MpuHaTa kK ony6nukoeaHuio: 21.03.2025

Pe3iome

Uenu. Lenb paboTbl — nccnenoBatb BO3MOXHOCTb U 3P PEKTUBHOCTb UCMOJb30BaAHNSA B KOHCTPYKLUMM (POTOHHOIO
KpucTanna NoABUMXHOIMO LUWUIMHAPUYECKOrO AedekTa C METATMYECKUMN WTLIPSMU A5 YNPaBAeHUs aMinTyaHO-
4aCTOTHOW XapakTepncTrukon (AYX) y3konosiocHOro GpunbTpa Ha NPSMOYroflIbHOM BOJTHOBOAE C cedeHmnem 23 X 10 mm
B TPEXCaHTVUMETPOBOM AnanasoHe (X-amanasoHe), onpeaenmtb crnocobbl Hanbonee apdekTUBHOro ynpasneHuns A4X.
MeToabl. s yncneHHoro moaenmpoBanus AYX punbTpa cnosb3yeTcs nporpaMmMHbIi naket openEMS, B OCHoBe
KOTOPOro NIEXUT CUCTEMA ypaBHeHM MakcBenna, pellaemMas MeTo40oM KOHEYHbIX pa3HOCTeN BO BPEMEHHOM obna-
cTun. [poBeaeHO TakKe aKCnepMeHTanbHOEe nccnenosaHne A4X AencTByioLLLErO MakeTa NPeaoXeHHON U CO34aH-
HOW KOHCTPYKUMN GUIbTpa B TPEXCAHTUMETPOBOM AMana3oHe (X-amanasoHe).

PesynbTaTbl. Pe3ynbTarhl YCNIEHHOr0 MOLENMPOBAHNSA NOKA3bIBAIOT, YTO BBEAEHNE B LLEHTP KOHCTPYKLMN GOTOHHO-
ro KpucTasnia NnoaABUXHOIO LANHOPUYECKOro AedekTa ¢ ABYMS METAUNYECKMMU LUTLIPSMU NPUBOANT K NOSIBAEHNIO
B nosioce 3anvpanuns Ha A4YX dunbTpa pe3oHaHCHOrO NMyka NPoMnyckaHns, NO0XKeHUe KOTOPOro apdeKTUBHO ynpas-
NeTCH NOBOPOTOM LMANHOPUYECKOro aedekta BOKpYyr ero ocu. [Npn HEM3MEHHOM MOMOXKEHUN LUAVHAPUYECKOrO
nedekTa ymeHbLUeHne neprona GOTOHHOro KpucTania NpUBOANT K YBENIMYEHMIO YAaCTOThbI NMKa NPonyckaHud. Ha va-
CTOTY PE30HAHCHOr0 Mnurka NPoMyckaHusi Hanbonee CUNbHOE BIVSIHWE OKa3blBAaET M3MEHEHME pa3mMepa OTBEPCTUIA
B KOHCTPYKUMN POTOHHOIO KpUcTaia, 4tTo MOXET MCMNONb30BaTbCA Kak 3P dEKTUBHbLIN aKTOP OJ18 yNpaBneHma no-
JI0XKEeHMEM nuka nponyckaHus n popmon scen A4X; npm 9ToM 3HadeHne KoadduumeHTa NnponyckaHns Npm noBopoTe
LMANHAPUYECKoro gedekra BOKPYr ero OCu NnpakTuieckn He nameHsieTcs. NMpoBeaeHbl Takke aKCnepMeHTasbHble
ncenenoBaHns A4X pOTOHHbIX KPUCTANOB, U3FOTOBIEHHbLIX C MCMOJIb30BaHNUEM TexHoorum 3D-nevat U3 nnactmka
PETG (nonuatuneHtepedTanaTtrinkosb), AaHHbIE KOTOPbIX COMAacyloTCs C pe3ynbTaTaMmmv MOAEMPOBaHUS.
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BbiBoabl. [1peafioxXeHHble CNPOEKTUPOBAHHLIE N N3FOTOBJSIEHHbIE 3KCMNEPUMEHTalIbHbIE MOAENN Y3KOMONOCHbIX
GUNBLTPOB B TPEXCAHTUMETPOBOM Auana3oHe (X-gvanas3oHe) Ha OcHoBe GOTOHHOMO KpucTasia nokasanm gocra-
TOYHbIE OS5 MPAKTUKN N3MEHEHUS 3HaYeHUs KO3dduLmMeHTa NponyckaHs 1 BO3MOXHOCTN 3P dEKTUBHOIO ynpas-
JIEHNS YaCTOTOM PE30HAHCHOI0 nuka 1 Bcen popmomn AYX, 4To fenaeTt ux BecbMa NepcrnekTUBHbLIMW A5 NpakTuye-

CKUX MPUMEHEHNI B PaAV03NEKTPOHHOW annapaType.

KnioueBble crnoBa: Y3KOMOMOCHbLIN PUALTP, Pe30HaHCHbIM GpunbTp, CBY-amanazoH, OTOHHLIN KpuUcTann,

3D-neyatb, openEMS

Ansa umtupoBaHua: Psbos E.A., AHgpeeB A.A., Ceprees C.A., Muxaiinos A.. YnpaBneHne aMnanTyaHO-4aCcTOTHOW
XapaKkTePUCTUKOM Y3KONMOMOCHOro dunbTpa ans X-amanasoHa 4acToT Ha 0CcHOBe (POTOHHOIo KpucTania ¢ NoABUXHbLIM
umnuHgpudecknm pedektom. Russian Technological Journal. 2025;13(3):84-91. https://doi.org/10.32362/2500-

316X-2025-13-3-84-91, https://www.elibrary.ru/NHBOSK

Mpo3payHocTb GUHAHCOBOW AEATENIbHOCTU: ABTOPbI HE UMEIOT (PUHAHCOBOM 3aMHTEPECOBAHHOCTM B NPEACTaB/IEH-

HbIX MaTepuanax nin Mmetogax.

ABTOpbI 3251B/1SII0T 06 OTCYTCTBUM KOHMIMKTA UHTEPECOB.

INTRODUCTION

Electromagnetic waves are widely used in diverse
fields of science and technology, including radiolocation
and navigation services, as well as information and
telecommunications technologies, medical equipment,
etc. One of the most common types of transmission lines
for microwave electromagnetic waves are rectangular
waveguides with so-called partially- and fully-filled
waveguides, whose fillable structures are typically
comprised of dielectric plates of various shapes and
sizes. Artificial materials and structures are used in
various waveguide designs, particularly those based
on photonic crystals or metamaterials [1-13]. Photonic
crystals in the microwave range are based on a section of
waveguide whose filling comprises a periodic structure
consisting of individual cells made of materials having
different refractive indices. This leads to the formation of
band gap and allowed photonic bands (frequency ranges)
in the transmission spectrum analogous to energy bands
in solids [1, 2, 4-9]. Thus, photonic crystals can be used
to construct frequency-selective devices, in particular,
on the basis of rectangular waveguides [6, 7]. Such
devices are capable of isolating microwave radiation
both in a specific frequency band (bandpass filter), as
well as in the frequency range below (low-pass filter) or
above (high-pass filter) a specific cut-off frequency in
a given frequency range, and passing it to the output of
the device almost without loss.

Adding a single defect to a photonic crystal results
in a violation of the periodicity of its structure and
the appearance of a resonant transmission peak on its
frequency response [10-12]. By controlling the position,
shape and size of the defect, resonant (narrow-band)
filters, controllable sensors, absorbers, and other useful
devices can be created [1-4, 7-10].

This paper presents studies on photonic crystals
into which a mobile rotating cylindrical defect has been

inserted. In addition, the results of experimental studies
into photonic crystal samples fabricated using 3D printing
technology are compared with the characteristics of their
mathematical models using the specialized openEMS
software!.

DESCRIPTION OF THE STRUCTURE

Innovative 3D printing technology is already
widely used for the prototyping of products in the
microwave range [13—16]. In this paper, fused deposition
modeling (FDM), a type of 3D printing technology, is
used to fabricate photonic crystals. FDM technology
is based around the melting and application of plastic
filament to form layers on the surface of previously
applied layers to form the structure of a given model.
The structure is created by first designing a 3D model,
typically in a computer-aided design (CAD) system?. The
3D model can be saved in the widely used STL file format
as a numerical array. The photonic crystal is designed
using the OpenSCAD CAD system, which can be used
to create complex three-dimensional models with a high
degree of parameterization. The design optimization
process is greatly simplified by the ability to automatically
recalculate the entire geometry by changing one parameter.
The resulting photonic crystal comprises a section of
a rectangular waveguide having a fully filled cross-
section of 23 x 10 mm. Air holes are placed periodically
along the waveguide axis. The cross-section of the holes
is rectangular. Polyethylene terephthalate glycol (PETG),
which has a relative permittivity of & =~ 2.5 in the
investigated frequency range, is selected as a material for
the fabrication of the photonic crystal [15, 16].

A schematic representation of the proposed structure
with designations of the main dimensions of the designed

! https://www.openems.de. Accessed March 20, 2025.
2 https://openscad.org. Accessed March 20, 2025.
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Table. Main dimensions of the elements of the designed photonic crystal having a rectangular hole shape

Number Hole Hole size along the Hole Hole size along the wide wall
Hole shape . period (A), . . spacing (L), .
of holes (7) waveguide axis (w), mm of the waveguide (g), mm
mm mm
Rectangular 4 24-31 5-9 19-22 18

elements is shown in Fig. 1. The specific values for the
dimensions are given in the table. Similar photonic
crystal structures have been proposed and analyzed in
several works (e.g., [6, 13]).

Fig. 1. Schematic representation of the proposed
structure for filling a photonic crystal with a mobile
rotating defect (viewed from the wide wall side
of the waveguide, in the xz plane)

A defect located in the center of the designed
photonic crystal comprises a movable cylinder rotating
around its axis, in which two thin metal rods with
a circular cross section and a diameter of d = 2 mm are
placed symmetrically at a distance of # =4 mm on either
side of the axis. The position of the first defect (rotation
angle a = 0°) corresponds to the position of a pair of
defect rods perpendicular to the waveguide axis, along
the x-axis. The position of the second defect (rotation
angle o = 90°) corresponds to the position of a pair of
defect rods along the waveguide axis, i.e., along the
Z-axis.

RESULTS AND DISCUSSION

After determining the optimal structure of the
photonic crystal, the stage of numerical modeling of its
properties can begin. The openEMS software used for
this purpose is based on the finite difference time domain
method, representing one of the most popular numerical
methods in computational electrodynamics [17]. The
software supports the import and export of geometric
models from various file formats (e.g., PLY, STL), which
greatly simplifies the modeling process, especially when
CAD is used for design. openEMS is integrated with
scripting languages such as MATLAB?, Octave®, and
Python® for automating the process of setting model

3 https://www.mathworks.com/products/matlab.html. Accessed
March 20, 2025.

4 https://octave.org/. Accessed March 20, 2025.

3 https://www.python.org/. Accessed March 20, 2025.

parameters, performing calculations, and processing the
obtained data.

Figure 2 depicts 3D printed photonic crystal
structures having a cylindrical defect, while the frequency
response of the photonic crystals obtained by numerical
modeling and experimental studies is shown in Fig. 3.
Specific data are given for two defect positions:
a = 0° (position /) and a = 90° (position 2). Both
numerical simulation and experimental data indicate that
a clear resonance peak in transmission can be observed
at defect position 2. At the resonance peak frequency, the
change in transmission coefficient (A7) exceeds 15 dB
when the defect position changes from / to 2.

o 108 IR

Fig. 2. General view of the manufactured
photonic crystals with defect

The dependence of the transmittance peak position
on the photonic crystal period is shown in Fig. 4.
As the period of the photonic crystal decreases, the
transmittance peak is observed to shift towards high
frequency. The change in the hole size w has a stronger
effect on the position of the transmission peak frequency
compared to the change in the hole spacing L.

The dependence of the change in transmission
coefficient AT on the period of the photonic crystal
A is shown in Fig. 5. The change in transmission
coefficient AT reaches 22 dB at the fixed hole size
w =15 mm, and the effect of the hole spacing L is minimal.
When the hole size w is increased from 3 mm to 9 mm
and the hole spacing L is fixed at 22 mm, the change in
the transmission coefficient AT for the photonic crystal
reaches 14 dB (from 16 dB to 30 dB).
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Fig. 4. Dependence of the photonic crystal transmission

hole size w (dotted line) and hole spacing L (dashed line)
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CONCLUSIONS

The paper demonstrates the possibility of effectively
using a mobile cylindrical defect to control the frequency
response of a narrow-band filter in a rectangular X-band
waveguide having a cross-section of 23 x 10 mm. The
defect rotates around its photonic crystal structure
axis with respect to which two identical metal pins
are symmetrically arranged. Numerical simulation
results show that the transmission peak shifts to higher
frequencies as the hole period A of the photonic crystal
decreases. The largest shift in the frequency of the

transmission peak with increasing hole period occurs
at a fixed hole spacing. At the same time, the minimum
change in transmission coefficient is observed for
a defect rotation angle of 90° (position 2). Designed and
experimentally developed models of photonic crystal-
based narrow-band filters of this structure show a change
in the transmission coefficient in the range of 16 dB
to 30 dB when the angle of defect rotation is changed
from 0° to 90°. The results are promising for use in real
technical applications.
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Abstract

Objectives. Sections of microstrip lines having finite length are widely used to develop integrated circuits and
microwave devices for various purposes, such as power dividers, directional couplers, attenuators, and filters.
In particular, low-pass filters in the microwave range are comprised of a cascade connection of regular sections
of microstrip lines having various geometric parameters. However, modern approaches to calculating microwave
filters using commercial software require large computational and time-consuming resources, especially when
carrying out electrodynamic analysis of microstrip lines. The work set out to develop an algorithm and a method
for calculating filters using a projection approach to the electrodynamic analysis of microstrip lines that reduces
the time required to calculate characteristics of microwave filters while maintaining high accuracy of the obtained
results.

Methods. The proposed projection approach to the electrodynamic analysis of amicrostrip line can be used to rapidly
and accurately calculate the main electrodynamic parameters of retardation coefficient and wave impedance across
a wide range of changes in the geometrical parameters of the line, as well as its dielectric constant and frequency.
Results. Formulas obtained on the basis of analytical expressions for calculating the electrodynamic parameters
of a microstrip line are used to describe the nature of changes in the elements of the scattering matrix of multistage
low-pass filters in a given frequency band. A developed computer program was used to calculate the values of the
elements of the low-pass filter scattering matrix across a wide range of substrate dielectric constant and frequency
parameters. The obtained results were compared with the characteristics of filters calculated using commercial
software.

Conclusions. The proposed approach to calculating the electrodynamic parameters of microstrip lines and
consequent elements of the scattering matrix of multistage low-pass filters can significantly reduce the calculation
time while achieving a sufficiently high accuracy of the obtained results to significantly reduce labor costs when
calculating microwave filters in engineering practice.

Keywords: microstrip line, projection approach, low-pass filter, retardation coefficient, wave impedance, scattering
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Peslome

Llenu. OTpeskn MUKPOMOSIOCKOBBIX JIMHNIA KOHEYHOM OJIMHBI NMPUMEHSIIOTCA 4719 pa3paboTKy MHTErpasibHbIX CXeM
1 YCTPOMCTB CBEPXBbLICOKMX HacTOT (CBY) pasnnyHoro HazHaveHus, Takux Kak AeUTENN MOLLHOCTH, HanpaBfiEHHbIE
OTBETBUTENU, aTTEHIOATOPBI U PUNBLTPbLI, UMEIOLLMX, B OONLLUMHCTBE CIlyYa€eB, C/IOXHYIO TOMONOrMYECKYHO CTPYKTY-
py. B yactHoCTU, GUnbTPbI HUXKHNUX YacToT (PHY) CBY-amanazoHa npeacTaBnstoT coboi CTyrneH4yaToe CoeauHeHne
PErynspHbix 0TPE3KOB MUKPOMOMIOCKOBbIX IMHWUI C Pa3nn4HbIM1 reoMeTpuieckumMmmn napametTpamm. OgHako coBpe-
MEHHbIE NnoaxoAabl K pacyeTy dunbTpoB CBY npu nomMoLm KOMMEPHYECKUX NporpamMm TpebyoT 60bLINX BbIYUCIN-
TeJNIbHbIX 1 BDEMEHHbIX 3aTpaT, CBA3aHHbIX, B 4aCTHOCTHU, C NPEAJI0XEHHBbIMU NOAX0AAMU K 3/IEKTPOANHAMUYECKOMY
aHanM3y MUKPOMOIOCKOBLIX IMHUIA. Llenblo ctatbn sBnsetcs pa3paboTka anroputMa 1 MeToauku pacyeta Gunb-
TPOB C UCMOJIb30BAHNEM MPOEKUMOHHOI0 NoAxoaa K 371eKTPOAMHAMNYECKOMY aHaNN3y MUKPOMOJIOCKOBbIX JIMHNM,
NMO3BOJIAIOLLMX COKPATUTb BPEMS pacyeTa xapakTepucTnk punbtpos CBY npu coxpaHeHnn BbICOKOM TOYHOCTU MO-
JIy4EHHbIX PE3Y/IbTaTOB.

MeToabl. [1pennoxeH NPOEKLMOHHbIN NOAX0A, K MPOBELEHUIO 3/IEKTPOAMHAMMYECKOrO aHaIn3a MMKPOMNOJI0CKOBOW
JIHWMX, NMO3BOJSIOLWNIA BGbICTPO U C BICOKOM TOYHOCTbLIO NMPOBOAMUTL PACHET €€ OCHOBHbIX 3IEKTPOAMHAMUYECKMX
napameTpoB — KO3 bduumeHTa 3amMmeSIeHNs 1 BOJIHOBOIO COMNPOTUBIIEHUS B LUMPOKOM Anana3oHe N3MEHEHUS reo-
METPUYECKNX NapamMeTPOB JINHUN, ee OU3NIEKTPUYECKON NMPOHMLAEMOCTU U HaCTOThI.

PesynbTaTtbl. Ha 6a3e aHanMTUYeCKMX BbIpAXEHWI A1t pacyeTa 9/1eKTPoAMHAMUYECKUX NapaMeTpPoOB MUKPOMOOo-
CKOBOW JINHUW NONyYeHbl GOPMYyIibl A1 ONMMCaHNA XapakTepa U3MEHEHNN 3N1IEMEHTOB MaTPULLbl pACCEAHUA MHOIO-
kackagHbix PHY B 3apgaHHOM nonoce 4acToT. Pa3paboTaHa KOMMbIOTEPHAs NporpamMmMa, No3BoJISioLas PacCHUTbI-
BaTb 3HAYEHUS 3N1IEMEHTOB MaTpuLpl paccesHus OHY B LWMPOKOM Aranas3oHe ANSIeKTPUYECKON NPOHNLAEMOCTM
MOAJIOXKW M HacTOThl. [TpOBEAEHO CpaBHEHME NOJTYYEHHbIX Pe3Y/ibTaToB C XapakTepucTukamm GuibTPoB, paccym-
TaHHbIX MPY NOMOLLM KOMMEPHYECKNX NPOrpamMm.

BbiBoAabl. [peasoxXeHHbI NOAX0A K pacHETY 31eKTPOANHAMNYECKNX NapaMeTPOB MUKPOMOSIOCKOBBIX JIMHUIA U, Kak
CrefcTBuEe, 3N1EMEHTOB MaTpULbl paccesHus MHOrokackaaHbix @HY no3BonsieT 3HauYMTENbHO COKPaTUTh BPEMS
pacyeToB Mpu AOCTUXEHUN A0CTATO4HO BbICOKOM TOYHOCTU MOJIY4YEHHbLIX PE3Y/IbTAaTOB, YTO 3HAYUTENIBHO CHUXaeT
TpyZo3aTpatbl Npy NPoekTnpoBaHnn Gunbtpo CBY B MHXEHEPHON NpakTuKe.
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Ha OCHOBE MPOEKLUMOHHOM MOAENM MUKPOMONOCKOBOWM nuHun. Russian Technological Journal. 2025;13(3):92-102.
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npoapaquocn: cbuuaucosoﬁ AedaTesibHOCTuU: ABTOpr He NnMetoT d)l/lHaHCOBOI;I 3anMHTEepPeCcoBaHHOCTW B nNpeacTaB/ieH-

HbIX MaTepunanax nam MmetTogax.

ABTOpPbI 3a5BASAOT 06 OTCYTCTBMM KOHMIMKTA MHTEPECOB.

INTRODUCTION

Today, the vast majority of microwave devices
and modules are structurally based on microstrip
transmission lines (MTL). This is due to their small
mass and size parameters, as well as the ease of
transition to their topology from elements offering
concentrated  parameters during low-frequency
prototyping of microwave devices [1]. For example,
the simplest microwave low-pass filter (LPF) topology
comprises a cascade of regular sections of finite-length
MTLs having different strip conductor widths [2]. The
geometricparametersofthe MTL, aswell asthe dielectric
constant and frequency of its substrate, determine
the value of the main electrodynamic parameters of
the line, namely the retardation coefficient and wave
impedance, which play a key role in calculating the
characteristics of microwave filters [3]. However,
contemporary approaches to their calculation using
a number of commercially available software products
imply rather high computational and time costs both in
the calculation of the basic electrodynamic parameters
of MTLs [4] and in the design of microwave filters
in general [5]. Considering this, the task of applying
the MTL projection model detailed in [6] is relevant.
In this model, an open MTL is simulated as a shield
over a wide range of geometrical parameters, as well as
substrate permittivity and frequency. Furthermore, [7]
defines the minimum shield size that allows an
open MTL to be modelled with a given accuracy,
while [8] presents methods to improve the efficiency
of the proposed MTL model. This paper describes the
application of the MTL model proposed in [9] to the
calculation of the LPF microwave scattering matrix.
The presented model demonstrates high accuracy of
results along with a significant reduction in the time
requirement.

1. DESIGN METHODOLOGY
FOR MICROWAVE LPFS

The basic methodology of microwave filter design is
given in [10-12]. According to the classical approach, the
first stage of microwave filter design is the calculation of

its low-frequency prototype on concentrated elements.
It starts with the determination of the number of sections
(links) in the calculated filter. This number is determined
based on the required type of filter approximation and
the amount of barrier band attenuation. In this way, for
the Butterworth filter, the number of sections can be
determined by the following formula:

1g(10[L(w)/10] _1)

1
21g(w/oco) W
and for the Chebyshev filter:
12
arch{(10L4(©)10] _1) /(10L07/1]
R s

arch (oo/ Oco )
where L() is the value of attenuation at frequency ® in
the cut-off band; wc is the filter cut-off frequency;
G is the pulse amplitude (Throb) in the passband (in
decibels).

Having determined the number of links in the
filter, its equivalent low-frequency circuit can be
constructed in which each filter section is represented
as a concentrated element (inductance or capacitance)
according to Table 5.2 from [12]. The circuit shown
in Fig. 1 is an example of such an equivalent circuit for
a five-link LPF.

9o gu
. TV L YV L,
L ]
do —— 9, o —e Js

Fig. 1. Equivalent circuit of the low-pass prototype
of the five-section LPF. g; stands for normalized
parameters of the equivalent circuit

The normalized parameters of the equivalent circuit
(g-parameters) are determined by the type of filter
approximation and the total number of sections N. For
the Butterworth filter, the g-parameters are determined
by the following formulae:
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and for the Chebyshev filter by
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1 at uneven N,
ENt1 =

cth? (B/4) ateven N,
B=In[cth(Gy/17.37)],
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2N

k
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=Y (N

Once the g-parameters have been calculated, they
should be denormalized to determine the absolute
values of the capacitances C; and inductances L, in
the equivalent circuit, as well as the generator and load
resistances R,, thus determining the wave impedance of
the supply line. Denormalization is carried out according
to the following rule:

R
ok L= SR ()
LD®Cco Oco

Ry =Ry pgy> Cp =

where R,y is the load resistance equal to the wave
impedance of the supply line.

Having calculated the parameters of the equivalent
circuit, a transition to the topology of the filter on
distributed elements should be carried out according
to Table 5.3 from [10]. An example of the topology of
a five-section LPF on MTL is shown in Fig. 2. As can be
seen from the figure, this consists of a linear strip
conductor with a varying strip width /¥ along its length.
The section /; of the MTL has a large wave impedance
with respect to the wave impedance Z of the supply line,
while the section /, has a smaller wave impedance.

8
and 1, <@ (kco _om-10 J, then
8 Oco
section /; has an inductive impedance and /, has
a capacitive impedance, where A, is the wavelength
corresponding to the cut-off frequency. Therefore,

A
If [ <—<9
8

the above conditions should be checked when selecting the
wave impedance and calculating the length of the sections.

ly

_lj
-

Fig. 2. Topology of a five-section microwave LPF
on an MTL. W,, W, are the widths of the strip conductors

In order to ensure a single-wave mode in the line (no
transverse resonance), the width of the strip conductor
should not exceed K&.

To ensure a jump in resistance at the transition from
inductive to capacitive element and vice versa, the ratio
of wave impedances for these elements should not be
less than 3 times. The width of the strip conductors, the
dielectric permittivity of the substrate, and its height are
determined on the basis of the required wave impedances
and taking into account the conditions described above.

Once the wave impedances and the widths of the
strip conductors have been selected, the lengths of all
the line segments in the filter should be determined. The
length of the segment that implements the inductance is
determined by the following formula:

-108 Ocol
[, = &arcsin o 6)
®co Ve Z

while the length of the segment that implements the
capacitance is given by

.108
lc= 3:10 arcsin(mCOCZC), 7

e e

where ¢ is the dielectric permittivity of the substrate;
L and C are the inductance and capacitance values
calculated at the low-frequency prototyping stage,
respectively; and Z; and Z . are the wave resistances of
the inductive and capacitive MTL segments, respectively.

The final stage in the design of the filter topology
is the correction of the lengths of its capacitive and
inductive line segments, taking into account the influence
of terminal capacitances and inductances. Their values
are subtracted from the initial values of inductance and
capacitance for each section of the filter. Taking into
account the obtained values, the corrected length of the
line segments is calculated again using Egs. (6) and (7).

The most labor-intensive part of the whole design
process consists in the determination of the geometrical
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parameters of the strip conductor segments based on
the required ratio of the line wave impedances, which
can be determined using special graphs, for example,
in [13]. However, it should be noted that all elements
of the matrix are frequency-dependent functions when
calculating the scattering matrix of the microwave filter.
This requires the calculation of wave impedances and
propagation constants of MTL segments as dispersion
properties, which leads to significant computation time
when modeling filters using commercial software.

2. PROJECTION APPROACH
FOR THE CALCULATION OF MTL
ELECTRODYNAMIC PARAMETERS

The projection approach considered in [14] for
reducing the computational and time costs represents the
surface current density on the strip conductor as a system
of basic functions in the form of Chebyshev polynomials
that take into account the field characteristics at the
edges of the strip conductor. By decomposing the
longitudinal component of the surface current density
by the Chebyshev basis of only one basis function,
the dispersion equation used to determine the MTL
retardation coefficient n;, can be obtained as follows:

i{ 12 (ngGE +a? GM)}Jg(ma)sinz(mB)=O, (8)

m=1]_ Xm

-1
where GE = (Sctg(koﬁmlh) + ictg[koﬁmz (b- h)]J ,
B ml m2
Gy = (BmICtg(kOBmlh) +B,0cte [koﬁmz(b - h)l) 1
the functions obtained by solving the electric (E) and
magnetic (M) eigenwave problems, respectively; J(ma)
is the Bessel function; m is an integer that determines the
field structure in MTL; 4 is the substrate height;
Bt =vE—%m: By \ll—xfn;
p— TC m. p— Tc
o koa T
the wave number; /s the frequency; c is the speed of light in
avacuum; Wis the strip width; a, b are the shield dimensions;
and S is the distance from the strip edge to the shield wall.
The wave impedance Z;; is determined by the power
carried through the line cross section and the current in
the strip conductor, as follows:

Xz —a +G2?;

Z, = 2]:)0;:
0 2
<E| (e cai o) o i@ -p)|« o
m=1 Xm

x Lng (ma)sin2(mp),
m

where (G,,F;’M) is the derivative of function GEM with

respect to ng.

In [9], the problem of calculating the retardation
coefficient and the wave impedance of the shielded
MTL using Egs. (8) and (9) is considered. The slow
convergence of the series included in these expressions
results in a considerable time needed to calculate the
parameters to ensure the convergence of the series. Thus,
simple formulae for calculating the main electrodynamic
parameters of the line in the quasi-static approximation
are proposed along with the limits of their applicability.
After determining the dependence of retardation
coefficient and wave impedance on frequency based on
the obtained expressions, the following simple formulas
can be used for calculating dispersion characteristics of
shielded MTL:

n(f) = &,no(N, ZUf) = &2y, (10)

where Z(f) is the wave impedance calculated in
the “first approximation” at a given frequency f;
E,» € are coeflicients that depend on the width of the
strip conductor and are determined by the following
approximation formulae:

1, at W/h<2,
" 143.6-103 (W/h-2), at 2<W/h <10,

L, at W/h<2,
£ 1-8.725-103 (W/h-2), at 2<W[h <10.

an

Given the proposed formulae, the table shows
the values of the propagation constant and wave
impedance of MTL over a wide range of variations
of the strip conductor width, the dielectric constant
of the substrate, and the frequency. The first lines of
each cell show the values of the propagation constant
G = nk, and the wave impedance Z for a line with
a quartz substrate (& = 3.8). The second lines show the
values for a line with a polycore substrate (¢ = 9.6),
while the third lines show the values for a line with
an arsenide-gallium substrate (¢ = 13.3). Here,
the width of the strip conductor and the frequency
are normalized to the substrate height h to unify
the values of the electrodynamic parameters of
the line. These tables allow the design engineer
to determine the material and substrate height, as
well as the geometric parameters of the microwave
filter topology, on the basis of the specified cut-off
frequency. The numerical values of the propagation
constant and the retardation coefficient given for the
selected geometrical and physical parameters of the
filter are also necessary for the calculation of the
scattering matrix elements.
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Table. MTL propagation constant and wave impedance
fh, GHz - mm 0.1 1 3 5 7 10 15
0.19 1.93 5.79 9.67 13.57 19.45 29.38
G 0.29 2.90 8.72 14.60 20.55 29.63 45.15
0.34 3.37 10.16 17.04 24.03 34.72 53.13
Wih=0.1
163.70 163.71 163.85 164.16 164.67 165.81 168.81
Z 109.01 108.99 109.05 109.34 109.92 111.45 116.12
93.66 93.63 93.68 94.01 94.70 96.56 102.46
0.20 1.97 5.92 9.90 13.90 19.97 30.26
G 0.30 2.98 8.99 15.10 21.31 30.85 47.28
0.35 3.48 10.50 17.67 25.01 36.31 55.92
Wih=0.5
101.64 101.65 101.75 102.00 102.40 103.29 105.57
VA 67.23 67.21 67.23 67.44 67.90 69.06 72.36
57.69 57.66 57.67 57.91 58.44 59.83 63.82
0.20 2.01 6.03 10.09 14.18 20.40 30.97
G 0.30 3.05 9.22 15.51 21.94 31.83 48.90
0.36 3.56 10.79 18.20 25.81 37.58 57.96
Wih=1
75.74 75.74 75.82 76.03 76.36 77.09 78.91
Z 49.82 49.80 49.80 49.97 50.35 51.31 53.82
42.70 42.67 42.66 42.86 4331 44.42 4731
0.20 2.03 6.12 10.24 14.41 20.74 31.51
G 0.31 3.11 9.41 15.85 22.44 32.59 50.09
0.36 3.63 11.02 18.63 26.44 38.53 59.40
Wih=1.5
61.45 61.45 61.52 61.69 61.98 62.61 64.13
VA 40.24 40.21 40.21 40.37 40.70 41.51 43.51
34.46 34.42 34.41 34.60 34.99 35.93 38.16
0.21 2.06 6.19 10.37 14.59 21.02 31.95
G 0.32 3.16 9.56 16.12 22.85 33.20 50.98
0.37 3.69 11.22 18.98 26.96 39.28 60.46
Wih=2
52.01 52.01 52.06 52.22 52.48 53.05 54.36
Z 33.93 33.91 33.91 34.07 34.40 35.15 36.89
29.03 29.00 28.99 29.17 29.54 30.36 32.16
0.21 2.09 6.31 10.57 14.88 21.45 32.61
G 0.32 3.23 9.80 16.55 23.47 34.08 52.22
0.38 3.79 11.52 19.51 27.73 40.35 61.89
Wih=73
40.06 40.05 40.10 40.23 40.46 40.93 41.97
Z 25.99 25.97 25.98 26.15 26.46 27.09 28.41
22.21 22.18 22.19 22.37 22.69 23.34 24.60
0.21 2.12 6.39 10.72 15.10 21.76 33.06
G 0.33 3.29 9.99 16.87 2391 34.69 53.01
0.38 3.85 11.75 19.90 28.26 41.06 62.78
Wih=4
32.71 32.71 32.75 32.87 33.08 33.49 34.35
VA 21.14 21.12 21.15 21.32 21.60 22.14 23.17
18.05 18.03 18.05 18.22 18.51 19.04 19.99
0.21 2.14 6.46 10.83 15.26 22.00 33.40
G 0.33 3.33 10.13 17.11 24.24 35.12 53.55
0.39 3.91 11.92 20.19 28.65 41.56 63.36
Wih=5
27.70 27.70 27.74 27.86 28.04 28.41 29.13
VA 17.85 17.84 17.88 18.05 18.30 18.75 19.56
15.24 15.21 15.24 15.42 15.67 16.12 16.87
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Table. Continued
fh, GHz - mm 0.1 1 3 5 7 10 15
0.22 2.16 6.51 10.93 15.39 22.18 33.64
G 0.34 3.37 10.24 17.30 24.49 35.44 53.94
0.39 3.95 12.06 20.42 28.95 41.92 63.78
Wih=6
24.06 24.05 24.09 24.21 24.38 24.71 25.33
VA 15.47 15.45 15.50 15.67 15.89 16.27 16.92
13.19 13.17 13.21 13.38 13.61 13.99 14.61
0.22 2.17 6.56 11.00 15.50 22.32 33.84
G 0.34 3.40 10.33 17.45 24.69 35.69 54.23
0.40 3.99 12.17 20.60 29.17 42.19 64.09
Wih="1
21.27 21.27 21.31 21.42 21.58 21.88 22.42
VA 13.65 13.64 13.70 13.85 14.05 14.36 14.90
11.64 11.62 11.67 11.83 12.04 12.37 12.91
0.22 2.19 6.60 11.06 15.59 22.44 33.99
G 0.34 3.42 10.41 17.57 24.84 35.88 54.45
0.40 4.02 12.27 20.74 29.35 42.40 64.32
Wih=8
19.08 19.08 19.12 19.23 19.38 19.65 20.13
VA 12.23 12.23 12.28 12.42 12.59 12.86 13.31
10.42 10.41 10.46 10.61 10.80 11.09 11.57
0.22 2.20 6.65 11.16 15.72 22.62 34.21
G 0.34 3.46 10.53 17.75 25.07 36.16 54.76
0.40 4.07 12.41 20.96 29.62 42.71 64.65
Wih =10
15.84 15.83 15.88 15.98 16.11 16.33 16.72
VA 10.12 10.12 10.18 10.30 10.43 10.63 10.98
8.63 8.61 8.68 8.81 8.97 9.21 9.60
A linear function can be used to approximate the S, and the coefficient of transmission from the first arm

numerical values of the propagation constant and wave
impedance within two adjacent frequencies. This allows
sufficient accuracy in calculating the elements of the
scattering matrix.

3. CALCULATION OF SCATTERING MATRIX
ELEMENTS FOR MULTI-CASCADE LPF

According to [12], the most convenient approach
to calculating the scattering matrix of multi-cascade
microwave filters is the transition to the transmission
matrices calculated separately for each irregularity in the
filter, followed by their multiplication and the reverse
transition from the final transmission matrix to the
final scattering matrix. In more detail, we consider the
calculation of the scattering and transmission matrix for
the ith-step transition shown in Fig. 3.

It is assumed that the source resistance Z_ (f) = Z,(f)
and the load resistance Z; ,(f) = Z,(f) when the source is
connected to the left arm and the load to the right arm. In
this case, the coefficient of reflection from the first arm,

to the second arm, S, ,, are functions of the frequency

which are determined as follows:

Z,(N)=2(f) -
S, =22V )T AN ) oGy ()20 12
1(f) Zz(f)+Zl(f)e (12)
o1 () = 1=y, (/)P e (GG ) -
2B0ED ey,
Zy(f)+Z,(f)

Similar expressions can be obtained for the
reflection coefficient from the second arm, S,,, and
the transmission coefficient from the second arm to
the first arm, §|,, by substituting 1 for 2 and 2 for 1 in

expressions (12) and (13):

(14)

Russian Technological Journal. 2025;13(3):92-102

98



Development of a microwave low-pass filter
based on a microstrip line projection model

Alexey D. Yarlykov,
Oleg A. Demin

(15)

Thus, the scattering matrix S; for the step transition
can be represented by:

(/)% (f)e—iGl(f)le
Zy(f)+2,(f)

€

Z,(1)+2(f)

B ENAGIAG IR RArs

Fig. 3. The MTL step transition topology.
Z,,Z, are the wave impedance of the MTL segment;
G;, G, are the propagation constants of this segment

22, (/)4 (f) (G (/) Gy (1))

Z(f)+Zy(f)

Z(f)=23(/) ic,(ryaty
2(f)+2,(f)

(16)

The transition from the scattering matrix S; to the transmission matrix T, is performed according to [12] by the

following rule:

Sn(f)

SZI f

CSu()Su () |
$51(f)

—
~—

(17)

After calculating the transmission matrix T, for each ith irregularity in the filter topology, the final LPF transmission
matrix T can be obtained by multiplying the transmission matrices of all its irregularities:

(18)

The transition from the transmission matrix T to the LPF scattering matrix S is performed according to [12] by

the following rule:

Iy (f)

()T, (f)
5, (f)

(19)
hy (f)

5, (f)

4. RESULTS OF NUMERICAL ANALYSIS

Based on the above algorithm, a software is
developed using the GNU Octave' programming
language to calculate the LPF characteristics
in a wide range of varying strip conductor
width (0.1 < W/h < 10), substrate permittivity (2 < € < 20)
and frequency (0.1 GHz < f'< 15 GHz). The structure
of the software includes the main body, in which

I https://octave.org/. Accessed March 20, 2025.

mathematical calculations are performed according to
the algorithm given in this paper, as well as a subroutine
for approximating the data from the table by frequency
and dielectric permittivity. Based on the results obtained
using the software, the LPF is calculated at different cut-
off frequencies (1, 5, and 10 GHz) and its characteristics
are compared with those obtained using commercial
software. The amplitude-frequency characteristics
of the corresponding filters (solid line is the filter
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calculation using the proposed approach; dashed line is
the filter calculation using commercial software) and the
absolute gain calculation error values (right) are shown
in Fig. 4. The time taken to calculate the transmittance
using the proposed approach is only a few seconds,
while calculating the transmittance using commercial
software takes several minutes.

By analyzing the obtained graphs, it can be
concluded that the absolute value of the transmission
coefficient error does not exceed 0.08 in the whole

1.0 =
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1

2 3 4 5
f, GHz

6 7 8 9 10

1.0
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1

1.0
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1

10 15

f, GHz

(c)

investigated range. Simultaneously, for the LPF with
1 GHz cut-off frequency, the maximum value of the
absolute transmission coefficient error is observed in the
barrier band at a frequency of 7 GHz and is 0.072. For
the LPF having a cut-off frequency of 5 GHz, while the
maximum value of the absolute error of the transmission
coefficient at a frequency of 12 GHz is 0.04. For the
LPF with a cut-off frequency of 10 GHz, the maximum
value of the absolute error of the transmission coefficient
is 0.04.

0.07

0.06 ¢
0.05¢
0.04 +

ASy,

0.03 ¢
0.02+

0.01+

2 3 4 5 7

f, GHz

6 8 9 10

0.045
0.040
0.035
0.030
0.025
0.020
0.015
0.010
0.005

ASy;

0.009
0.0087
0.0077
0.0067
0.0057
0.004¢
0.0037
0.0021
0.0017

AS,,

10 15
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Fig. 4. LPF amplitude frequency response at the cut-off frequency:
(a) 1 GHz; (b) 5 GHz; (c) 10 GHz
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CONCLUSIONS

The present work presents a microstrip LPF
designed based on the MTL projection model along with
a calculation of its scattering matrix. The accuracy of the
obtained results is verified by comparing the transmission
coefficientofthe developed filter withamodel constructed
using modern computer-aided design systems. The
absolute error of the transmission coefficient in a wide

frequency band up to 15 GHz calculated based on the
comparison does not exceed 0.08 for different filter
cut-off frequencies. The use of the projection approach
allows a significant (tenfold) reduction of the calculation
time of the reflection and transmission coefficients for
each pair of microwave multipole arms, together with
a sufficiently high accuracy of the obtained results.
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Abstract

Objectives. Microsystem engineering is currently receiving a great deal of research attention due to the very
wide scope of application of its various elements. The present study of the development and creation of modern
gyroscopes based on microelectromechanical systems (MEMS gyroscopes) analyzes the risks associated with the
technological aspects of their production and identifies promising areas for further development both of MEMS
gyroscopes themselves and the technologies used to manufacture them.

Methods. A detailed analysis of existing scientific publications, analytical reviews, and other available sources
on MEMS gyroscopes and current trends in the field of microoptoelectromechanical technologies and ferroelectric
films was carried out.

Results. A brief description of the design solutions of modern MEMS gyroscopes and their integration into
mechatronic systems is presented. The production technologies of MEMS gyroscopes and specifics of the
technological equipment used are considered. A separate section discusses the configuration and calibration
aspects of these devices. Promising directions for the development of MEMS gyroscopes with an emphasis on the
use of microoptoelectromechanical converters and ferroelectric films are highlighted.

Conclusions. Based on the analysis, the prospects for the development of MEMS gyroscopes are shown, despite
the existing technological challenges. It is noted that new physical principles and unique technologies can contribute
tothe emergence of new types of MEMS gyroscopes using micro-optoelectromechanical converters and ferroelectric
films. This, in turn, opens up new horizons for future developments in this area. The necessity of developing new
production technologies and specialized equipment to improve the quality of MEMS gyroscopes is demonstrated.

Keywords: MEMS gyroscope, microsystem technology, creation technology, production equipment,
microoptoelectromechanical converter, optical tunneling effect, photonics, ferroelectricity

For citation: Kuznetsov P.S. Microelectromechanical systems for improved gyroscope design. Russian Technological
Journal. 2025;13(3):103—-121. https://doi.org/10.32362/2500-316X-2025-13-3-103-121, https://www.elibrary.ru/KBLENU

Financial disclosure: The author has no financial or proprietary interest in any material or method mentioned.

The author declares no conflicts of interest.

© P.S. Kuznetsov, 2025
103


https://doi.org/10.32362/2500-316X-2025-13-3-103-121
https://www.elibrary.ru/KBLENU
mailto:ps_kuznetsov@mail.ru
https://doi.org/10.32362/2500-316X-2025-13-3-103-121
https://www.elibrary.ru/KBLENU

Microelectromechanical systems Pavel S. Kuznetsov

for

improved gyroscope design

OB30PHAA CTATbA

MuKpo3JIeKTpOMeXaHUYEeCKUE CUCTEMbI:
MYTh K COBEPIIEHCTBOBAHUIO THPOCKOIIOB
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e Moctynuna: 31.10.2024 ¢ fopa6oTaHa: 13.02.2025 ¢ MpuHaTa k ony6nukoeaHuio: 21.03.2025

Pe3iome

Llenu. MnkpocrucTeMHas TeXHMKA SIBNSETCS OAHUM 13 Hanbosiee NonynsipHbIX U NEPCMNEKTUBHbIX HANpaBieHUI, KO-
TOpbIE aKTMBHO pPa3BMBAIOTCS B HacToswee Bpemsa. O6nactb NPUMEHEHUS 3IEMEHTOB MUKPOCUCTEMHOM TEXHUKU
BeCbMa LUMpoOKa. HacTosiwas paboTa HanpaeieHa Ha BCECTOPOHHEE U3yYeHMe NPOLLECCOB pa3paboTKn U CO34aHUSA
COBPEMEHHbIX M’MPOCKOMNOB HA OCHOBE MUKPO3NeKTpoMexaHmnyeckmx cuctem (MOMC-rupockonos). Llensto nccne-
[O0BaHN4 SBNSIETCA aHaIn3 PUCKOB, CBA3AHHbIX C TEXHOIOMMYECKMMI acnekTaMu nx Npon3BoACTBa, a Takxke onpe-
[eneHne nepcnekTUBHbLIX HanpaBneHUn ona AabHENLEro pasBmTus kak cammx MOMC-rnpockonoB, Tak U TEXHO-
NOrNM NX N3roTOBMIEHUS.

MeTopabl. B xoae paboTbl OCYLLECTBAEH AETANN3NPOBAHHbIM aHANN3 CYLLLECTBYIOLLMX HAYYHbIX My6nnkauuii, aHanm-
TUYECKNX 0630POB U APYIMX OOCTYMHbIX MCTOYHMKOB, NOCBALLEHHbIX MOMC-rupockonam un akTyasbHbIM TPEHOAM
B 00/12CTN MUKPOOMNTOSNIEKTPOMEXAHNHYECKNX TEXHOIOTNIA U CErHETO3NIEKTPUYECKNX MSIEHOK.

Pe3ynbTaTthl. [peacTaBneHo KpaTkoe onncaHme KOHCTPYKTUBHbBIX PELIEHUn COBPeMEHHbIX MOMC-rmpockonos,
a Takke UX MHTEerpaLms B MeXaTPOHHbIE CUCTEMbI. PaccMaTtpumBaloTcs TexHonorum npondesoactesa MOMC-rnpocko-
noB 1 crneumdurKa NCNosb3yeMOoro TeXHONornyeckoro o6opyaoBanus. B otaensHom pasaene o6CyXaaoTcs acnek-
Thl HACTPOWKN N KaNMBpPOBKM 3TUX YCTPOICTB. BblaeneHbl nepcnekTnBHble HanpasneHus pa3sutusg MOMC-rnpocko-
NMOB C akLLeHTOM Ha NPUMEHEeHne MUKPOONTO3NIEKTPOMEXaHNYECKMX NPeobpasoBaTesieinl U CErHeTO3NEeKTPUYECKMNX
MAEHOK.

BbiBOAbI. Ha OCHOBE NPOBEAEHHOIO aHanM3a nokasaHa nepcnekTUBHOCTb pas3BnTus MOMC-rmpockonos, HECMO-
TPS HA UMEIOLLMECH TEXHONOrMYeckre Bbi30Bbl. OTMEYEHO, YTO HOBblE GU3MNYECKME NMPUHLMMBI U YHUKAJbHbIE TEX-
HOMOMMN MOTYT CNOCOBCTBOBATL MOSIBNIEHNIO HOBbIX BUA0B MOMC-rnpockonoB, NCNOb3YLWMX MUKPOOMNTO3J1EK-
TpOMexaHMn4Yeckne npeobpas3oBaTesnv U CErHETOINIEKTPUYECKME MIEHKN. DTO, B CBOIO O4Yepenb, OTKPbIBAET HOBbIE
ropu30HTbI ANns OyayLiyx pa3paboTok B AaHHOM obnactu. NokasaHa HeOOXOAMMOCTb Pa3pPadboTKM HOBLIX TEXHOO-
rmMin NPON3BOACTBA U CNeumnann3MpoBaHHOro 060pyaoBaHMsa s noebllleHns kadectsa MOMC-rnpockonos.

KnioueBble cnosa: MOMC-rnpockorn, MUKPOCUCTEMHAs TEXHMKA, TEXHOJIOMMS co3aaHunsl, 06opyaoBaHMe Npouns-
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INTRODUCTION

Microsystem technology (MST) is a popular and
promising area of research due to the wide field of
application of its components. These include primary
information sensors of electrical and non-electrical
quantities, micromotors and various elements of
avionics, as well as medical microinstruments.

Microelectromechanical  systems (MEMS) and
MEMS gyroscopes in particular are among the most
demanded areas in microsystems technology [1]. The
main purpose of a MEMS gyroscope is to determine the
motion parameters of systems and devices in which they
are installed. Their small overall dimensions and low
power consumption make them attractive for use in many
industries such as automotive technology, robotics, cell
phones, and many others. In particular, their use in special-
purpose systems (unmanned aerial vehicles, guided
projectiles, inertial navigation systems, etc.) determines
the increased requirements pertaining to the characteristics
and technology of MEMS gyroscopes [2—6].

The purpose of the present work is to study the
process of creating MEMS gyroscopes, to analyze its
features, as well as to identify promising directions for
the development of MEMS gyroscopes and methods of
their manufacture.

SPECIFIC FEATURES OF MODERN MEMS DESIGN

Microsystems technology comprises a set of
scientific, technical and technological methods that
ensure the creation of an ordered composition of
micron and submicron regions of materials with a
given composition, structure and geometry in the
volume and (or) on the surface of a solid body. This
characteristic enables the realization of the functions
of perception, transformation, storage, processing,
translation of information, energy, motion and generation
of control actions in the required modes and operating
conditions [7].

A microelectromechanical system is a system
that combines microelectronic and micromechanical
elements (Fig. 1). These devices with the help of
mechanical elements convert the external impact into an
electrical signal (gyroscopes, accelerometers, pressure
sensors, etc.) or under the influence of electrical forces
they themselves make movements [8].

Micro-

Micro-  / ) Micro-
mechanics G OB EEE T EE) electronics
\\system (MEMS)/"

/

Fig. 1. MEMS diagram [8]

A MEMS gyroscope is a microminiature
electromechanical system in which the energy of
primary (forced) oscillations of inertial mass under
the influence of external angular velocity is converted
into the energy of secondary oscillations on which
basis information about the measured impact may be
obtained [9-11].

Thus, the simplest MEMS-based gyroscope consists
of two main functional elements: an angular velocity
sensor (AVS) and service electronics that perceive,
amplify and processes the signal from the capacitive
output of the sensor, as well as controlling the operation
of the micromechanical structure. Let us consider the
structural characteristics of these two elements, as well
as how they are arranged in the assembly.

Most MEMS gyroscopes belong to the gyroscopes
of the oscillation type. Depending on the type of inertial
mass, all designs of micromechanical sensors (MMS)
used in gyroscopes can be divided into several main
types as presented in Fig. 2 [12, 13].

The first type is beam inertial masses. The principle
of their operation can be described as follows: piezo
elements provide an oscillatory motion to the cantilever
beam in the direction of the X axis (Fig. 3). Rotation
about the Z axis, which is parallel to the longitudinal
axis of the beam, causes oscillations along the Y axis
according to the Coriolis force, which are registered by
other piezo elements [14].

Types of inertial masses
of MEMS gyroscopes
I

[ I [ |
Tuning fork

Beam Lamellated Ring type

Fig. 2. Types of inertial masses of MEMS gyroscopes

Y
Piezoelectric X
-
elements _ 7 /
Measured
rotation

Generated !
(primary)  ~__| {
oscillations
\‘ Measuring (secondary)

vibrations due
to Coriolis force

Fig. 3. Principle of operation of the beam gyroscope

The second type of inertial masses are tuning fork
gyroscopes, named according to the design of the
resonator. Gyroscopes built on this principle work quite
simply (Fig. 4): rotation around a vertical axis causes
the masses oscillating in counter-phase in one plane
to oscillate in a plane perpendicular to the primary

Russian Technological Journal. 2025;13(3):103-121

105



Microelectromechanical systems
for improved gyroscope design

Pavel S. Kuznetsov

oscillations. Secondary oscillations detected using
capacitive sensors provide information about the angular
velocity [14].

Measured
Oscillations due

rotation
C_j to Coriolis force

Generated

(primary)
oscillations

A2

Fig. 4. Principle of operation of the tuning fork gyroscope

Due to the presence of vertical oscillations, these
gyroscopes cannot be fabricated using planar technology,
which prevents their mass production.

Another type of gyroscopes utilizes plate inertial
masses [9—-11, 15]. Depending on the type of motion
of primary and secondary oscillations of inertial
masses, gyroscopes are L-L-type (linear-linear), R-R-
type (rotate-rotate), and R-L-type (rotate-linear), and
R-L and L-R combinations are possible (Fig. 5) [15, 16].
Significant progress in the field of L-L-type gyroscopes
was achieved by Analog Devices (USA), which created
the integrated MEMS technology [5]. The MEMS
gyroscope of this type (Fig. 6) works as follows. Inertial
masses /, suspended through two-dimensional springs 2,
sway in opposite directions (antiphase), causing primary
oscillations to arise. The springs 2 ensure the movement
of the inertial masses in two directions by means of
an electrostatic force sensor. When angular velocity
occurs, Coriolis forces are generated, which cause the
inertial masses to move in a direction perpendicular to
the direction of primary oscillation, also counter-phase.
The inertial masses cause the movement of the removal
combs connected with them through two-dimensional
springs 2 and hung on one-dimensional springs 4,
which enable the removal brushes to move only in one
direction. The take-off combs are connected with each
other according to the differential scheme, which allows
us to obtain at the output a signal equivalent to the acting
angular velocity.

MEMS gyroscopes
with lamellar inertial masses
|

[ [ |
L-L type R-R type
MEMS gyroscope MEMS gyroscope

R-L type
MEMS gyroscope

Fig. 5. Types of MEMS gyroscopes
based on inertial masses
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e

Fig. 6. Operating principle of L-L-type gyroscope:
(7) one-dimensional springs;
(2) removal strip contacts;
(8) two-dimensional springs;
(4) inertial masses

A schematic diagram of the R-R-type gyroscope,
another type of MEMS gyroscope, is shown in Fig. 7.
The inertial mass (rotor) relative to the anchors installed
on the substrate (base) has a suspension mechanism
including elastic and intermediate elements. The
electrostatic actuator causes primary oscillatory motion
of the rotor around the Z-axis. When the transfer angular
velocity Q of the base appears, the variable gyroscopic
torque causes secondary oscillations of the rotor
around the Y axis, which can be detected by capacitive
displacement meters [9-11, 17, 18].

Primary
oscillations

Secondary
oscillations

X Y

Fig. 7. Operating principle of R-R-type gyroscope:
(7) intermediate (kinematic) suspension element;
(2) rotor; (3) elastic suspension elements; (4) anchor

The last type of MEMS gyroscopes is the R-L-type
gyroscope. According to the design (Fig. 8), it is a
tuning gyroscope realized as two inertial masses fixed
by elastic elements on the outer frame. The frame itself
is connected to the base through elastic elements that
provide it with rotational motion around the axis. The
electrostatic motor, which is presented in the form
of a crested structure, excites antiphase progressive
oscillations of the masses. In the presence of angular
velocity €, whose vector coincides with the measuring
axis of the frame rotation, Coriolis forces arise to create
a variable torque that leads to angular oscillations of the
frame around the axis having a frequency equal to that
of the motor. The amplitude of the frame oscillation is
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AZ

Secondary

() oscillations

P

Primary
oscillations

v Primary
oscillations

Fig. 8. Operating principle of R-L-type gyroscope:
(7) elastic suspension elements of secondary oscillations; (2) anchors; (3) inertial mass;
(4) elastic suspension elements of primary oscillations; (5) rigid suspension elements.
Fyis a Coriolis force vector; v is a velocity vector; @ is a rotation angle of the sensitive element (SE)

a measure of the angular velocity being measured. The
frame oscillations are measured by means of a capacitive
sensor, the electrodes of which are located on the base
under the inertial masses.

Thering MEMS gyroscope is a special case of an AVS
with distributed parameters. The ring resonator oscillates
in the direction corresponding to the main vibrational
mode. Under the influence of angular velocity (rotation
of the ring), the orientation of the vibrational mode
relative to the ring itself changes. This is due to the
impetus to maintain its orientation under the action of
the inertia force caused by Coriolis acceleration [11]. As
such, the ring MEMS gyroscope can be considered as a
type of wave solid-state gyroscope.

Among many existing technologies of MMS fabrication
included in MEMS gyroscopes [5, 10, 11, 15, 16], let
us consider in detail the silicon-on-glass technology.
The micromechanical sensors manufactured by this
technology comprise a vacuum-dense capsule in which
the leads from the silicon structure elements are led
hermetically through metallized holes in the glass to the
surface where they are connected with contact pads. The
micromechanical silicon structure in vacuum inside the
capsule is a vibrating microgyroscope. The design of
MMS in capsule version is presented in Fig. 9.

6
1
AP > ujfz
4 ,/—/_

s/ \«
Fig. 9. MMS design in capsule version:

(7) cover; (2) base frame (Si); (3) base;
(4) silicon structure; (5) contacts (Al); (6) getter (Ti)

%

Several approaches are taken to the manufacture of
MMS and service electronics. The smallest and the most
technologically labor-intensive is the variant in which
the sensor and the chip are located on one crystal and
sealed in one housing. An alternative variant has similar
design with the difference that the elements are executed
on two different crystals. In this case, the resulting
MEMS gyroscope is used as an independent element.
A third design variant assumes separate encapsulation
of the sensor and chip, after which they are located on
the switching board together with other elements of the
system. The fourth option, which is the most convenient
from the point of view of its subsequent use, features a
design in which the encapsulated sensor and integrated
circuit are mounted on the switching board and placed in
one sealed enclosure as separate elements.

Among the possible variants of MMS design,
silicon-on-glass technology has the following positive
features:

1) closest technology to silicon microelectronics
technology and consequently well mastered,;

2) technology has the possibility of group production;

3) silicon and glass wafers used in production are
produced by industry;

4) specialized equipment produced for this technology
is constantly upgraded and improved;

5) technology enables the production of various types
of MMSs;

6) finished encapsulated element is an independent
assembly element, which makes it possible to
separately control its parameters, thereby reducing
the yield of defective MEMS gyroscopes.

We now turn to the design of the entire MEMS
gyroscope in the final design, which involves the
integration of an encapsulated MMS and an integrated
circuit of service electronics.
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There are several variants of mutual arrangement of
the capsule and chip. The first variant is a classical planar
arrangement, i.e., the micromechanical converter and the
service electronics circuit are located next to each other.
The second variant is a two-tier arrangement, i.e., in a
special case with the chip located at the bottom and the
encapsulated element at the top. This arrangement has
an advantage over the first embodiment because of the
reduced size of the final product with a slight increase in
height. However, it also requires the design of a special
case, which complicates production.

The third option involves mounting the
micromechanical transducer directly on the integrated
circuit. The disadvantage of this design consists in the
risk of damage to the chip when the capsule is mounted
on it. Other design options are impossible due to the need
to place the chip on the bottom for heat dissipation [19].

Let us consider in detail the second variant from
the point of view of possibility of manufacturing of
prototype and serial samples of MEMS gyroscopes.
The finalized version (Fig. 10) with the addition
of an intermediate ceramic board for mounting the
micromechanical converter and its electrical switching
with the microcircuit has the following advantages:

1) possibility to control all components of the MEMS
gyroscope before final assembly;

2) possibility to install micromechanical transducers of
various designs and sizes on the switching board;

3) sensor capsule replaceability;

4) sealing of the enclosure, providing protection from
external influencing factors of the microcircuit in
the enclosureless version and the micromechanical
converter [20, 21].

5 1 2
[ [
AN R
= /
J=S§.
7
| — &
4 3

Fig. 10. MEMS gyroscope design:
(7) switching board; (2) encapsulated MMS;
(3) integrated circuit; (4) metallization; (5) cover [8]

MEMS GYROSCOPES—A CLASS
OF MECHATRONIC SYSTEMS

Mechatronics is a field of science and technology
based on the synergetic combination of mechanics,
electronics, and a controlling computer system for the
design and creation of fundamentally new systems and
modules having intelligent control of their functional
motion [8, 22-25]. Figure 11 depicts a schematic

representation of this definition. In essence, MEMS is a
mechatronic node that lacks a control system.

Control
system

—

|" Mechatronic W
\ system )

Mechanics Electronics

Fig. 11. Schematic diagram of the mechatronic
system [8]

A more detailed study of the MEMS gyroscope
design, whichincludes service electronics, demonstrates
that it has the character of a mechatronic system. Let
us analyze the products developed by GIROOPTIKA'
(Russia) presented in Fig. 12 [14, 26-31].
Figure 13 shows the structural diagram of the
micromechanical angular velocity transducer. As can be
seen, in addition to the main MMD of angular velocity,
the presented sensor also includes an additional MMD
of linear acceleration (accelerometer), and the service
electronics is represented by ASIC chip, produced
by GIROOPTIKA.

Fig. 12. Micromechanical transducers produced
by GIROOPTIKA: (a) angular velocity;
(b) linear acceleration; (c) complex transducer

The function of the accelerometer in the presented
MEMS gyroscope is to measure linear acceleration and
subsequent MMS compensation of angular velocity to
accelerations.

The purpose of an ASIC chip is to provide amplification
and direct digital conversion of the signal from the MMS
outputs of angular velocity and linear acceleration, as
well as digital formation of MEMS gyroscope output
signals and control signals for MMS. In addition, the
chip has a built-in processor unit with a permanent
memory device (ROM), which provides the possibility

! http://gyro.ru/. Accessed March 22, 2025.
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Micromechanical
angular velocity
transducer

Micromechanical
linear acceleration
sensor

Micromechanical
angular velocity
sensor

ASIC chip Switching board

Fig. 13. Structural diagram of a micromechanical angular velocity transducer

of individual adjustment and calibration of each AVS,
taking the technological variation of parameters
and their temperature dependence into account. The
processor unit is used to adjust the MMS (adjusting
the frequency of natural oscillations of the MMS along
the measuring axis relative to the frequency of forced
oscillations), to correct the nonlinearity of the scale
factor and zero offset. Compensation of technological
variation of parameters and their temperature
dependence and sensitivity to overload along the output
axis of the angular velocity MMS is calculated in
accordance with the data recorded in ROM, taking into
account the signal of the on-chip built-in temperature
sensor with its own analog-to-digital converter and
linear acceleration MMS.

Although the complex micromechanical
transducer (Fig. 12c¢) is similar in structure to the
angular velocity transducer, the information on linear
acceleration is not only used for internal correction, but
is also output to an external consumer.

Thus, it is aready-made mechatronic system capable
of performing certain tasks. Further development
of microsystem technology using the principles
of mechatronics can lead to the creation of highly
intelligent micromechatronic systems: an integrated
circuit will control the entire system, micromechanical
devices will, on the one hand, control and recognize
the processes occurring around them, and, on the
other hand, will become microminiature actuators.
The first samples of micromechatronic robots already
exist [8, 25, 32, 33].

BASICS OF MEMS GYROSCOPE
PRODUCTION TECHNOLOGY

MEMS gyroscope manufacturing can be divided
into 4 main processes:
1) MMS production in capsule version;
2) manufacturing of an integrated circuit that performs
signal processing and control of the MMS;
3) switch board manufacturing;
4) finished product assembly.

The most complex processes in the creation of
MEMS gyroscopes, which involve the fabrication of the
MMS and the control integrated circuit, require special
equipment. However, the largely typical ASIC fabrication
process has already been technologically perfected. Let
us dwell in more detail on the production of encapsulated
MMS [34], whose manufacturing technology is based
on the bulk micromechanics group technology. The deep
plasma-chemical etching of silicon and anodic joining of
silicon and glass wafers is necessary due to the design
requiring a hermetic connection between them. In this
technology, the starting materials are double-sided
polished silicon wafers and glass wafers of the same
diameter.

The glass plate is pre-treated, as a result of which
through-holes for contacts in the lower plate are created
by micro-abrasive processing, and recesses with a depth
of about 50 um are formed in the upper plate. After
that, the upper plate is sprayed with a getter to maintain
vacuum in the inner volume of the MMS.

The silicon wafers, which are also pre-treated, have
a required silicon between 50 and 70 um. Great care
is required when handling these wafers, which are not
industrially produced due to their non-standard size.
Therefore, it is common to use ecither standard silicon
wafers (100—500 um thickness for 100 mm diameter) or
silicon-on-insulator wafers with a 70 pm thick working
layer and 500-um thick silicon backing layer. This
enables the use of standard equipment when processing
silicon.

At the first stage of the production process cycle,
photolithography and deep plasma chemical etching of
silicon are performed on silicon wafers to form bilateral
alignment marks on the wafer. The next step involves
plasma chemical etching of cavities in the silicon. In
this process, silicon oxide is used as a mask, on which
photolithography is followed by etching. Next, plasma
chemical etching of silicon to a depth of 20 pum is
performed. Although the linear dimensions in this
working layer are not critical, it is important to obtain
good uniformity in depth during the etching process.
After removing the silicon oxide from the formed
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structure, the surface is cleaned prior to carrying out
the anodic bonding operation. The last process brings
together the glass plate with the holes and silicon wafer.
At this stage, it is important to control the gas pressure in
the cavity since both low vacuum and high overpressure
can lead to the destruction of the silicon layer during the
subsequent thinning operation.

The essence of the silicon thinning process consist in
the formation of a silicon layer having a total thickness of
70 pm from the initial silicon wafer. The silicon thinning
process is followed by a projection photolithography
operation. In this step, a pattern is formed with the
structure in the silicon layer.

The deep plasma chemical etching operation
following the projection photolithography forms the
majority of the MMS structure. At an etching depth is
50 pm and minimum gap is 2 um, the maximum aspect
ratio is defined as 1 : 25. The quality of MMS functioning
is affected by nonuniformity of etching and deviation of
geometrical dimensions to one side or the other, as well
as inclination and roughness of walls: large deviations
from the set values can lead to significant deterioration
of its characteristics up to rejects.

During the etching process, all the main structures of
the MMS, including moving parts and elastic elements,
are formed. From this point on, any operations that may
damage the structure, including photoresist application
and liquid plate processing, should be excluded from the
technological process.

The next step in the process flow is the anodic
bonding of the top glass wafer to the silicon base. At
this stage, the structure is sealed at the level of the wafer.
At the same time, it is necessary to maintain a given
vacuum level in the MMS volume, which is achieved
by thermal activation of the thin-film getter sprayed on
the glass. In the process of sealing the product by anodic
bonding, two opposite processes occur: the release of
oxygen from the glass and its absorption by the getter at
elevated temperature.

The final operations of the technological process,
which are carried out at the level of the wafer, involve
the creation of external metallization. At this stage, a
thick layer of aluminum is sprayed, which covers the
silicon contact pads at the bottom of the through holes in
the glass, as well as the side walls of these holes with the
metallization output to the glass surface.

The next step is the cutting of wafers into crystals,
which is performed using a disk wafer cutting unit in
two passes. After that, the wafer is transferred to the
functional test. Those chips that successfully pass the
function test are transferred to the following stages for
installation into the housing and further assembly of the
transducer.

When considering such technology, it is important to
note that the processes of anode bonding with preliminary

alignment of the wafers to be bonded (double-sided
alignment) and the process of dry or deep plasma
chemical etching of silicon are processes that cannot
be performed on standard equipment for producing
integrated circuits and/or semiconductor devices. Other
processes can in principle be carried out on standard
equipment with appropriate changes in the modes and
materials used. This applies to chemical processing,
photolithographic processes, vacuum coating processes,
wafer-to-crystal separation, etc. Such a requirement may
be facilitated by the use of glass and silicon wafers with
standard dimensions (thickness and diameter) for the
manufacture of the micromechanical elements.

Manufactured encapsulated MMSs after separation
into separate crystals are checked for resonance
frequencies and goodness of fit in addition to visual
inspection. Here, not only the difference between the
output and input frequencies will be checked, but also the
presence of the necessary vacuum inside the encapsulated
element. Such control permit a considerable reduction
in the labor intensity and increased percentage of yield
of good products at the operations of assembly and
tuning of MEMS gyroscopes. However, it is impossible
to completely exclude poorly working angular velocity
MMSs at the early stages of manufacturing, since for this
purpose it would first be necessary to connect the MMS
to the processing electronics and its tuning, including
mechanical effects in the form of rotations and turns.

The MEMS gyroscope is assembled by
3D-integration of an encapsulated integrated circuit and
encapsulated MMS using a ceramic switching board
into a special ceramic-metal housing. Integration is
performed by sequential mounting of the elements into
the housing followed by their mutual connection with
microwires using the ball-and-wedge method.

The ASIC crystal, switch board, and encapsulated
element are assembled using a conductive adhesive used
in microelectronics. Sealing of the case is carried out by
soldering the ceramic cover to the base of the case. A
tightness check is carried out with the help of helium leak
detector according to the methods and criteria used for
microcircuits in ceramic-metal cases. In order to ensure
that the product operates with the specified technical
characteristics, transducer adjustment and calibration
operations are additionally performed.

MEMS GYROSCOPE MANUFACTURING
EQUIPMENT

The choice in favor of silicon-on-glass or silicon-
on-insulator technologies made in the previous sections
was based, among other things, on the possibility of
using industrial equipment in gyroscope manufacturing
technology. The selected technologies can be
divided into two parts: technologies transferred from
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microelectronics and technologies that are inherent
only in the manufacture of micromechanical devices.
Thus, the equipment providing the corresponding
technological processes is also divided into two groups.
The equipment of the first group was initially produced
by the USSR industrial sector and later by the CIS
countries. However, today this market is dominated
by foreign manufacturers from various countries and
regions.

There is a wide range of options for selecting manual,
semi-automatic or automatic equipment for standard
microelectronics processes such as vacuum deposition,
photolithography operations, chemical treatments,
thermal oxidation, etc. Special attention should be paid
to equipment designed for special processes within the
selected technology of volume micromechanics and
silicon-on-glass technologies. Such processes should
include:

e deep plasma chemical etching of silicon and glass;

e double-sided connection of silicon and glass wafers;

e anode bonding of silicon and glass wafers without

loss of alignment accuracy;

silicon thinning on glass.

A few features of MEMS equipment should be noted
here:

e specialized equipment for micromechanics
operations is high-precision and very expensive and
is produced by manufacturers only to order and for
specific technology and customer requirements;

o the same basic equipment, as a rule, is manufactured
in two modifications. The first is a variant of manual
or semi-automatic equipment designed for research
and development, small batch production or pilot
production. The second modification is an automatic
equipment with loading through cassettes, designed
for manufacturing;

e the equipment is also available in cluster version to
combine with units performing related operations,
i.e., to create a cluster that automatically performs a
whole cycle of operations;

e most manufacturers have recently started to offer
the technology together with the equipment, and all
manufacturers include commissioning and training
in the price [35].

Regardless of the specific features of the
technological process, the main requirement for
equipment for the production of elements and devices
of microelectronics and micromechanics consist in
the possibility to maintain production with the lowest
percentage of defects.

Requirements forthelevel ofintroduced contaminants
and the composition of the residual gas environment
inside the working chamber play an important role
both in microelectronics manufacturing (neighboring
tracks shorting out (Fig. 14a)) and in micromechanics

manufacturing (microparticle blocking
motion (Fig. 14b)). Figure 15 shows the structure of
high technology equipment, where the pumping means
and motion input elements in the vacuum allow us to
create and maintain an ultra-clean vacuum environment.
In addition, they have the ability to protect the process
volume from particles and contaminants created by
other elements of the vacuum system. This is primarily
due to the fact that cryogenic pumping elements have no
moving elements at all, while devices with contactless
magnetic interaction have no rubbing elements. Their
main features and basic properties are presented in
numerous specialized literature [36—41].

(a)

Fig. 14. Trapped microparticles on the product
surface: (a) shorting of neighboring chip tracks;
(b) blocking the movement of micromechanics crests

High-tech equipment

il ™~

Ultra-clean vacuum Devices with )
environment noncgntact magnetlc
interaction
Magnetic
Cryogenic feedthroughs
pumping elements for translational
and rotational motion

Fig. 15. Structure of environmentally friendly high-tech
equipment

DETERMINATION OF PARAMETERS
IN THE MANUFACTURING
OF MEMS GYROSCOPES

The functional purpose of MEMS angular
velocity detection (MEMS gyroscopes) is to convert
non-electrical physical quantities (angular velocity) into
an electrical measuring signal containing quantitative
information about the influencing angular velocity.

The main parameters determining the functional
purpose and application area are as follows:

e angular velocity measuring range;
e resolving power;
o scaling factor nonlinearity.

The main technical characteristic of the MEMS

gyroscope is the output (conversion) characteristic, i.e.,
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the dependence of the output signal on the values of the
determined angular velocities within the measurement
range. The output characteristic used in the transducer
channel of the MEMS gyroscope is an information
channel that provides the generation of information
about the angular velocity projections on the sensitivity
axes of the AVS and transmission of this information
to the consumer in accordance with the information
exchange protocol.

Therefore, it is necessary to take into account the
errors in the output characteristics of MEMS gyroscopes
that may occur during their manufacture. The errors are
divided into two categories: basic errors and additional
errors. Basic errors are determined under normal
conditions, i.e., in the absence of external influencing
factors. These include nonlinearity and instability of
output characteristics. The instability of the output
characteristic includes the zero offset instability and the
instability of the scale factor of the MEMS gyroscope.

Additional errors occur under the influence
of external factors such as ambient temperature,
mechanical effects, etc. Since MEMS gyroscope MMSs
are a complex three-layer structure and have temperature
dependence of their parameters, the temperature error
of the output characteristic has the greatest influence.
This is primarily due to the fact that the measuring gaps
in silicon capacitors have values of 2—3 um, while the
recorded minimum displacements have values less than
a nanometer. At such small values and micromechanical
structural complexity, even the use of differential
measurement methods cannot exclude the influence of
temperature [42, 43].

In general, it is not only the micromechanical
element that is temperature dependent, but also the
electronics processing the signal from capacitive sensors
and controlling the gyroscope operation. Therefore, it is
necessary to adjust and calibrate the MEMS gyroscope.

MEMS gyroscope tuning, which is necessary for
obtaining stable output parameters, consists in setting
and stabilization operations within the temperature
range of the bandwidth and scaling factor of the MEMS
gyroscope. In addition, the temperature drift of the zero
offset must be determined and compensated.

The setting operations are carried out in a climate
chamber on a rotary stand. The climate chamber is used
to set the temperature according to the requirements,
while the stand automatically works out the specified set
of angular velocities to determine the scaling factors. A
temperature sensor built into the MEMS gyroscope is
used to measure the temperature.

The result of tuning consists in the dependencies of
coefficients responsible for bandwidth and scaling factor
on the readings of the built-in temperature sensor. These
dependencies, which are presented in tabular (matrix)
form, are used by the control program in the piecewise

linear approximation algorithm, which calculates
the coefficient values for any reading of the built-in
temperature sensor.

After the temperature dependence of the coefficients
is added to the control program, the temperature drift of
the zero offset is determined.

MEMS gyroscope tuning, which invariably precedes
calibration, is intended to ensure its operability in the
range of operating temperatures and angular velocities.
As a result, the MEMS gyroscope can be guaranteed to
have technical parameters close to the required ones.
Final adjustment of parameters is carried out during
calibration.

MEMS gyroscope calibration is performed
to determine the output -characteristics of the
angular velocity transducer channels under normal
conditions (basic errors) and under the influence of
external factors (additional errors). Accurate calibration
over the entire temperature range is typically performed
during the final setup and calibration of the inertial
measurement unit (IMU) into which the MEMS
gyroscopes are installed. Since the IMU controller is
usually much more powerful than the integrated circuit
of the sensor’s control electronics, it algorithmically
compensates for all errors of the MEMS gyroscopes and
the IMU.

ALGORITHMIC COMPENSATION
OF THE MEMS GYROSCOPE ERRORS

Compensation of sensor errors for normal conditions
and for each of the operating range temperatures at
which the calibration is performed is performed in the
IMU controller using a special control program that uses
the error compensation algorithms determined during
the calibration. These algorithms are based on the use
of temperature dependencies of MEMS gyroscope
characteristics, which are formalized in the form of
tables obtained during the calibration process.

The final version of the sensor characteristics
table is obtained by simulation and control of these
characteristics in a special program while checking
the IMU output characteristics. Modeling is performed
using the files recorded during calibration and additional
measurements performed following calibration. On the
basis of the obtained physical values from the unit output
data and their errors during modeling, a conclusion
is drawn about fulfillment or non-fulfillment of the
requirements to the final IMU parameters.

Compensation of nonlinearity, instability, and
asymmetry of the output characteristics of the AVS
is carried out using the calibration characteristics
determined during calibration in the climatic chamber
in the range of operating temperatures of the IMU and
across the whole range of angular velocity measurement
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from +0.01°/s to the maximum value according to the
documentation.

The output characteristics of the AVS after
calibration in the climatic chamber are presented as a
piecewise linear approximation of the real dependence
of the output signal on the set value of the angular
velocity for the formed temperature range set in the
climatic chamber.

As a result of implementation of the above
algorithms, nonlinearity, instability, and asymmetry are
removed from the output signal of the AVS. Thus, the
scaling factor and zero offset are made identical at all
temperatures and at all angular velocities in the operating
range [44-48].

Now let us consider the compensation of errors of
MEMS gyroscopes caused by vibration. When the MMS
is mounted on a vibrating base, inertial forces caused by
vibration acceleration act on the moving masses.

MMS has increased output signal noise due to the
sensitivity of gyroscopes to linear overload due to finite
suspension stiffness in the in-phase direction of motion
of the moving masses and technological asymmetry
of the suspension. In case of asymmetric sensitivity of
gyroscopes to linear acceleration in case of vibration,
parasitic offset of their zero signal can be formed.
Nonlinearity of sensitivity to linear acceleration under
the action of constant acceleration (measured or free fall
acceleration) leads to the appearance of asymmetry of
sensitivity to superimposed variable acceleration and,
accordingly, to the constant zero offset of gyroscopes.

Additional compensation of residual errors is
performed algorithmically. The influence of MMS
sensitivity to linear acceleration is reduced by calibrating
them taking into account the effective gravitational
acceleration 1g and introducing correction factors with
reference to external accelerometers.

PROMISING DIRECTIONS
OF THE MEMS GYROSCOPE DEVELOPMENT

In addition to the positive qualities of MEMS
gyroscopes, such as their low cost and small overall
dimensions, there are also negative aspects. This type
of transducer is characterized by the high instability
of parameters from start to start. Zero offset of MEMS
gyroscope can reach values of about 70°/h. These features,
which are inherent both to Russian and foreign samples,
require periodic testing and recalibration, including the
possibility of self-calibration of channels during operation.
All this limits the possibility of using MEMS gyroscopes
in special-purpose equipment requiring high accuracy.
Moreover, their use in the equipment of other classes can
lead to complications and increased final costs.

The accuracy and stability of MEMS gyroscope
parameters depend on how the detection of MMS

micro-movements is performed. Capacitive data
acquisition is most often used, i.e., the capacitance
between fixed and moving parts (electrodes) of the MMS
designed for this purpose changes during movement.
In this case, there is a mutual influence of control and
detection circuits of the useful signal of the sensor.

Theaccuracy of MEMS gyroscope output parameters
is also significantly affected by the signal-to-noise ratio.
Attempts to eliminate this problem by improving the
MMS design lead to contradictions. To increase the
noise immunity of the MMS, it is necessary to increase
the initial capacitance. This leads to an increase in the
area of the electrodes and a decrease in the gap between
them, which results in increased damping of the moving
parts. In order to compensate for this, it is necessary to
perforate the silicon structure of the MMS, which in
turn leads to a decrease in the area of the electrodes and
consequent decrease in the initial capacitance.

Improved MMS parameters can be achieved with the
use of optical technologies to detect micro-movements.
The combined use of MEMS and microoptics can lead
to synergistic effects that can solve many problems.
For example, a microoptoelectromechanical (MOEM)
transducer is a miniaturized device that performs
measurement and subsequent processing of an optical
signal when inertial mass movements occur.

Recently, the optical tunneling effect has been
increasingly used in measuring devices for data
acquisition. This effect is based on the process according
to which light penetrates from an optically denser
medium into an optically less dense medium under
the condition of complete internal reflection from the
interface. In this case, the electromagnetic field appearing
in the optically less dense medium exponentially decays
along the normal to the interface at a distance equal to
the wavelength of the radiation source. Devices based
on the optical tunnel effect have high resolution, low
temperature error, and high noise immunity [49-53].

The principle of operation of the primary transducer
made of fused quartz is based on the dependence of the
light reflection coefficient of the medium-gap-medium
structure on the gap size [54]. The angle of incidence
of light on the boundary between the first medium and
the gap (air) is chosen such that there is a complete
internal reflection at a large gap value. If the gap value
is comparable to the wavelength of radiation, its part
passes (tunnels) through the gap into the second medium
to decrease the reflection coefficient of the medium-gap-
medium structure. Thus, the power of optical radiation
reflected from the medium-gap-medium structure carries
information about the size of the gap and, accordingly,
about the nature of the object motion.

Figure 16 shows the schematic diagram of the MOEM
displacement detector. The main PE of this device is
a thin plate of quartz glass on which a kind of beam is
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cut with the help of a laser. A laser beam is directed to
the end of this plate, which spreads along the plate and
transfers part of its energy to photodetectors installed at
some small distance from the top and bottom of the plate.
Under the action of external forces, the beam bends and
some difference appears between the values of energy
transmitted to the photodetectors as the distance to the
sensors begins to differ (Fig. 17). This difference is what
is used to determine the displacement of the beam [55].

Fig. 16. Basic circuit of the MOEM detector:
(7) photodetector F;; (2) housing cover;
(3) quartz plate (CE); (4) enclosure base;

(6) photodetector F,; (6) laser source [55]

<

Fig. 17. Readings from the CE of the detector [55]

Technologies currently being developed involving
optical processors include those aimed at optical or
photonic computers, hypothetical computing devices in
which calculations are performed by photons emitted by
lasers or light-emitting diodes. Most current research
is aimed at replacing traditional (electronic) computer
components with their optical equivalents. Importantly,
the frequency of a light wave is several orders of
magnitude higher than the frequency of electrical signals
and waves used in silicon technology. Due to the small
wavelength of the light wave, it is possible to process
information at increased speeds.

In most works on optical computing [56-61], the
translation of information into an optical signal is required
to start processing. In the design of the MOEM detector
presented above (Fig. 16), there are two photodetectors
for information acquisition and conversion into an

electrical signal. If the laser radiation is directly sent
to the optical signal receiver of the photonic calculator,
the information about the CE oscillations before the
processing is not transformed in any way, thus obviating
the risk of distortions, which is important for special-
purpose equipment.

The use of segmentoelectrics and segmentoelectric
films is becoming increasingly popular in
microelectronics devices, sensors, actuators, etc. Much
attention is paid to the application of segmentoelectric
structures in MEMS [62—66].

A segnetoelectric device is a crystalline dielectric
having two or more stable (or unstable) states with
different non-zero electric polarization at zero external
influence (electric field, temperature, etc.), which is
termed spontaneous polarization [67].

Theuse of segnetoelectric films in MEMS gyroscopes
for motion detection has a number of advantages over
classical strain-resistive and capacitive methods in terms
of qualitatively expanding the capabilities of sensors.
The threshold sensitivity of dynamic strain sensors based
on segmentoelectric films decreases to (Al/l) =~ 107°. The
use of such devices promises to increase the sensitivity
of sensors by up to two orders of magnitude as compared
to existing analogs. Such generator-type sensors offer
long-term stability and do not require a source of
stabilized voltage.

The creation of such sensors is associated with the
solution of certain technological problems. The first
one consists in a combination of the technology used to
create segmentoelectric films with that used for creating
silicon mechanical structures. To solve the second
problem, it is necessary to develop methods for creating
a stable polarized state in the film [63, 68].

CONCLUSIONS

The ever-increasing demand for the production of
MEMS gyroscopes and other MMSs contributes to the
rapid development of microsystems technology. The entire
process of creating a particular product requires constant
management, not only in terms of design development,
where all input elements must be precisely calculated, but
also in when it comes to tuning and calibration.

An important factor in the production of such devices
is the competent organization of the technological
process of CE creation, which includes the operations
themselves, as well as the selection and operation of
special vacuum equipment.

In spite of all the discussed difficulties, novel types
of MEMS gyroscopes operating on new principles are
constantly appearing. This requires the development of
progressive technologies for their production, as well
as new specialized equipment and methods for their
adjustment.
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Abstract

Objectives. The work set out to study the spectra of the magnetorefractive effect (MRE) in the
cobalt-silicon (Co-Si) nanocomposite, taking into account the contribution of the size effect (SE), and to compare the
results obtained by varying the parameters of the SE. The presented approaches to investigating the magnetooptical
properties of nanocomposites, which are relevant for the practical application of nondestructive testing methods,
have the potential to significantly increase the efficiency of their use in various fields, including spintronics and optics.
Methods. Computer modeling approaches based on the Bruggeman approximation are used to model the examined
structure as a medium with effective properties.

Results. MRE spectra obtained within the framework of the modeling fell within the range of 0.5-3.5 eV. The
modeling was carried out for MRE both with and without taking into account the semiclassical size effect. The resultant
modeling of the spectral dependencies of the MRE is based on the example of a Co-Si nanocomposite at different
cobalt particle sizes and form factors. The influence of size effects on the form of the MRE spectra is confirmed. The
reliability of the methods is confirmed by a comparison of the obtained results with empirical data. The value of the
obtained results consists in the good agreement of all the calculated parameters of the discussed nanocomposite
and the form of the spectral dependencies of the MRE with the results of various experiments.

Conclusions. The confirmation that both the size and form factor of granules have a significant impact on the
appearance of the MRE spectra raises the prospect of developing promising nanocomposite properties at particular
particle sizes. The presented results highlight the possibility of optimizing the material characteristics to improve
sensitivity in magnetic sensors and noncontact devices for studying nanostructures.
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Pe3iome

Llenu. Lienbto paboTbl SBASIETCS UCCNeaoBaHme CNekTpoB MarHutopedpaktneHoro addekra (MP3) B HAaHOKOMMNO3MTax
«kobanbT-kpeMHuin» (Co-Si) ¢ y4eToM BkNaaa pasmepHoro adpdekTa, a Takke CpaBHEHWE MOJIyYEHHbIX Pe3ynbTaToB
npv U3MEHEHUM NapamMeTPOoB pa3MepHoro addekTa. JaHHoe nccnefoBaHne SBASETCS BaXHbIM A1 NPaKTUHECKOro
NpPUMeHeHNs1 6ECKOHTaKTHbIX METOAO0B, T.K. OHO HAMpaB/IEHO HA pPacLUMPEHME NX BO3MOXHOCTEN U CO3AaHNE HOBbIX
MOAX0A0B K HEPa3pyLUAOLLLEMY KOHTPOJIO U UCCNEA0BAHNIO MarHUTOONTUYECKNX CBOMCTB HAHOKOMMO3UTOB, HTO MOXET
3HAYUTENBHO NOBLICUTb 3PPEKTUBHOCTb NX UCMOJSIb30BAHMS B Pa3/INHHbIX 00N1aCTSX, BKIOYAA CMIMHTPOHMKY U ONTUKY.
MeToabl. [TPUMEHANOCH KOMMbIOTEPHOE MOAENIMPOBAHME B paMKax NePCnekTUBHOro Mmetoaa adp@PeKTUBHON cpe-
Obl — NpubdnuxeHus BpyrremaHa, cornacHoO KOTOPOMY Uccneayemas CTPYKTypa 3aMeHsieTcs cpenon ¢ appekTmB-
HbIMW CBOWNCTBaMM.

PesynbTaTthl. B pamkax MogennposaHus nony4veHsl cnektpbl MP3O B ananasoHe 0.5-3.5 aB. MNpu aTom mopenu-
poBaHue npoBoaunocb ansa MP3 6e3 yyeta 1 ¢ y4eTOM KBa3MK1iacCu4eckoro pasdmepHoro adpdekra. KoHeUYHbIM
pes3ynbTaToM CTaso MOAENNPOBaHNE CreKTPabHbIX 3aBnucumocTen MP3 Ha npumepe HaHokomMmno3uTta Co-Si npu
pas3nuyHbIX 3Ha4YeHUsIX pasmepa HacTtul, u dopm-dakTopa kobanbta. lNMNokaszaHo BAUSHME pPa3MepPHbIX 9PPEKTOB
Ha BuA cnekTpoB MP3. [JOCTOBEPHOCTb METOAMK XOPOLLO MOATBEPXKAAETCS CPABHEHUEM MOJIyYEHHbIX pe3yfbTa-
TOB C AMMNUPUYECKUMU AAHHBIMU, @ LLEHHOCTb MOJTyYEHHbIX pe3y/ibTaToB 00YCOBIEHA TEM, YTO BCE PACCHUTAHHbIE
napameTpbl 06CyXaaemMoro HaHOKOMMNo3uTa U popma cnekTpasbHbIX 3aBMcMMocTern MP3O xopoLlo cornacytoTcs
C pesynbratamMmum PasnnyHbIX 3KCNEPUMEHTOB.

BbiBOoAgbl. B pamkax MogenmpoBaHma rnokasaHo, YTO y4eT pa3mepoB U popM-dakTopa rpaHys okadbiBaeT 3HAYU-
TeNbHOE BNMSHME Ha BUA, cnekTpoB MPJ, neMOoHCTpUpys NepCrnekTBHbIE CBOMCTBA HAHOKOMMNO3MTA Mpu onpe-
LeNeHHbIX pasMepax Yactul,. lNMpeacTaBneHHble pe3dyfbTaTbl NOAYEPKMBAIOT BO3MOXHOCTb ONTUMM3ALINN Xapak-
TEPUCTUK MaTepuana oas ynyyeHmus YyBCTBUTENbHOCTU B MAarHUTHbIX CEHCOPax U YCTPOMCTBAxX GE@CKOHTAKTHOrO
nccneaoBaHns HAHOCTPYKTYP.

KnioueBble cnoBa: HaHOKOMMNO3UTbI, TeOPUa IPDEKTUBHON Ccpenpbl, MarHNTopedpakTnBHbIN addekT, deppo-
MarHeTuK, pasmepHble 3deKThbI
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MpospayHocTb hMHAHCOBOWM AeATENbHOCTU: ABTOPbI HE UMEIOT PUHAHCOBOM 3aMHTEPECOBAHHOCTN B MPEACTaB/IEH-

HbIX MaTtepuanax niam MetToaax.

ABTOpPbI 3a9BASIOT 06 OTCYTCTBUM KOHMIMKTA MHTEPECOB.

INTRODUCTION

Investigating the magnetorefractive effect (MRE) in
cobalt—silicon (Co—Si) nanocomposites is an important
factor in the development of advanced magnetic and
optical devices. Understanding the contribution of the
size effect to this phenomenon is crucial for elucidating
the magnetic and optical properties of nanomaterials,
thus expanding the possibilities for various kinds of
noncontact research [1-3].

Significant changes in the physicochemical properties
of nanocomposites as the result of decreased grain size can
include significant improvements in MRE functionality. In
this connection, Co—Si nanocomposites are of particular
interest due to their unique magneto-optical properties.
A deeper understanding of the mechanisms governing
the interaction between the light and the magnetic field
in such systems can be achieved by modeling the MRE
taking into account the size effect [4, 5].

Thus, taking into account the possible significant
enhancement of practically important effects such as
magnetoresistance, quantum Hall effects, MRE and
many others, investigation of the properties of promising
nanostructures represents an urgent task [6]. Co—Si
nanocomposite materials provide an interesting example
of'a nanostructure; by modeling the observed optical and
magneto-optical effects represents a useful noncontact
and nondestructive approach to estimating characteristic
parameters of the studied samples [7, 8].

MATHEMATICAL MODEL
AND CALCULATION METHODS

In the paper, a mathematical model based on
the effective medium theory is developed to analyze
the MRE in composite materials containing cobalt
nanoparticles in a silicon matrix. The main purpose of
the calculation is to investigate the influence of the size
effect and particle form factor on the MRE spectra.

The magnetorefractive effect describes the effect of
the magnetic field on the complex refractive index of the
nanocomposite, which is expressed by the change in the
dielectric permittivity eunderthe magnetic field [9]. Inthis
study, the effective medium approximation (EMA) using
the Bruggeman model is chosen to calculate the effective
permittivity e¥MA using the Co—Si nanocomposite as an

example. The volume fraction of metallic particles (Co)
in this structure is X = 0.5.

The calculation is carried out for particles with
diameters ranging from 2 to 8§ nm with different values
of the form factor L in order to study the effect of varying
the particle size and shape on the MRE spectra.

The magnetorefractive effect is calculated as
the change in the reflection coefficient R of the
nanocomposite [10]:

AR _ o AP
== R)(pk[

3n? —k% -1 W
2 +k2)(A-n)? +k2) |/

Ap . .
where 2P is the magnetoresistance; k, n are the

extinction and refraction coefficients, respectively.

The key parameters of the model are the diagonal
and non-diagonal complex components of the dielectric
permittivity tensor (DPT):

Y=Y~ i"/za €=¢8y — ig()za ()

where ¢, and vy, are the real parts of the diagonal and
non-diagonal DPT components; ¢g,, and y, are the
imaginary parts of the DPT components, respectively.

These parameters depend on quasi-classical
size effects, which are considered in the paper as
a contribution of particle shape and size as captured by
the MRE spectral dependence.

The size effect is accounted for by additive terms in the
diagonal and non-diagonal components of the DPT based
on the Drude—Lorentz model. The dielectric permittivity
and the absorption coefficient of the particles are calculated
with respect to the free path time T and the concentration of
the particles. The effective medium theory [11] is optimal
for describing the spectral dependencies of nanostructures
and nanocomposites in particular. The effective medium
is described by Bruggeman’s equation, which takes into
account the contribution of the magnetic component of
the material, the volume concentration of cobalt, and the
shape of the nanoparticles:

€ — ¢EMA

X +
cEMA L(g, _SEMA)

€y — SEMA (3)

+(1-X =0,
( )SEMA + L(g, —gEMA)
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where g, and ¢, are the dielectric permittivities of the
medium components, while L is the form factor of the
medium particles.

The size effects are taken into account by varying the
particle form factors L and by additives in the diagonal
and non-diagonal DPT components of the nanocomposite
ferromagnetic component. This is related to electron
scattering on the granule surfaces. Finally, given the
size effect contribution to the DPT, the DPT complex
components g, and y,_ . are expressed as follows,
according to the Drude—Lorentz model [11, 12]:

2 2

() ()

P _ p
o(+i/ty,) oo+i/t

€mod = €Co + ’
o
“4)

T 2
4n6§y /1 ar

Ymod = YCo T . - . >
O(O+i/Tyy)?  oO+i/Ty)?

where g~ and y., are the diagonal and non-diagonal
components of the ferromagnetic DPT (here cobalt); o, is the
plasma frequency; o is the electromagnetic wave frequency;
ootk = AnM Ry / PRun 0% =4nM R,/ pZ s M is
the saturation magnetization of the ferromagnet; R, ;, and R or
are the extraordinary Hall effect coefficients of the bulk and
granules, respectively; p,, , and p o AC the specific resistances
of the bulk and granules, respectively; T, ., Ty are the electron
mean free times in the bulk and granules, respectively.

The size effect is evident in both the extraordinary
Hall effect parameter and the resistivity:

l l
Ry = Ry + 0.2R—(1 + —J, (5)
To o
[
Por = Ppuik | 1+ |5 (6)
o

where R is the value of the extraordinary Hall effect
parameter of the surface material of the granules, 7 is
the particle size of the nanocomposite, and / is the
electron mean free path.

MODELING RESULTS

After obtaining the values of the MRE parameter
(AR/R) ignoring the size effect by equations (1)—(3)
within the framework of the promising method of the
effective medium-Bruggeman approximation, the
influence of the quasi-classical size effect on the spectra
at different particle shape L (form factor) and cobalt
particle diameter d is analyzed. A nanocomposite with
cobalt volume fraction X = 0.5 is selected as the sample.
This choice is determined by the proximity to the

percolation threshold, which can significantly modify
and amplify the physical effects.

As shown in Fig. 1, the most significant change in
MRE observed in the nearest infrared (IR) region of the
spectrum taking the size effect and particle diameter
d = 2 nm into account is due to intra-band transitions.
According to Fig. 2, the size effect contribution becomes
noticeable only from 4 nm granule size.

In Fig. 3, the quasi-classical size effect is
considered for different particle form factors. The
highest effect enhancement corresponds to L = 0.2.
The obtained order of magnitude results, which are in
good agreement with the known experimental data for
nanocomposites (e.g. [3, 4]), show a general trend of
MRE enhancement with decreasing particle size and
form factor.

0.35 | - Without SE contribution
-9-d=2nm
whee d=8nNmM 7

AR/R

0.5 1.0 1.5 2.0 2.5 3.0 3.5
Energy, eV

Fig. 1. MRE as a function of the incident electromagnetic
wave energy without (solid line) and with the contribution
of the size effect for Co particle sizes of d = 2 nm (dots)
and d = 8 (dashed line) nm

0.40
—o—d=2nm
0.354 |——d=4nm |
--a-d=6nm
0.304 |-o- d=8nm
© 0251 i
o
< 0.20- |
0.154
0.104. b
\;P;@/
0.05-A’,’¢r

05 10 15 20 25 30 35
Energy, eV

Fig. 2. MRE as a function of the incident electromagnetic
wave energy considering the size effect contribution
for the Co-Si nanocomposite at different particle
diametersd =2, 4, 6, and 8 nm
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Energy, eV

Fig. 3. MRE as a function of the incident electromagnetic
wave energy considering the size effect contribution
for the Co—Si nanocomposite at L =0.2, 0.33, 0.4, and 0.6

The results open the prospect for a wide range of
promising applications of nanocomposites in modern
electronics based on the optical, magneto-optical,
galvanomagnetic and other effects observed in the
discussed nanostructures [13—15].

CONCLUSIONS

contribution of the size effect into account. In
addition to the quasi-classical size effect, the results
confirm the importance of considering the particle
form factor contribution to the MRE spectral
dependencies. All results are within the order of
magnitude consistent with known data for similar
nanostructures.

The results can be used to extend the possibilities
of noncontact research methods and develop highly
sensitive sensors and memory systems based on
a wide range of nanostructures, such as the Co-Si
nanocomposite.
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