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Abstract

Objectives. In contemporary software development practice, version control systems are often used to manage
the development process. Such systems allow developers to track changes in the codebase and convey the context
of these changes through commit messages. The use of such messages to provide relevant and high-quality
descriptions of the changes generally requires a high level of competence and time commitment from the developer.
However, modern machine learning methods can enable the automation of this task. Therefore, the work sets out
to provide a statistical and comparative analysis of the collected data sample with sets of changes in the program
code and their descriptions in natural language.

Methods. In this study, a comprehensive approach was used, including data collection from popular GitHub
repositories, preliminary data processing and filtering, as well as statistical analysis and natural language processing
method (text vectorization). Cosine similarity was used as a means of assessing the semantic proximity between the
first sentence and the full text of commit messages.

Results. Acomprehensive study of the structure and quality of commit messages encompassed data collection from
GitHub repositories and preliminary data cleansing. The research involved text vectorization of commit messages and
evaluation of semantic similarity between the first sentences and full texts of messages using cosine similarity. The
comparative analysis of message quality in the collected dataset and several analogous datasets used classification
based on the CodeBERT model.

Conclusions. The analysis revealed a low level of cosine similarity (0.0969) between the first sentences and full
texts of commit messages, indicating a weak semantic relationship between them and refuting the hypothesis that
first sentences serve as summaries of message content. The low proportion of empty messages in the collected
dataset at 0.0007% was significantly lower than expected, indicating high-quality data collection. The results
of classification analysis showed that the proportion of messages categorized as “poor” in the collected dataset was
16.82%, substantially lower than comparable figures in other datasets, where this percentage ranged from 34.75%
to 54.26%. This fact underscores the high quality of the collected dataset and its suitability for further application
in automatic commit message generation systems.

Keywords: commit message generation, version control systems, description of changes in software code, cosine
similarity, data filtering, text vectorization, dataset, machine learning
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Pesiome

Llenu. ina ynpasneHns NpoLeccomM pa3paboTkn COBPEMEHHOro NporpaMMHOro obecneyeHns Hepeako NprUMeHs-
I0TCS CUCTEMBI KOHTPOJIS BEPCUI, KOTOPbIE MO3BOMSIOT GUKCMPOBATb UBMEHEHMS B MPOrpaMMHOM KOAE 1 nepeja-
BaTb KOHTEKCT 3TUX U3MEHEHN MPu NOMOLLIY COOBLLEHWIA KOMMUTOB. PenieBaHTHOE 1 KaueCTBEeHHOe OnvcaHne BHe-
CEeHHbIX U3MEHEeHWI NpX NOMOLLM Takmnx coobLLeHWI TpebyeT OT pa3paboTymka BbICOKOM KOMMNETEHLNN 1 BPEMEHN,
HO COBpPEeMeHHbIe MeToAbl MalUMHHOro 00y4YeHns NO3BONAIOT pellaTb 3Ty 3a4ady aBToMaTniecku. Lienbio paboThl
SIBNSIETCS CTAaTUCTUYECKNIA M CPABHUTENbHbIN aHann3 cobpaHHON BbIBOPKM AaHHbLIX C HAbopamMu N3MEHEHWI B MPO-
rPaMMHOM KOAE W UX ONMMCaHNSMN HA ECTECTBEHHOM SA3bIKE.

MeTopabl. B nccnenoBaHnm MCNonb30BaH KOMIMEKCHbI NMoaxon, BkoHalowmii cOop AaHHbIX C MOMysipHbIX pe-
nosutopues Ha GitHub, npeaBaputensHyio 06paboTky 1 GULTPALMIO AAHHBIX, @ TaKXKe CTaTUCTUYECKUIA aHanu3
1 MmeTon, 06paboTky eCTECTBEHHOIO si3blka (BEKTOPM3aLLMs TEKCTA). NS OLLEHKM CEMaHTMYECKON 6IM30CTU MeXay
nepBbIM NPeaIoXeHNEM U MOJIHbIM TEKCTOM COOOLLEHNIT KOMMUTOB OblfI0 MCMOJIb30BAHO KOCMHYCHOE CXOACTBO.
PesynbTathl. [IpoBeaeHoO nccnenoBaHMe CTPYKTYPbI U KayecTBa COOOLLEHNIT KOMMUTOB, BK/TlOYatoLLLee cOop AaH-
HbIX 13 peno3uTtopues GitHub 1 nx npeaBapuTensHyto o4ncTky. OcyLecTBeHa BEKTOPU3aumns TeKCTa COOOLLEHNIA
KOMMUTOB M OLEHKA CEMaHTUYeCKOo BIM30CTN MexXay NepBbIMM NPEaIOKEHNSIMIN U MOSTHbIMY TeKCTamMu coobLLe-
HWIA C UCMOJIb30BAHNEM KOCMHYCHOIO CXOACTBA. BbINOMHEH CpaBHUTENbHbIN aHanu3 kayectsa CooOLEeHMIn B CO-
OpaHHOM JaTaceTe M B HECKOJIbKMX aHaNIorMyHbIX Habopax AaHHbIX C MOMOLLBIO KlaccudurKaumm npy nomMoLy Mo-
nenv CodeBERT.

BbiBoAbl. [1pOBEOEHHBIN aHANN3 BbISBUI HU3KMUIA YPOBEHb KOCMHYCHOIMO CXOACTBA MEXAY NepBbIMU MPeaioXeHN-
SAMU U NMOJIHBIMU TeKCTaMmn coobuieHnin kommuToB (0.0969), 4To cBMaeTeNbCTBYET O cabol ceMaHTUYEeCKOW CBS-
31 MexXAay HMMKW 1 onpoBepraeT rmnoTedy 0 TOM, YTO NepBble NPeasoXeHUs BbICTynaloT B kayecTBe 00006LLeHNs
copepXxaHus coobueHui. MpoueHTHas Oons NycTbiXx coobLeHni B cobpaHHOM Habope AaHHbIX CocTaBuia Nullb
0.0007%, 4TO CYyLLECTBEHHO HMXE 0XMOAEMOro 3Ha4YeHMs U yKa3blBaeT Ha BbICOKOE Ka4ecTBO COOPaHHbIX AaHHbIX.
KnaccundurkaumoHHbIi aHanmM3 nokasas, YTo A0St COOOLLEHUN, OTHECEHHbIX K KaTeropun «MaoXmx», B COOpaHHOM
natacete coctaBnsieT 16.82%, 4TO 3HAYNTENIbHO HUXE aHaNOrMYHbIX Noka3aTeniein B ApYyrnx conocTaBMMbIX Habo-
pax OaHHbIX, rae 3TOT NPOUEHT BapbupyeTcs oT 34.75% 00 54.26%. JaHHbin hakT nogyepkmBaeT BbICOKOE Kaye-
CTBO cobpaHHOro Habopa AaHHbIX U ero afekBaTHOCTb AJ1s AafibHellero NpMMeHeHns B cucTeMax aBToMatmye-
CKOIi reHepaunmn coobLLEHN KOMMUTOB.

Kniouesble cnoga: reHepauunsa coobLLeHuin KOMMMUTOB, CUCTEMbI KOHTPOA Bepcvu7|, onMcaHne U3MEHEHNN B npo-
rpaMmmMHOM Koae, KOCMHYCHO€Ee CXoaCTBO, CDI/IJ'IpraLI,I/Iﬂ AaHHbIX, BEKTOPU3auund TekcTta, gartaceT, MallnHHoe 06yqu|/|e

Russian Technological Journal. 2025;13(2):7-17


mailto:kosyanenko.edu@gmail.com
https://doi.org/10.32362/2500-316X-2025-13-2-7-17
https://elibrary.ru/OQUHWL
https://elibrary.ru/OQUHWL

Dataset collection for automatic generation
of commit messages

Ivan A. Kosyanenko,
Roman G. Bolbakov

* Moctynuna: 01.03.2024 » flopa6oTaHa: 22.07.2024 ¢ MpuHaTa k ony6nukoeaHuio: 06.02.2025

Ona uutupoBaHusa: KocbsiHeHko U.A., Bonbakos P.I'. C6op v aHanM3 gataceTa nis 3agayqn aBTOMaTMYECKON reHe-
paumn cooblieHnin kommnToB. Russian Technological Journal. 2025;13(2):7-17. https://doi.org/10.32362/2500-

316X-2025-13-2-7-17, https://elibrary.ru/OQUHWL

npOSpa'-IHOCTI: cbvmaucoaoﬁ AeaTesibHOCTU: ABTOpr He NMetoT d)IAHaHCOBOP’I 3anHTEepPeCOBaHHOCTW B nNpeacTaBieH-

HbIX MaTepunanax nnm MmetTogax.

ABTOPbI 3a9BNSIOT 06 OTCYTCTBUM KOHGMIMKTA MHTEPECOB.

Glossary

Dataset—collection (set) of data that is usually processed and analyzed as a whole. In the context of machine
learning, datasets usually contain examples used to train a model.

Commit (in the context of version control systems)—record of a specific set of changes to code. Each commit is
usually accompanied by a message that describes the changes made.

INTRODUCTION

Version control systems, which play a key role
in modern software development, allow developers
to track and manage changes to code as a means of
ensuring effective collaboration and improving product
quality. One of the main elements of version control
systems are commits, i.e., records of every significant
change made to the code base. The important role
played by commit messages consists in the context
they provide for each change, helping other developers
to understand what was done and why. For example,
commit messages can be used to detect vulnerabilities
in a software product.!

However, writing effective commit messages
represents a difficult task requiring time and effort. As
well as describing changes in program code, a good
message should explain the reason for the change [1];
moreover, according to many recommendations, it
should not exceed 30 words (lexemes, tokens).

Although several approaches have been proposed
for the automatic generation of commit messages [2],
studies show that about 50% of messages generated by
automatic generation tools turn out to be irrelevant or
incorrect [3].

The present work focuses on the collection and
analysis of training data for an automatic commit
message algorithm. Representing one of the most
important factors affecting the quality and efficiency of
machine learning models [4], a training dataset comprises
a collection of examples that are used to train and test
the model, as well as to evaluate its generalization
ability. The quality of a training dataset depends on its
size, diversity, representativeness, purity, and relevance

U Wan L. Automated vulnerability detection system based
on commit messages: Master’s Thesis. Singapore: Nanyang
Technological University, 2019. 123 p.

to the machine learning task. A poor quality dataset can
lead to a number of problems during model training,
including overtraining [5], undertraining, high bias,
and variance. This, in turn, can reduce the accuracy
and completeness of the model predictions. Hence, the
generation and optimization of the training dataset are
critical steps in the machine learning process, requiring
detailed analysis, training and data cleaning to ensure
the quality and efficiency of the model.

1. THEORETICAL BACKGROUND
AND REVIEW OF EXISTING DATASETS

1.1. Importance of dataset
in machine learning tasks

In 2001, researchers from Microsoft noted [6] that,
despite the availability of extensive text corpora on the
Internet, natural language processing experts continued
to use relatively small datasets (up to 1 million words) to
train models, which were mainly focused on optimizing
algorithms. Their work emphasizes that different
algorithms, including simple ones, demonstrate similar
high performance in the task of eliminating language
ambiguity given sufficient data. In the experiments, four
algorithms were trained on data with a one-word context
window, gradually increasing the sample sizes. The
results of the study are shown in Fig. 1.

In the experiments, the authors studied:

e a memory-based algorithm that stores and uses
previous information for decision making;

e a winnow algorithm that applies techniques to
discard unnecessary data or noise to improve model
quality;

e a perceptron, representing the simplest model of
a neural network used for binary classification;

e a naive Bayesian classifier based on the application
of Bayes’ theorem with the assumption of feature
independence.

Russian Technological Journal. 2025;13(2):7-17
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Fig. 1. Experimental results for increasing the size
of the training corpus of text [6]

The results of the experiments show that the
accuracy of the considered machine learning
algorithms increases significantly as the data set
increases. Notably, while the algorithms demonstrate
varying accuracy on small amounts of data (less than
1 million words), as the amount of data increases, the
differences between them become less significant. The
authors noted that their results suggest that the trade-off
between spending resources on algorithm development
and on the aggregate development of the text corpus
(dataset for model training) should be reconsidered.

The idea that data is more important than
algorithms for complex tasks was popularized by
Peter Norvig and other researchers from Google [7].
Conversely, expert judgment for data partitioning is
often difficult and slow due to inconsistency in the
estimates. The authors of the article conclude that
useful semantic relations can be obtained by statistical
methods relying on large volumes of unlabeled data
used for text processing.

In the task of automatic generation of commit
messages, the training sample plays a key role, since the
quality and volume of data directly affect the model’s
ability to interpret and describe changes in the code.
A large and diverse dataset containing examples of
commits from different projects and written by different
developers can improve a model’s ability to generalize
and adapt to new data.

Thus, when solving the problem of automatic
commit message generation, it is necessary to pay
due attention to the collection and preparation of the
training data set, which will increase the efficiency and
accuracy of the model, as well as its practical value for
developers.

1.2. Overview of the existing datasets

Let us proceed to review existing datasets with
commit messages [8]:

e CommitGen is one of the first commit datasets [9]
collected from thousands of the most popular Java
projects. Commits that do not carry meaningful load
for message generation (e.g., rollback and merge) are
excluded from the dataset. We also applied the Verb-
Direct Object (V-DO) filter based on morphological
analysis, which showed that messages often start
with a verb followed by a direct complement [10].
As a result, the dataset contains 537000 labeled diff
files.

e NNGen [3] improves the CommitGen by removing
“noisy” data (16% of the original set).

e CoDiSum [11] is based on CommitGen, restricted
to .java files and cleaned of special characters.

e PtrGen [12] includes 32663 <code:message> pairs
from 2081 highly-valued Java projects, with special
characters replaced by tokens.

e MultiLang [13] is a multi-language set of three
popular repositories for Python, Java, JavaScript,
and C++.

e ATOM [14] contains 197968 records after filtering
noisy messages and commits without code changes
from 56 most popular Java projects.

e CommitChronicle [15] is the largest commit dataset
(as of July 2024), containing 10.7 mln commits for
20 different programming languages.

A key problem with many datasets is the focus on
Java, which limits the applicability of a potential tool
for automatically generating commit messages. To solve
this problem, a dataset should be assembled that enables
the generation tool to work with as many programming
languages as possible and contain information about the
relationships between code changes and the messages to
them.

Each dataset has its own characteristics and
limitations, while the selection of an appropriate dataset
depends on the specific objectives and requirements of
the study.

In the study [9], the authors note that approximately
14% of commit messages are empty. If true, such
a fact serves as one of the justifications for the need
of a commit message generation tool. Verifying this
information is thus one of the research questions of the
present work.

B1: What share of commit messages in the sample
is empty?

Hypothesis B1: approximately 14% of the commit
messages in the dataset under study are empty messages.

The result of hypothesis testing is presented in
Paragraph 3.2.
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2. METHODOLOGICAL BASIS
2.1. Dataset collection planning

In order to overcome the limitations on the number
of programming languages in the datasets, it is necessary
to define a list of relevant languages before the data
collection process. The generated dataset should contain
changes in program code written in languages from the
selected set. Thus, a model trained on such a dataset will
be able to generalize syntactic and semantic features of
the selected languages and synthesize descriptions of
changes in natural language on this basis. The relevance
of program languages can be assessed on the basis of
statistical studies.?

Since the choice of data sources directly affects
the quality of the final dataset, the selection of donor
repositories was done manually. Sources were selected
based on the popularity of the repository as assessed by
approval ratings from users on the GitHub? platform.
However, a significant portion of popular repositories
consisted of tutorials, which were excluded from the list
of sources. The final list of repositories can be found in
the online appendix to this article.*

Based on the specifics of the task, it was decided
to extract the following features from each donor
repository (Table 1):

Table 1. Attribute description

Attribute Description
hash Commit hash. It is generated by the version
control system and serves as a change identifier
The identifier of the author of the message.
May be required to form a more generalized
author

sample, where the style of a particular
author will not be predominant

commiter_date | Date and time of the commit

timezone Author’s timezone
parents List of parent commits
Commit message. Description of changes
message .
in natural language
Programming language. The main language
language g 1g languag guag
of the repository
changes List of changes made in the commit

2 Most used programming languages among developers
worldwide as of 2023. Statista. https://www.statista.com/
statistics/793628/worldwide-developer-survey-most-used-
languages/. Accessed October 10, 2023.

3 https:/github.com/. Accessed October 10, 2023.

4 Online appendix to the article. https:/gist.github.com/
Malomalsky/a243e43c00adb56fd11¢19242a239275.  Accessed
February 06, 2025.

Two attributes—changes and message (natural
language description)—are directly fed to the input
of the commit message generation model. The other
attributes, which are of a service nature, will be applied
at the stage of filtering the collected data.

2.2. Methods and procedure
for cleaning the dataset

In order for a dataset to be suitable for use in machine
learning algorithms, it must be prepared. Preparation
means filtering the data, cleaning it, and developing
new features if required. The quality of the dataset—and
consequently of the models that are trained on it—will
depend on the above step.

The very first datasets of commit messages
contained a large number of messages generated by
“bots”—utilities that capture changes in the code
repository and add trivial natural language descriptions
to them [9]. Such messages could describe the changes
made (answering the question “what was changed?”),
but fail to provide enough context for making these
changes (in other words, did not answer the question
“why were the changes made?”) [1]. Consequently,
the number of such messages should be minimized in
a high-quality dataset.

Formally speaking, one of the necessary
procedures for cleaning the collected data should
be the classification of messages into “natural” and
“generated” and filtering of the latter. This task can be
solved using the pattern matching method [16]—the
author’s name of an automatically generated message
contains the token “[bot]”. Thus, in most cases,
a record with such a template in the author attribute
can be classified as generated and deleted within the
filtering process.

In addition to generated messages, trivial messages
must also be filtered. According to the taxonomy of
commit messages [ 1], these include messages generated
by the git version control system itself (messages about
merging branches in the repository) and duplicate
messages—messages describing the content of changes
that can be easily deduced from differences in the code
(Update readme.md, Add <file name>). To classify and
filter such messages, we can use regular expressions [17]
by composing templates of trivial messages using the
regular expression syntax.

One popular filter for datasets for the task of
automatically generating commit messages is the
V-DO filter, which emerged from the observation
that about half of the commit messages correspond
to the structure ‘verb followed by an object’ [10]. We
can formally describe the V-DO filter in the form of
a function:
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object),

1, 3i: (w;,verb and w. ,,
Sm ={ o " (1)

0, in any other case.

where m is the commit message, w; is the ith word in
the message m, and f(m) is the result of the filtering.
If fim) = 1, the commit message passes through the
filter, otherwise it does not.

Suppose we have a commit message Minor changes
to the database schema. The V-DO filter will not pass this
message because it does not start with a verb followed by
a direct object. However, the commit message Modified
database schema will be skipped by the V-DO filter
because it matches the following pattern.

One important filter is the limit on the number of
tokens (length) in a commit message [8]. An informative
and relevant message should be neither too short nor too
long. Most of the researchers [10-12] filtered the dataset
by a maximum length of 30 tokens, although more recent
work [15] focused on the range of 5 to 600 tokens in
a message. In most cases, five tokens are insufficient to
describe the changes made in a relevant way; conversely,
leaving excessively long messages (more than 600 tokens)
in the set may increase the disk space occupied by the set
and the computational complexity to process it.

Some studies suggest leaving only the first sentence
from a commit message [13] on the basis that the first
sentence is often a generalization of the whole message.
Such a filter would reduce the amount of disk space
occupied by the dataset, but also potentially lead to the loss
of important semantic information. Testing this hypothesis
is another of the research questions of the work.

B2: do the first sentences in commit messages
summarize the whole message?

Hypothesis B2: the first sentences in commit
messages are a summary of the whole message.

The methods for verifying this hypothesis are
outlined in paragraph 1.3; the result of the test is
presented in paragraph 2.3.

2.3. Methods for checking semantic proximity
of two text sequences

In the field of natural language processing, the cosine
similarity measure [18, 19] is used to test the semantic
proximity of two text sequences. Formally, cosine similarity
reflects the cosine of the angle between vectors of the pre-
Hilbert space and can be expressed as the formula:

ab _ 24
Iy ’
Il el fxr e [y

where a; and b; are the corresponding elements of the
vectors a and b.

similarity =

2

The range of the measure is from 0 to 1; if the measure
is 0, then the vectors of the two sequences are orthogonal
and far apart semantically. If the measure is 1, then the
two text sequences have close semantic meaning.

It is also worth mentioning the methods of mapping
symbolic sequences into vector (pre-Hilbert) space. In
order to compute a measure on the collected data and
test hypothesis B2, commit messages and their first
sentences must be transformed into numerical vectors
of the same dimensionality. Such a text vectorization
process involves the conversion of text into numerical
vectors that not only can be used by machine algorithms,
but also reflect the semantics of the text due to the
principle of distributive semantics.

One method of such vectorization is vectorization by
hashing [20]. This tool applies a hash function to words
and converts them into numeric indices in vector space,
while preserving semantic relations between words.

3. RESULTS
3.1. Data collection process

The data was collected during the period from
15/10/2023 to 25/11/2023. The data source was the online
GitHub service. The raw dataset contains 3141212 records
and occupies 73 Gb of disk space. The distribution of
records by programming languages is presented in Table 2.

Table 2. Distribution of the records by programming
language

Language Number of records in the collected dataset
C 932003
Ruby 253331
TypeScript 251127
C++ 251125
Rust 211660
Python 209374
Java 141024
Go 140211
JavaScript 121610
C# 107960
Scala 86929
Dart 86532
Kotlin 81183
Lua 61622
PHP 61399
Groovy 50647
Shell 45687
R 22190
Swift 14396
Objective-C 11200
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It is worth noting that the number of records for
the different programming languages was not evenly
distributed. If required, it would be appropriate to sample
evenly from this set.

3.2. Analyzing and cleaning the collected data

The number of records comprised of empty messages
in the collected dataset is 22, which is approximately
0.0007% of the total number of all records. The records
with empty messages were removed from the dataset. In
this connection, it is important to clarify that the data was
collected from the most popular repositories, which are
often owned by technology companies. Thus, this figure
may not reflect the actual statistics on empty messages.

Hypothesis B1, that “approximately 14% of the
commit messages in the dataset under study are empty
messages,” was not confirmed.

In the collected dataset, 2952077 messages do not
match the V-DO filter, i.e., approximately 94%. Since
its application would have resulted in a significant
reduction in the size of the dataset, and along with it the
useful dependencies between code changes and natural
language, the decision was taken not to apply this filter.

In the unfiltered collected dataset, the maximum
commit message length is 68529. This is a clear statistical
outlier that can negatively affect the algorithm [21].

After removing empty messages, the following
statistics were calculated for the number of tokens in
commit messages (Table 3):

Table 3. Statistical indicators on the number of tokens
in commit messages

Statistical indicators Value
Number of records (count) 3141186
Mean value (mean) 52.19
Standard deviation (std) 129.61
Minimum (min) 1
25th percentile 10
Median (50th percentile) 42
75th percentile 174
Maximum (max) 68529

The standard deviation (approximately 129.61) is
quite large, indicating a significant diversity in message
length. The maximum value (68529) is much larger
than the 75th percentile (174), indicating that there are
outliers with a very large number of tokens.

In order to reduce the impact of outliers, it was
decided to keep in the set only those records with the
number of tokens in the range from 5 to 600 (inclusive).
This filter reduced the number of records in the set

to 2761945 or by 12.07%. Figure 2 presents a one-
dimensional box plot showing the distribution of the
number of tokens in commit messages in the collected
dataset.

0 100 200 300 400 500 600
Number of tokens

Fig. 2. Distribution of the number of tokens
in the commit messages

While the bulk of the data is between 5 and
100 tokens, significant outliers are also visible, indicating
a large number of messages with higher token counts.

Regular expressions were applied to filter trivial and
generated messages. Keywords from CI-CD utilities
were used as templates, e.g., bump version to. In addition,
non-ASCII characters [9] and records with [bot] token in
the author sign were removed. As a result of applying
this filter, 185540 messages generated by automatic
utilities were identified. After applying the filter, the
number of records in the set amounted to 2576405.

3.3. Evaluating the semantic proximity of the first
sentence and the whole commit message

After filtering, the hypothesis [13] that the first
sentence in a commit message is a generalization of the
whole message was tested.

In order to conduct experiments to test this
hypothesis, a new feature (a column in the dataset)
was created, then the first sentences and whole
messages were mapped into numerical vectors using
the HashingVectorizer utility from the scikit-learn
library with a dimensionality of 1048576. Thus, the
first sentences and whole messages were converted
into vectors consisting of 1048576 numbers each. The
program code for implementing the experiment is
available in the online supplement to the article.’

The mean value of cosine similarity across all
commit messages was 0.0969. This value reflects the
degree of semantic proximity between the first sentence
and the full text of commit messages. The relatively

5 Online appendix to the article. https://gist.github.com/
Malomalsky/a243e43c00adb56fd11¢19242a239275.  Accessed
February 06, 2025.
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low mean cosine similarity value may indicate that the
first sentence often contains unique information that is
not fully repeated in the rest of the message. For the
purposes of this study, it was decided not to reduce the
commit messages in the dataset to the first sentence.

Hypothesis B2, that “the first sentences in commit
messages are a summary of the whole message,” was
not confirmed.

It is important to note that the cosine similarity
procedure only measures the angle between vectors, not
their length. This means that cosine similarity does not
take into account the amount of information contained
in commit messages. More sophisticated methods may
be required to analyze the structure of commit messages
in more depth.

3.4. Characteristics of the final dataset
and its comparison with analogues

The cleaned dataset is available in the online
appendix to the paper. The number of records in the
dataset as a result of filtering was 2576405. The dataset
contains change pairs for 20 programming languages
thus extending the scope of a potential commit
message generation model to be trained on the dataset.
Automatically generated messages, along with trivial
and empty messages, were removed from the dataset
during the filtering phase.

In order to validate the quality of the dataset,
a comparative analysis was performed on the collected
dataset and the datasets mentioned earlier. A classification
methodology using a pre-trained commit-message-
quality-codebert® neural network was used to perform
a comparative analysis of the quality of the commit
messages in the proposed dataset. This model, based on
the CodeBERT architecture [22], was pre-trained [23]
for the task of classifying commit-message quality based
on the previously mentioned message taxonomy [1].

Table 4. Results of comparative dataset analysis

According to this taxonomy, a message is “bad” that
does not answer the questions ‘Why were the changes
made?’ and ‘What changed?’, i.e., does not convey the
context of the changes made.

The methodological procedure for the analysis
included data preprocessing, which involved normalizing
the text (lower case) and removing uninformative
characters. Commit messages from the collected dataset
and from other datasets available for comparison were
then passed through a neural network for automatic
classification based on the assigned “good” and “bad”
labels. The classification results for each of the datasets
are presented in Table 4.

From an analysis of the comparison results, the
proportion of “bad” messages in the collected dataset
was 16.82%, which is significantly lower than the other
datasets.

CONCLUSIONS

The study collected an extensive multi-lingual
dataset containing changes in program code, their natural
language descriptions, and additional meta-information
important in the context of filtering and cleaning the
dataset. The dataset cleaned of generated and trivialized
messages is hosted on the HuggingFace data hosting
service.’

As part of the study, two hypotheses were proposed
based on earlier work on the research topic. Hypothesis B1
was that approximately 14% of the commit messages in
the studied dataset are likely to empty. However, when
analyzing the collected data, it was found that only
0.0007% of the commit messages in the study sample are
empty, which is much less than the expected value. Thus,
hypothesis B1 was not confirmed during the study.

Hypothesis B2 was that the first sentences in the
commit messages are a generalization of the whole
message. To test this hypothesis, we vectorized the text

Dataset name Total records Classified as “good” Classified as “bad” Share of “bad” records, %
Collected dataset 2576405 2143000 433405 16.82
NNGen 27144 12415 14729 54.26
CoDiSum 90661 56305 34356 37.90
PtrGen 32663 16826 15837 48.49
MultiLang 126928 82819 44109 34.75

6 Neural network classifier of messages to the commits.
https://huggingface.co/saridormi/commit-message-quality-
codebert. Accessed February 06, 2025.

7 Collected dataset. https://huggingface.co/datasets/
Malolmalsky/commit dataset. Accessed February 06, 2025.
https://doi.org/10.57967/hf/2216
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and calculated the cosine similarity between the first
sentence and the full text of the commit messages. In the
study sample, the cosine similarity measure was 0.0969,
indicating low semantic similarity between the first
sentence and the full message text. Hence, hypothesis B2
was also not confirmed during the study.

The obtained results, which refute both hypotheses,
indicate that empty commit messages are extremely
rare, and that the first sentence of a commit message is
an insufficient summary of the whole message. These
findings can serve as a basis for further study of the
structure and content of commit messages, as well as for
the development of systems for automatic generation of
commit messages.

The idea of conducting further research on
vectorizing diff files (a representation of changes
generated by a version control system) seems
reasonable. If diff is a set of additions and deletions, then
addition and subtraction operations should be defined
for vectorized diff, where addition can be interpreted

as adding program code and subtraction as removing
fragments from it. Such a potential algorithm would
solve the problem of reducing programming languages
to a common formal notation under the assumption that
identical program code changes made to files written
in different programming languages would have close
cosine distance. This question will be considered in
further study.

It is also worth noting the feasibility of identifying
generated messages using neural networks. While this
approach will be much more computationally complex,
it should provide greater accuracy in classifying commit
messages.
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Abstract

Objectives. Despite the wide application of the term “ontology” in philosophy and social sciences, ontological
modeling in the fields of computer science and information theory remains poorly studied. The purpose of the work
is to develop a methodology for the ontological modeling of information and to clarify the theory of information
retrieval technology both in a broad sense and as part of ontological modeling. Relevant problems in ontological
modeling include the necessity of demonstrating the difference between regularity and functional dependence.
Methods. To achieve the stated goal, alogically structural approach is used, including the construction of conceptual
schemes and their description in terms of logical formalism. The logically structural approach includes the
construction of conceptual schemes that serve to apply logical formalism. The basis of logical modeling involves the
selection of related models. The extended information retrieval technology proposed for this purpose searches not
for individual objects, but for groups of objects. Since ontological research is based on a transition from qualitative
to quantitative description, the methods used include quantitative-qualitative transitions.

Results. A new concept of ontological modeling of information is introduced. The conditions of ontological
modeling are substantiated. Relationships between the concepts of regularity and functionality are investigated.
On this basis, an interpretation of regularity and functional dependence is given. Structural and formal differences
between information modeling, information retrieval technologies, and ontological modeling are demonstrated.
Three information retrieval tasks are described, of which the second and third tasks involving the search for a group
of related objects and the search for relationships or connections within a group of related objects, respectively,
are solved using ontological modeling. Formal schemes of ontological modeling are provided. The transition from
relations to connections in the case of ontological modeling is demonstrated.

Conclusions. Ontological modeling is shown to be applicable only to related models or to models between which
there isa commonality. Atechnology of ontological modeling is proposed, in which version information retrieval is the
initial part, while the second option involves the use of cluster analysis technology. Since ontological modeling uses
qualitatively quantitative transitions, the proposed variant can be used to extract implicit knowledge.

Keywords: modeling, ontological modeling, information retrieval, information field, regularity, generalization, logical

structural description, related models
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HAYHYHAA CTATbA

NudpopmannoHHOE OHTOJIOTHYECKOE MOAECIUPOBAHUE

B.41. LUiBeTkoB @,
H.C. Kypalokos

MUP3A — Poccuiickuii TeExHosIorn4eckuii yHmsepcutet, Mocksa, 119454 Poccus
@ ATOp AN nepenvicku, e-mail: cvi7@mail.ru

Pe3iome

Llenu. HecmMoTps Ha LUMPOKOE NMPUMEHEHME TEPMUHA «OHTONIOMMS» B PUI0CODUN 1 CouManbHbIX Haykax, B 061acTu
MHPOPMATUKN OHTONOrUS U, TeM 6oNiee, OHTONIOMMYEeCKOe MOAENMPOBAHME OCTAOTCA Masio U3y4YeHHbIMU. Takke
MaJsio UccnefoBaHa OHTonornsa B 06n1act nHpopmaumoHHoro nons. Llenb paboTsl — paspaboTka MeToauKM MHGOP-
MaLMOHHOI0 OHTOJIOMMYECKOr0 MOLENNPOBAHUSA U UCCNEeL0BaHNE TEXHONOMMN MHPOPMALMOHHOIO NOUCKa B LUMPO-
KOM CMbIC/IE N KaK 4YaCTM OHTONIOMMYECKOro MOAENMPOBaHMS. Ha OCHOBE OHTOJIOMMYECKOr0 MOAENNPOBAHNS HEOO-
XOAMMO NoKasaTb pasnnyme Mexany 3aKOHOMEPHOCTLIO N GYHKLUMOHAIbHOM 3aBUCUMOCTbIO.

MeToabl. [ng JOCTUXEHUS LLeNn NPUMEHEH JIOMMYECKN CTPYKTYPHbIM NOAX0A, BKITOHAIOLLNI MOCTPOEHME KOHLLEeN-
TyaslbHbIX CXEM W JIOFMYeCKn GOopManmam 1Ux onmcaHmns. JIorm4eckn CTPYKTYPHbIA MOAX0[, BKIOYaeT NOoCTPOeHme
KOHLLENTYasbHbIX CXEeM, KOTOPbIE CNYXaT A NPUMEHeHNS norndeckoro dopmanndma. OCHOBOI OrM4eckoro Mo-
LeNMpoBaHnA ABNASETCA BblAeNeHne POACTBEHHbIX Moaenen. [1na aTon uenu npeanaraetcs NpuMeHnTb paclUunpeH-
HYIO TEXHONIOT IO MHPOPMALIMOHHOIO NMOKCKa, KOTOpas ULLET He OTAESbHbIE 0ObEKTbI, a rPyMMbl 00bEKTOB. OHTONO-
rmyeckoe nccnefoBaHme CTPOUTCS Ha NPUMEHEHUM nepexoia OT KaY4eCTBEHHOIo OnMcaHns K KONIM4eCTBEHHOMY.
K 4yncny npyMmeHsieMbiX METOLOB OTHOCUTCHA METOL, KOJIMYECTBEHHO-KQYEeCTBEHHbIX MePEX00B.

Pe3ynbTatbl. BBOANTCA HOBOE MOHATUE — MUHPOPMALIMOHHOE OHTOJIOrM4Yeckoe MmoaenpoBaHue. O60CHOBaHbI yC-
JIOBUSI OHTOIOMMYECKOro MoaenmposaHuns. MiccnenoBaHbl OTHOLLEHUSA MeXAY NOHATUSAMU 3aKOHOMEPHOCTU U PYHK-
LIMOHaNbHOCTN. Ha 9TOM OCHOBE AaeTcs TPakTOBKA 3aKOHOMEPHOCTN U DYHKLMOHANbLHOM 3aBUCUMOCTU. okasaHo
CTPYKTYPHOE 1 popManbHOe pasnuyne mexay MHGOPMaLMOHHBIM MOLENNPOBAHNEM, TEXHONOIMAMU MHGOPMa-
LLMOHHOIO NOUCKa U OHTOJNIOMMYECKUM MOLENNPOBaHMeM. PackpbiTbl TpK 3aga4m MHGOPMaLMOHHOIo novcka. Mpu
OHTONOrMYEeCKOM MOAENVPOBAHUM PELLAIOT BTOPYIO U TPETbLIO 3a4a4M MHOOPMALMOHHOIO Noncka, COOTBETCTBEH-
HO, MOUCK rPYNMbl CBA3AHHbLIX MeXAy C060 0OBHEKTOB U MOMCK OTHOLUEHWUM UKW CBA3EN BHYTPU IPYMbl CBA3AHHbLIX
Mexay coboit 00beKTOB. JaHbl GopMasibHble CXEMbl OHTONIONMYECKOro MoaenMpoBaHus. lNokasaH nepexos oT oT-
HOLLIEHWI K CBA3SIM B CJly4ae OHTOI0MMYEeCKOro MOAeMMPOBaHUS.

BbiBoAbl. 10Ka3aHO, YTO OHTONOrMYeCKoe MOLENMPOBAHME MOXHO MPUMEHATb TOSIbKO K POACTBEHHLIM MOLENSAM
WY K MOLENSAM, MeXAyY KOTOPbIMU CYLLLECTBYET OOLLHOCTb. [MpeanoxeHa TEXHONMOrs OHTONOMMYEeCKOro MoAenMpo-
BaHWS, B BapMaHTe KOTOPOM MHPOPMALIMOHHBIM NOUCK ABNSETCHA HaYaIbHOM YaCTbi0 OHTONIOMMYECKOro MO4ENNpPO-
BaHUS. BTOpbIM BapnaHTOM SAIBNSIETCS NPUMEHEHNE TEXHONOMMN KNacTepHOro aHanmaa. OHTONorMyeckoe Moaenm-
poBaHMe UCMoJb3yeT Ka4eCTBEHHO-KONIMYECTBEHHbIE NEPEexXoabl 1 B nNpensiaraeMoM BapnaHTe MOXET CIY>XUTb A5
M3BJIe4EHNSA HESIBHOIO 3HaHUS.

KnioueBble cnoea: MoaennpoBaHne, OHTOIONMYeCcKoe MoAeMpoBaHne, MHPOPMALMOHHbLIN NMOUCK, MHGOPMaLLN-
OHHOE MoJe, 3aKOHOMEPHOCTb, 06006LLEHNE, NTOrMYECKM CTPYKTYPHOE OnrcaHne, POACTBEHHbIE MOOENM
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npoapaquocn: d)MHaHCOBOVI AedaTesibHOCTU: ABTOpr He NMetoT ¢)I/IH3.HCOBOI71 3anMHTEepPeCcoBaHHOCTW B npeacTaB/1eH-

HbIX MaTepunasiax nan MmetTogax.

ABTOpPbI 329BASAOT 06 OTCYTCTBMM KOHMIMKTA MHTEPECOB.

INTRODUCTION

In philosophy, ontology is used to conceptualize
reality [1]. In computer science, by contrast, ontology is
differentiated by subject areas and refers to an information
artifact [2]. As such, an ontology includes a vocabulary
used to describe a topic defined reality, conventions
used for complementarity, concept matching and
contextual relations, as well as construction and analysis
schemes. Ontologies were originally proposed for the
verification and construction of conceptual models.
Since verification involves the domain of logic, logical
constructs are widely used in ontological modeling.
Nowadays, ontologies are applied for knowledge
extraction and experience building. At the same time,
information retrieval [3] should be mentioned as a one
of the primary areas in which ontological modeling was
subsequently used. Since ontology in computer science
involves information field (IF) theory [4], the concept of
information ontology acquires salience. An information
ontology is one that acquires relevance as part of
a finite element (FE) model. Various types of modeling
are widely used in intellectual property (IP) systems,
of which the main one is informational modeling.
This feature gives reason to talk about informational
ontological modeling [5].

Information ontological modeling is fully consistent
with the theoretical provisions of ontology, which
are related to the definition of types, properties, and
relationships of entities [1]. Simply stated, ontology
is a theory of entities of objects and entities of their
relations [6]. Here, a distinction is made between
formal, descriptive and formalized ontologies. Formal
ontology was introduced by Edmund Husserl in his
Logical Investigations. According to Husserl, the
object of ontology is the study of essence and important
categories. In information sciences, this formal
approach links ontology with taxonomy. Nevertheless,
it is necessary to distinguish between ontologies of
information entities and ontologies of information
systems [7]. The application of the ontological approach
is driven by the needs of modern information societies,
in which information support and knowledge sharing
is a key development factor. In the context of global
resource exchange, knowledge acquisition and its

methods deserve special attention. While there is
no single methodology for systematic information
modeling, a proposed ontology-based approach provides
a semantic representation of information [8].

Information modeling is used for different purposes,
one of which is to extract meaning and knowledge.
Moreover, information modeling is can be considered
as conceptual modeling or semantic data modeling.
Thus, information modeling and ontological modeling
may have useful points of commonality. A variant of
information modeling is aimed at building an information
model that represents conceptual aspects of objective and
subjective reality. Since the conceptual framework of this
methodology relies on ontologies and concepts that arise
in ontological constructs, this may be said to constitute
the essence of ontological information modeling. Due
to the diversity of models and information technologies
generating redundant requirements and data exchange
rules, the work presented in [9] utilizes ontological
principles. In [10], research results are presented on
an ontology-based approach for building information
modeling to facilitate information exchange between
different applications of a subject area. The described
approach is based on a generic information entity
ontology that models the types of IS elements and the
relationships between them. The information systems
to be integrated must be modeled using the common
ontology, according to which each knowledge domain
adds its own element properties to the common ontology.

In the artificial intelligence domain, ontologies are
used to generalize and reduce the complexity [11] of
information. The use of topological models in ontologies
greatly simplifies their analysis. Ontological models
that are extended to the field of information retrieval
can be ontological models of information retrieval.
Thus, the importance of ontologies in IS and the need
for ontological modeling becomes clear. Ontological
modeling [12] aims at generalizing the properties
of a number of related models, finding patterns and
knowledge in this generalization. However, information
retrieval [3], which in a broad sense refers to scientific
research aimed at obtaining knowledge, precedes
ontological modeling. Therefore, the combination
ontological modeling and information retrieval becomes
a novel and relevant area of study.
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1. METHODOLOGY

The logically structural approach of analysis was
used. The second and third tasks of information search
were applied, the essence of which is disclosed below. The
method of qualitative-quantitative transitions, methods of
comparative and qualitative analysis were used.

2. RESULTS

2.1. Conceptual diagrams

The logical structural approach implies the
construction of graphical schemes, which further serve
as a basis for the construction of logical constructs.
In the presented ontological modeling system, it is
reasonable to consider information modeling and
information retrieval as related to modeling processes
for the purposes of comparison. The conceptual scheme
of information modeling is shown in Fig. 1.

are identical to information models. Therefore, the
information search in the second and third tasks generates
a set of information models having commonalities.

The similarity between information retrieval and
information modeling is that both technologies form
information models. Single information modeling forms
a single information model. Information retrieval forms
a set of information models. In this totality, explicit
and implicit patterns and relationships can be searched
on the basis of ontological modeling. Figure 3 depicts
a generalized model of ontological modeling.

IS, object IS, object IS, object
d1, 95 .-, 4, 44,45, .-, 4, q1, 95, .-, 4,
W W W T Wy, W, W | Wy, Wa, o Wy [
Ontological modeling ;
2 N 70 N 7

Object of reality » Key parameters IS object

\ 4

| Consistent pattern |

Fig. 1. Information modeling diagram

The basis of the model is formed by an object of
reality, which is transformed into an IS object via key
parameters, modeling conditions, and the set task. The
IS object can be considered as synonymous with an
information model. The structure of the information
search model is shown in Fig. 2.

IS object

Information

Search object »> multitude

IS object

IS object
Fig. 2. Structure of information search

Information search can be performed for different
purposes or tasks. The most common way to perform
an information search is to find a single, user-required
item. Here the first task will be to determine an object
from the set of found objects in terms of the relevance
of its features. The second task will be to find a group of
related objects. In the third task of information search,
it becomes necessary to find relations or connections
within a group of related objects. Ontological modeling
provides a means to solve the second and third search
tasks. In all cases, the basis of the search is a search
model, which may also be called a pattern. Linked
objects in solving the second and third information
search problem should be called related objects.

In the second and third search tasks, a discrete
set of objects with commonalities is generated. The
pattern generates a set of IP objects (Fig. 2). IP objects

Fig. 3. Generalized model of ontological modeling

Three types of parameters are shown here: set or
explicit(q,,4,,---,q,); foundoradditional (w,w,, ..., w,);
generalized (Mw,, Mw,, ..., Mw)).

The number of these parameters is usually different.
The number of given parameters may be greater or less
than the number of found parameters. The number of
generalized parameters is usually less than the number
of found and set parameters.

2.2. Regularities of grouping of related objects

Objects that have commonalities and explicit or
implicit connections may be described as related. Here it
isnecessary to distinguish between concepts of regularity,
connection, and functional dependence. Regularity, as
a rule, is a soft qualitative statement, having a logical or
verbal form of representation. For example, an increase
in the cost of a vehicle increases the cost of cargo
transportation. Connection, on the other hand, is a hard
dependence of one value on another or objects between
each other. For example, the connection between cars in
atrain is realized by means of different types of couplings.
Although there can be different kinds of couplings, all
of them have a rigid connection in common. Finally,
functional dependence is a relationship defined explicitly
in the form of an analytic form. Any known law, such as
Coulomb’s law or the law of universal gravitation, is an
example of functional dependence.

One way of finding related entities is information
search in the aspect of the second and third search
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tasks noted above. Information retrieval starts with the
formation of a search entity using cognitive methods.
A user can form a morphological pattern and supplement
it with alternative parameters: type, size, date of file
creation and others. Here it is fundamental that the search
pattern be formed morphologically, not semantically.

A pattern (Paf) contains the query parameters {q}.
The designation {} is used to describe a discrete set of
values. In general, a search pattern can be represented as
a regularity:

Pat{q;} — IR(IS) — {Exj},j: ,...mi=1,..,n (1)

Expression (1) is interpreted as follows. The
query Pat{q;} is sent to the information set (IS) via
the information retrieval (/R) technology. As a result,
a discrete set {Exj} is formed. The value n specifies
the number of query parameters, while m specifies the
number of instances selected in the information set
based on the query. There is a regularity:

Tn—=Tm—1t 2

According to (2), an increase in the number of query
parameters entails an increase in the number of instances
and the search time z. This regularity leads to the need to
minimize the number of search parameters.

Search {Ex j} as complete objects is an object search.
Inthis case, the result of the query is an information model
or an IS object, for example, a file. The result {Exj} is
a set of related objects for further analysis.

2.3. Modeling patterns

In contrast to information modeling, ontological
modeling is a multi-stage process (Fig. 1). Ontological
modeling begins with the selection of a group of objects
that have commonalities. One variant of such selection
is related to cognitive modeling. Another variant is based
on the use of information search technology within the
framework of tasks 2 and 3. Such information search can
be represented as a process of clustering a heterogeneous
multitude.

A search or clustering object can be an information
model, a process model, a state model, relationships, or
tacit knowledge. These objects have different degrees
of abstraction. For task 1, there is an individual search,
while for tasks 2 and 3 there is a group search. When
forming a query for group search, an expert’s experience
or the search subject’s cognitive abilities are used. The
simplest search pattern is given in expression (1).

In expression (1) there are known, given
parameters (q,, ¢,, .-, ¢,)- Let us conditionally consider
five instances in the group. We denote the newly found
parameters by (w;, w,, ..., w;), where k is the total

number of found parameters. As a result of the query, we
have a total of (n + k) parameters. The first sample of the
group has the following form:

Exl(ql, 4y W1 Wy, W3, W4)‘ (3)

From expression (3), we can see that the first
instance contains two given and four found parameters.
All six parameters describe the first sample.

The second sample of the group has the following
form:

Exz(qla q3: W6: W5: W2, W4) (4)

and also contains two given and four found parameters.
However, these parameters are different: g, appeared
instegd of g5, while wy, ws appeared instead of w,, w;.
All six parameters describe the second sample.

The third sample of the group has the form:

Ex3(Q]: q35 qna W]a W3a W6> Wga W4) (5)

and contains three given and five found parameters. The
parameters differ from the first instance. The parameter g,
appeared additionally, w, wg appeared instead of w,. All
eight parameters describe the third sample.

The fourth sample of the group has the form:

Ex4(q]> q23 Q3, W’]: Wg: W]:- W4) (6)

and contains three given and four found parameters. The
parameters differ from the first instance. Additionally,
parameter ¢, appeared, while w,, wq appeared instead
of w,, w;. All seven parameters describe the fourth
sample.

The fifth sample of the group has the form:

Ex5(q]7 Q3: W]a WS: W9’ W4) (7)

and contains two given and four found parameters. The
parameters differ from the first sample. Instead of the
parameter g, there appeared ¢, instead of w,, w; there
appeared ws, wy. All six parameters describe the fifth
sample.

The main disadvantage of group instance descriptions
is that they exclude the description and influence of the
situation in which the objects are located. Although it is
acceptable to have different kinds of relations between
parameters, different possible typical relationships
between parameters should be emphasized:

Rel(qls qz: C]3> R qn)9 (8)
Rez(‘]p q27 W]: ceey W,‘)) (9)
Res (Wi, Wy, ..., wp). (10)
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According to expression (8), there is a relationship
between the query parameters. Expression (9) states
that there is a relationship between a part of the query
parameters and a part of the new found parameters,
while expression (10) states that there is a relationship
between the found parameters.

Relationships serve asabasis for establishing possible
connections (Con) and functional dependencies (F). By
analogy with (8)—(10) we can distinguish 3 possible
groups of relations:

Conl(ql, G943 -+ qn), (11)
Cony(q s Gps Wys ooy W), (12)
Cony(wy, Wy, ... Wp). (13)

Expression (11) states the possible existence
of relations between query parameters, while
expression (12) asserts the possible existence of
relations between a part of query parameters and
a part of new found parameters. Expression (13) states
the possible existence of relations between found
parameters.

The presence of relations can lead to functional
dependence, for example, for expression (12) and (13)
can appear a functional dependence of the following
type:

Cony(qys Gy, Wis -0y W) =

(14)
W),
Cony(wy, Wy, ..., wp) = Y= F3(w, w,, ..., wp).(15)

Expressions (14) and (15) are of the qualitative-
quantitative transition type. On the left side is a constant
or a logical expression that serves as the basis for forming
afunctional dependence, while the functional dependence
isindicated ontherightside. Expression (14) hypothesizes
that relationships between different parameters can lead
to the formation of functional dependencies between
different parameters. Expression (15) hypothesizes that
links between new parameters can lead to the formation
of functional dependence between new parameters.
Expressions (14), (15), which can be considered as new
knowledge, appeared after the identification of new
parameters.

Ontological modeling is performed on the basis
of additional analysis. For example, the analysis of
instances in expressions (3)—(7) demonstrates the
stability of occurrence of parameters ¢, w,, w,. This
suggests that these parameters comprise common
characteristics for different instances. This commonality
is identified on a group of models related by a common
theme. Common themes are organized either by the
principle “from private to common” (information

search) or by the principle “from common to
private” (cluster analysis).

The result of further ontological modeling is
three-level. On the first level, metaparameters are
defined and emphasized. For expressions (3)—(7) these
are ¢, w,, w, and new metaparameters as functions are
possible:

Mw, =o¢,({g}, {w}), (16)
szz(p2({q}n {W})’ (17)
Mwy = 3({g}, {w}). (18)

Since the number and composition of arguments in

functions ¢,, ¢,, @, are different, we can generalize:
(g}, {w}) — Mw,. (19)

In expression (19), Mw are metaparameters whose
number is equal to £.

Once the metaparameters are obtained, the
relationships between them are found. This is the second
stage of ontological modeling:

(Mw,, Mw,, ..., Mw,) — ReW. (20)

In expression (20), ReW are the implicit relations
between metaparameters, which are not initially
identified by parameters ¢, w and determined only by
metaparameters. New relations RelV give a reason to
search for and establish new relations:

(Mw,, Mw,, ..., Mw,) — ConMw —

= Y@, §ys -, Pp). (21
In expression (21) ConMw are previously unknown
relations, while @, ¢,, ..., ¢, are metaparameter
functions and v is the ontological function.
Expression (21) describes a new dependence. This
dependence is implicit before ontological modeling and
is revealed only at its third stage.

3. DISCUSSION

Since ontological modeling is performed on
specific objects or models, it requires related or related
models. So far, such a concept has not been applied
in the theory of ontological modeling. At the same
time, it is a prerequisite for ontological modeling.
Ontological analysis of models that are not related
in any way will not give a reliable result. However,
ontological analysis and ontological modeling of
models related by internal properties can leads to the
identification of new patterns and acquisition of new
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knowledge. Ontological information modeling on
related models is one of the methods for extracting
tacit knowledge [13].

An important feature of ontological information
modeling is the influence of cognitive factors on the
modeling result. Cognitive modeling is required at the
stage of forming a query to search for related models.
This fact is also poorly taken into account in ontology
theory. The disadvantage of the cognitive approach
is that cognitive factors create ambiguity of search
query formation, leading to ambiguity of related model
formation.

Ontological information modeling, which uses the IS
model [14, 15], is itself an IS technology. The information
field creates an integral model of reality with all internal
connections and relations, permitting their identification
using ontological information modeling. The main
advantage of IS is that it contains all internal connections
and relations, which increases the adequacy of ontological
modeling.

Nowadays, modeling—and especially ontological
modeling—is affected by the problem of big data.
In ontological modeling, it is necessary to carry
out clustering using big data [16]. In addition, the
task of data mining arises considering the volume
of data [17]. Special methods are needed for this
purpose. Therefore, modern ontological modeling
methods must additionally include big data processing
algorithms.

CONCLUSIONS

Ontological modeling can only be performed on models
that have internal commonality and internal relationships.
However, since ontological modeling and information
retrieval are related, they can be considered as a single
composite technology. In such a composite technology,
information retrieval is a necessary preliminary stage,
serving to select related models that form the basis for
subsequent ontological analysis. Ontological modeling
carried out as part of this composite technology identifies
regularities and functional dependencies. As such, it
represents a method for obtaining new knowledge. While
researching the present work, the concepts of regularity
and functional dependence were clarified to establish the
presence of qualitative-quantitative transitions between
them. Regularity is expressed with the help of logical
descriptions. The relation of regularity is succession,
while the main relation of functional dependence is
equivalence. Regularity gives qualitative descriptions
and qualitative evaluations, while functional dependence
enables quantitative assessment of internal relations.

In this work, to obtain related models, we have
proposed the technology of information inventory in
the extended sense of group search. Cluster analysis,
which can be used as an alternative approach, will be the
subject of another paper.

Authors’ contribution. All authors

contributed to the research work.

equally

REFERENCES

1. Gigi M., Tzfadia E. Frontieriphery: An anti-positivist ontological approach to intersectional investigation. Ethnopolitics.
2023;23(4):1-17. http://doi.org/10.1080/17449057.2023.2176586

2. Bader S., Pullmann J., Mader C., et al. The international data spaces information model—an ontology for sovereign exchange
of digital content. In: Pan J.Z., et al. The Semantic Web — ISWC 2020. ISWC 2020. Series: Lecture Notes in Computer
Science. Springer; 2020. V. 12507. P. 176-192. https://doi.org/10.1007/978-3-030-62466-8 12

3. Lin J., Ma X., Lin S.C., et al. Pyserini: A Python toolkit for reproducible information retrieval research with sparse and
dense representations. In: Proceedings of the 44th International ACM SIGIR Conference on Research and Development in
Information Retrieval. 2021. P. 2356-2362. https://doi.org/10.1145/3404835.3463238

4. Kudzh S.A. Informacionnoe pole (Information Field). Moscow: MAKS Press; 2017. 97 p. (in Russ.). ISBN 978-5-317-

05530-1

5. Bolbakov R.G., Sinitsyn A.V., Tsvetkov V.Ya. Onomasiological modeling in the information field. J. Phys.: Conf. Ser. The
Third International Conference on Metrological Support of Innovative Technologies (ICMSIT-111-2022). 2022;2373(2):2201.

http://doi.org/10.1088/1742-6596/2373/2/022010

6. Sanchez-Zas C., Villagra V., Vega-Barbas M., et al. Ontology-based approach to real-time risk management and cyber-
situational awareness. Future Gener. Comput. Syst. 2023;141(2):462-472. https://doi.org/10.1016/.future.2022.12.006

7. Milton S., Kazmierczak E., Thomas L. Ontological foundations of data modeling in information systems. In: AMCIS 2000
Proceedings. 2000. P. 292. Available from URL: https://aisel.aisnet.org/amcis2000/292

8. Lu W, Xiong N., Park D.S. An ontological approach to support legal information modeling. J. Supercomput. 2012;62:53-67.

https://doi.org/10.1007/s11227-011-0647-8

9. LeeY.C., Eastman C.M., Solihin W. An ontology-based approach for developing data exchange requirements and model views
of building information modeling. Adv. Eng. Informatics. 2016;30(3):354-367. https://doi.org/10.1016/j.a¢i.2016.04.008
10. Karshenas S., Niknam M. Ontology-based building information modeling. Comput. Civil Eng. 2013;2013:476-483. https://

doi.org/10.1061/9780784413029.060

Russian Technological Journal. 2025;13(2):18-26

24


http://doi.org/10.1080/17449057.2023.2176586
https://doi.org/10.1007/978-3-030-62466-8_12
https://doi.org/10.1145/3404835.3463238
http://doi.org/10.1088/1742-6596/2373/2/022010
https://doi.org/10.1016/j.future.2022.12.006
https://aisel.aisnet.org/amcis2000/292
https://doi.org/10.1007/s11227-011-0647-8
https://doi.org/10.1016/j.aei.2016.04.008
https://doi.org/10.1061/9780784413029.060
https://doi.org/10.1061/9780784413029.060

Informational ontological modeling Viktor Ya. Tsvetkov, Nikita S. Kurdyukov

11.

12.

13.

14.

15.

16.

17.

10.

11.

12.

13.

14.

15.

16.

17.

Sigov A.S., Tsvetkov V.Ya., Rogov I.LE. Method for assessing testing difficulty in educational sphere. Russian Technological
Journal. 2021;9(6):64—72. https://doi.org/10.32362/2500-316X-2021-9-6-64-72

Kogalovsky M.R., Kalinichenko L.A. Conceptual and ontological modeling in information systems. Program. Comput. Sofft.
2009;35:241-256. https://doi.org/10.1134/S0361768809050016

Sigov A.S., Tsvetkov V.Ya. Tacit knowledge: Oppositional logical analysis and typologization. Her. Russ. Acad. Sci.
2015;85(5):429-433. https://doi.org/10.1134/S1019331615040073

[Original Russian Text: Sigov A.S., Tsvetkov V.Ya. Tacit knowledge: Oppositional logical analysis and typologization.
Vestnik Rossiiskoi Akademii Nauk. 2015;85(9):800-804 (in Russ.). https://doi.org/10.7868/S0869587315080319 ]

Ostrom T.M., Pryor J.B., Simpson D.D. The organization of social information. In: Social Cognition. Routledge; 2022.
P. 3-38.

Tsvetkov V.Ya., Romanchenko A., Tkachenko D., et al. The Information Field as an Integral Model. In: Silhavy R.,
Silhavy P. (Eds.). Software Engineering Research in System Science. CSOC 2023. Series: Lecture Notes in Networks and
Systems. Springer. 2023;722:174—-183. https://doi.org/10.1007/978-3-031-35311-6_19

Ikotun A.M., Ezugwu A.E., Abualigah L., et al. K-means clustering algorithms: A comprehensive review, variants analysis,
and advances in the era of big data. Inf. Sci. 2023;622(11):178-210. https://doi.org/10.1016/j.ins.2022.11.139

Thayyib P.V., Mamilla R., Khan M., et al. State-of-the-art of artificial intelligence and big data analytics reviews in five
different domains: a bibliometric summary. Sustainability. 2023;15(5):4026. https://doi.org/10.3390/su15054026

CNUCOK JINTEPATYPbI

. Gigi M., Tzfadia E. Frontieriphery: An anti-positivist ontological approach to intersectional investigation. Ethnopolitics.

2023;23(4):1-17. http://doi.org/10.1080/17449057.2023.2176586

Bader S., Pullmann J., Mader C., et al. The international data spaces information model—an ontology for sovereign exchange
of digital content. In: Pan J.Z., et al. The Semantic Web —ISWC 2020. ISWC 2020. Series: Lecture Notes in Computer Science.
Springer; 2020. V. 12507. P. 176-192. https://doi.org/10.1007/978-3-030-62466-8 12

Lin J.,, Ma X., Lin S.C., et al. Pyserini: A Python toolkit for reproducible information retrieval research with sparse and
dense representations. In: Proceedings of the 44th International ACM SIGIR Conference on Research and Development in
Information Retrieval. 2021. P. 2356-2362. https://doi.org/10.1145/3404835.3463238

Kymx C.A. Unpopmayuonnoe none. M.: MAKC Ilpecc; 2017. 97 c. ISBN 978-5-317-05530-1

Bolbakov R.G., Sinitsyn A.V., Tsvetkov V.Ya. Onomasiological modeling in the information field. J. Phys.: Conf. Ser. The
Third International Conference on Metrological Support of Innovative Technologies (ICMSIT-111-2022). 2022;2373(2):2201.
http://doi.org/10.1088/1742-6596/2373/2/022010

Sanchez-Zas C., Villagra V., Vega-Barbas M., et al. Ontology-based approach to real-time risk management and cyber-
situational awareness. Future Gener. Comput. Syst. 2023;141(2):462—472. https://doi.org/10.1016/j.future.2022.12.006
Milton S., Kazmierczak E., Thomas L. Ontological foundations of data modeling in information systems. In: AMCIS 2000
Proceedings. 2000. P. 292. URL: https://aisel.aisnet.org/amcis2000/292

LuW., Xiong N., Park D.S. An ontological approach to support legal information modeling. J. Supercomput. 2012;62:53—-67.
https://doi.org/10.1007/s11227-011-0647-8

Lee Y.C., Eastman C.M., Solihin W. An ontology-based approach for developing data exchange requirements and model views
of building information modeling. Adv. Eng. Informatics. 2016;30(3):354-367. https://doi.org/10.1016/j.a¢i.2016.04.008
Karshenas S., Niknam M. Ontology-based building information modeling. Comput. Civil Eng. 2013;2013:476-483. https://
doi.org/10.1061/9780784413029.060

CuroB A.C., IIsetkoB B.f., PoroB U.E. MeTonasl OLEHKH CIIOXXHOCTH TECTUpOBaHMs B chepe oOpa3oBaHus. Russian
Technological Journal. 2021;9(6):64—72. https://doi.org/10.32362/2500-316X-2021-9-6-64-72

Kogalovsky M.R., Kalinichenko L.A. Conceptual and ontological modeling in information systems. Program. Comput. Sofft.
2009;35:241-256. https://doi.org/10.1134/S0361768809050016

Curos A.C., IIsetkoB B.S1. HesiBHOE 3HaHUE: ONMO3UIIMOHHBIN JJOTMYECKHIA aHAIN3 U TUITOJOTH3auus. Becmuux Poccutickoii
Axademuu Hayx. 2015;85(9):800-804. https://doi.org/10.7868/S0869587315080319

Ostrom T.M., Pryor J.B., Simpson D.D. The organization of social information. In: Social Cognition. Routledge; 2022.
P. 3-38.

Tsvetkov V.Ya., Romanchenko A., Tkachenko D., et al. The Information Field as an Integral Model. In: Silhavy R.,
Silhavy P. (Eds.). Software Engineering Research in System Science. CSOC 2023. Series: Lecture Notes in Networks and
Systems. Springer. 2023;722:174—183. https://doi.org/10.1007/978-3-031-35311-6_19

Ikotun A.M., Ezugwu A.E., Abualigah L., et al. K-means clustering algorithms: A comprehensive review, variants analysis,
and advances in the era of big data. Inf. Sci. 2023;622(11):178-210. https://doi.org/10.1016/j.ins.2022.11.139

Thayyib P.V., Mamilla R., Khan M., et al. State-of-the-art of artificial intelligence and big data analytics reviews in five
different domains: a bibliometric summary. Sustainability. 2023;15(5):4026. https://doi.org/10.3390/su15054026

Russian Technological Journal. 2025;13(2):18-26
25


https://doi.org/10.32362/2500-316X-2021-9-6-64-72
https://doi.org/10.1134/S0361768809050016
https://doi.org/10.1134/S1019331615040073
https://doi.org/10.7868/S0869587315080319
https://doi.org/10.1007/978-3-031-35311-6_19
https://doi.org/10.1016/j.ins.2022.11.139
https://doi.org/10.3390/su15054026
http://doi.org/10.1080/17449057.2023.2176586
https://doi.org/10.1007/978-3-030-62466-8_12
https://doi.org/10.1145/3404835.3463238
http://doi.org/10.1088/1742-6596/2373/2/022010
https://doi.org/10.1016/j.future.2022.12.006
https://aisel.aisnet.org/amcis2000/292
https://doi.org/10.1007/s11227-011-0647-8
https://doi.org/10.1016/j.aei.2016.04.008
https://doi.org/10.1061/9780784413029.060
https://doi.org/10.1061/9780784413029.060
https://doi.org/10.32362/2500-316X-2021-9-6-64-72
https://doi.org/10.1134/S0361768809050016
https://doi.org/10.7868/S0869587315080319
https://doi.org/10.1007/978-3-031-35311-6_19
https://doi.org/10.1016/j.ins.2022.11.139
https://doi.org/10.3390/su15054026

Informational ontological modeling Viktor Ya. Tsvetkov, Nikita S. Kurdyukov

About the authors

Viktor Ya. Tsvetkov, Dr. Sci. (Eng.), Dr. Sci. (Econ.), Professor, Department of Instrumental and Applied
Software, Institute of Information Technologies, MIREA — Russian Technological University (78, Vernadskogo pr.,
Moscow, 119454 Russia). Laureate of the Prize of the President of the Russian Federation, Laureate of the Prize
of the Government of the Russian Federation, Academician at the Russian Academy of Education Informatization,
Academician at the K.E. Tsiolkovsky Russian Academy of Cosmonautics. E-mail: cvj2@mail.ru. Scopus Author ID
56412459400, ResearcherlD J-5446-2013. RSCI SPIN-code 3430-2415, http://orcid.org/0000-0003-1359-9799

Nikita S. Kurdyukov, Postgraduate Student, Department of Instrumental and Applied Software, Institute of
Information Technologies, MIREA — Russian Technological University (78, Vernadskogo pr., Moscow, 119454 Russia).
E-mail: nskurdyukov@gmail.com. RSCI SPIN-code 8535-1612, https://orcid.org/0000-0001-6784-3369

006 aBTOpax

LBeTtkoB BukTtop flkoBneBu4, O.T.H., O.3.H., npodeccop, npodeccop kadenpbl MHCTPYMEHTAJIbHOIO U Nnpu-
Kf1iaiHOro nNporpamMmMmHoro obecnevyeHusi, MHCTUTYT MH@OpMaLMOHHBIX TexHonoruii, Pre0yY BO «MUP3A — Poccnii-
CKWUI TexHonormdeckuin yHmeepcutet» (119454, Poccusa, Mockea, np-T BepHaackoro, a. 78). Jlaypeat Mpemun
MpesnpeHta PO, Jlaypeat MNpemumn lMpasutensctea PP, akagemuk Poccuiickoint akagemun nHdbopmaTusaumm
obpasoBaHus, akagemuk Poccuiickolh akagemum kocmoHaBTukn um. K.3. Lnonkosckoro. E-mail: cvj2@mail.ru.
Scopus Author ID 56412459400, ResearcherlD J-5446-2013, SPIN-kog PVHL, 3430-2415, http://orcid.org/0000-
0003-1359-9799

Kypatokoe Hukuta CepreeBuy, acnumpaHT, kadeapa MHCTPYMEHTANbHOIO M MPUKIAOHOrO MPOrpaMMHOro
obecnevyeHnss, MHCTUTYT MHOOPMALMNOHHLIX TexHonorun, PreQy BO «MUP3A — Poccuiickmini TEXHONOMMYECKNiA
yHuBepcuteT» (119454, Poccua, Mockea, np-T BepHagckoro, n. 78). E-mail: nskurdyukov@gmail.com.
SPIN-kog PUHL]L, 8535-1612, https://orcid.org/0000-0001-6784-3369

Translated from Russian into English by L. Bychkova
Edited for English language and spelling by Thomas A. Beavitt

Russian Technological Journal. 2025;13(2):18-26
26


mailto:cvj2@mail.ru
http://orcid.org/0000-0003-1359-9799
mailto:nskurdyukov@gmail.com
https://orcid.org/0000-0001-6784-3369
mailto:cvj2@mail.ru
http://orcid.org/0000-0003-1359-9799
http://orcid.org/0000-0003-1359-9799
mailto:nskurdyukov@gmail.com
https://orcid.org/0000-0001-6784-3369

Russian Technological Journal. 2025;13(2):27-35 ISSN 2500-316X (Online)

Information systems. Computer sciences. Issues of information security

HNudopmannonnsie cucreMbl. UHdopmaruka. IIpodaembl nHGOpMALMOHHON 0€3011aCHOCTH

UDC 004.6
https://doi.org,/10.32362/2500-316X-2025- 13-2-27-35 ORI
EDN SRKXBR

RESEARCH ARTICLE

Logical integration of information systems
based on expert systems

Evgeniy S. Shevtsov,
Roman V. Shamin @

MIREA — Russian Technological University, Moscow, 119454 Russia
@ Corresponding author, e-mail: roman@shamin.ru

Abstract

Objectives. The study set out to develop fundamental methodological principles for the logical integration of
information systems (IS) in organizations and to quantitatively assess the topological significance of the IS integration
process.

Methods. Methods based on expert systems were used for the logical integration of information in conjunction
with data-mining approaches based on various IS. In order to quantitatively assess the topological significance of
the IS integration procedure, graph theory methods were used. Discrete topology methods were also employed for
calculating the topological invariants of the IS interconnection topology.

Results. Issues and challenges involved in the integration of IS in large organizations are considered in terms of
integration methods based on physical and logical principles. While IS integration approaches based on logical
principles offer distinct advantages over physical integration approaches, new problems arising in the context of
logical integration approaches require innovative solutions. The proposed scheme for the logical integration of IS
includes an algebraic method for quantitatively assessing the topological significance of integration, comprising
an important numerical indicator in the logical integration of IS. Methods based on learning expert systems, which
represent a fundamental solution for organizing the logical integration of IS for intelligent data analysis, are reviewed.
Conclusions. When integrating IS in organizations, itis advisable to use a logical integration approach that preserves
the logic of existing information systems. The application of logical integration enables intelligent data analysis using
various IS. The use of expert systems in logical integration enables the creation of a new logical layer for providing
decision support within the organization.
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HAYYHAA CTATb4

Jlormyeckasi MHTErpanus MHPOPMAIMUOHHBIX CUCTEM
HA OCHOBE JKCIIEPTHBIX CUCTEM

E.C. LleBUOB,
P.B. LlamuHu ©

MUP3A — Poccuiickunii TexHosorndeckuii yamsepceutet, Mocksa, 119454 Poccus
@ AsTOpP AN9 nepenvcku, e-mail: roman@shamin.ru

Pesiome

Llenu. Llenbto ctatbk sBAsieTcs paspadoTka NpuHUMNnaNbHbIX OCHOB AJ11 METOAOB JIOrMYeCKOW MHTEerpaumm nH-
dopmaumoHHbIx cuctem (UC) B opraHmsaumsx, a Takxke nosyyeHne KoaM4eCcTBEHHOM OLLEHKM TONONOrM4EeCKor 3Ha-
4MMOCTM npouecca nHterpaumm UC.

MeTopabl. Vicnonb3oBaHbl METOObI 9KCMEPTHLIX CUCTEM AN NIOMMYECKOM MHTErpaumm nHpopmaumn, a Takke Mme-
TOAbl UHTENNEKTYANIbHOrO aHanM3a JaHHbIX N3 pasnunyHblix NC. nsg KOAMY4eCTBEHHOM OLEHKN TOMOSIOrMYECKON 3Ha-
YMMOCTM npouenypbl nHtTerpaunm NC ncnonb3yotTcs MeToabl Teopumn rpadoB, a Ans BblMUCAEHNS TOMNONOMMYECKNX
VHBApPMaHTOB TOMOJIOrMN B3aUMHOM cBA3K MIC — MeToabl AUCKPETHOM TONON0rn.

PesynbTaTtbl. PaccMoTpeHbl BONPOChl U Npobnembl nHterpauum MIC B KPpYnHbIX OpraHn3aumsx, a Takke MeTobl
mHTterpauum UC, ocHOBaHHbleE HA GU3NYECKOM U JIOFMYECKOM NpuHUMnax. MokasaHbl CIOXHOCTU, KOTOpbIE BO3-
HUKaoT Npu dusndeckon nuterpaumm VC, n npenmyLecTea Ux MHTErpauLmm Ha OCHOBE IOMMYECKUX MPUHLMMNOB.
YcTaHoBMEHO, YTO Jlornyeckas nHTerpaumsa obnagaet psoomM BakHbIX JOCTONMHCTB, HO NMPY 3TOM BO3HMUKAIOT HOBbIE
npo6nembl, KOTOpble HEOOXOAMMO peLlath. [peanoxeHsl cxema norundeckon nHTerpauumn NC n anrebpanyeckuia
MEeTOA KONMYECTBEHHOM OLEHKM TOMOSIOMMYECKOM 3HAYMMOCTU MHTErPaUUmM — BaXHOI0 YACIOBOrO nokasarens npu
norudeckoi nHterpauum MIC. PaccMoTpeHbl MeToabl 00y4aloLNXCS 3KCMEPTHLIX CUCTEM O MHTeNNeKTyalbHOro
aHanmaa gaHHbIX. MIcnonb3oBaHme SKCNEPTHbLIX CUCTEM SBASIETCH NPUHUMANANbHBIM PELLEHNEM AN OpraHn3auum
norunyeckom nHterpaunm MC.

BbiBoabl. [Mpn nHterpaunm MIC B opraHmsauusx LenecoobpasHo MCrosib30BaTh IOMMYECKY0 MHTerpauuto, coxpa-
HSAOLLLYIO OrMKY OTAeNbHbIX VIC. MpuMeHeHne normyeckom MHTerpaLumm no3BoAseT NPOBOAMTb MHTEMNEKTYaNbHbIN
aHanna paHHbIX, ncnonbdya pasnuyHole MC. Micnonb3oBaHMe 3KCNEPTHbIX CUCTEM MPU IOMMYECKON MHTErpauum
[AeT BO3MOXHOCTb CO34aTb HOBbIN JIOTMYECKNIA CNOWN NS OCYLLLECTBEHNS MOOAEPXKKN NPUHATUSA PELLEHNI B Op-
raHu3auunm.

KnioueBble cnoea: I/IHCbOpMaLI,I/IOHHbIe CUCTEMbI, HTEerpaumna cnctemM, aKCnepTHble CUCTEMBbI, I/IHTeﬂﬂeKTyaJ'IbelVl

aHann3 JaHHbIX, TONOJ0Irng I/IHq)OpMaLI,I/IOHHbIX cncrTtemMm
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npospatmocn: cbvmaucosoﬁ AeaTesibHOCTU: ABTOpr He NMetoT d)MHaHCOBOP’I 3anHTEepPeCOBaHHOCTW B nNpeacTaBieH-

HbIX MaTepunanax nnm MmetTogax.

ABTOPbI 3a9BNSIOT 06 OTCYTCTBUM KOHGMIMKTA MHTEPECOB.

INTRODUCTION

The ongoing digitalization of the economy and
business processes involves the increasing use of various
information systems (IS) for decision-making support
in which basic information about the organization’s
activities is stored and processed [1-3]. While different
IS have distinct purposes and may be based on
different information technologies, the important task
of integrating existing IS arises due to their extensive
interrelation. However, challenges involved in the full-
scale integration of large IS involve complex technical,
financial, and organizational issues [4-8]. In addition,
some IS cannot be integrated due to the potential
violation of information security rules.

The present work proposes a logical approach to
IS integration based on the creation of an intelligent
information environment. Logical integration of IS,
which offers a number of advantages over physical
integration approaches [9], involves the use of various
data mining methods to reveal additional (hidden)
information. The use of learning expert systems to create
a unified information field in the organization represents
a new logical level of IS integration.

1. ISINTEGRATION METHOD

Many organizations simultaneously maintain
several IS, which are connected by unified information
flows. A characteristic feature of these IS consists in
their mutual intersection by various objects, whose
corresponding information must be stored and processed.
Such objects may include employees, material objects,
customers, etc. Since, for objective reasons, such
IS are created at different times and using different
technologies, a number of problems arise related to the
integrity of information, its reliability, as well as issues
related to the potential violation of information security
rules [10]. The task of integrating different IS into
a single information platform methods can approached
based on either of the following principles:

1. Physical integration.
2. Integration based on business logic.

The physical integration of more than one IS implies
the creation of an IS that fulfills all the functions of the

merged systems. In this case, it is necessary to refactor
the structure of databases and the corresponding logic
of all software. While this process can provide a full-
fledged integration of IS, it is generally very labor-
intensive, in some cases comparable to the creation of
anew IS [11].

IS integration carried out on the basis of business
logic, which can thus be referred to as logical
integration of IS, is understood not only in terms of
the integration of databases, but also the creation
of a single logic of combining information across
different IS (Fig. 1) [12, 13].

IS integration sets out provide a unified logic
of the merged IS without significant changes in the
IS architecture [14, 15]. The advantages of logical
integration of IS over physical integration approaches
can include the following factors:

1. Lower cost.

2. Preserving diversity.

3. Technological heterogeneity.

4. Ability to process data at a higher level.

The use of a common logic in IS integration is based
on the use of special protocols for mutual communication
between existing IS. The development of such protocols
should be based on a specially developed formal
language [16].

2. SYSTEM INTERACTION DURING LOGICAL
INTEGRATION

During the logical integration process, it becomes
necessary to provide mechanisms of interaction
between the merged IS. Such interaction can be
described using a formal finite-automata language.
The task of the interaction mechanism is to provide
mappings of objects in one IS into the objects of
another IS. However, the main difficulty that arises
in this connection is that the mapped objects may
have information overlap. For example, there may be
information related to employees of an organization in
different IS, but this information may be represented
in different ways in different systems. An addition
problem may arise due to the different scales used when
describing the same objects in different information
bases.
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Fig. 1. Logical integration of IS

Thus, when designing and implementing an
IS integration procedure, one of the main tasks is
to create a mechanism for logical mapping of the
different IS. Figure 2 shows an object-mapping scheme
for application during logical integration.

For the logical display of the various objects in
the different IS, it is advisable to use an intelligent
environment for integration of information objects.
This environment, which uses semantic information-
processing methods, can be used to realize the
mechanism of displaying objects in the IS.

3. CHANGING AN ORGANIZATION’S
INTERCONNECTIVITY TOPOLOGY

When integrating different IS in an organization, an
important issue arises in terms of changing the topology
of mutual connection of these systems. The main point
here is that, in order to obtain qualitative changes during

IS1 IS 2
Data mapper
Object A - - — - Object D
Object B I Object E
Object C Object F

IS integration, it becomes necessary to provide changes
in the topology of their interconnection.

The topology of IS interconnection is described by
an undirected graph, whose vertices are individual IS,
while the edges represent information links between
systems [17]. Since it is only the presence of a connection
that is important for the topology of the IS network, i.e.,
irrespective of the direction of flow, we will consider
undirected graphs. Here, the salient point consists in the
fact that that even unidirectional flows include not only
the data flow, but also the corresponding request for this
data.

Figure 3 shows an example of the IS communication
topology.

In this example, IS numbered 1-8 are linked by
information links, while IS number 9 is not linked to the
other IS. Two IS will be referred to as incident if there is
an information link between them. We will define two IS
S and P as connected if a chain of sequentially connected

Intelligent environment for the integration of information objects

Fig. 2. Diagram of the logical object display mechanism
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IS 1

—
IS6

~——
~——
IS 3 IS 4
Fig. 3. Example of the IS communication topology
IS can be constructed from S to P. The entire IS network
can be represented by connectivity components,
where each connectivity component represents a set of
individual IS that are connected in pairs.
We will consider the process of IS integration as
a sequential operation of merging neighboring nodes

(incident IS). In this case, the unified IS inherits all the
information links of the united vertices.

Fig. 4. Topology following IS unification

Figure 4 shows the IS topology following IS
unification:

[1, 2] — [1-2],
[4, 5] > [5-4],
[6, 71— [6-7].

In order to distinguish significant changes in the IS
communication topology, we will use topological
invariants. As an example of such a variant, let us
consider the fundamental group for the graph describing
the IS communication topology. We will define the
fundamental group as the set of equivalence classes of
homotopy loops in the graph [18]. For the connected
component of the IS network, the fundamental group

defines the number of loops. If a connected graph
representing the IS communication topology has
N cycles, then the fundamental group is isomorphic to
the ZV group [19].

The presence of cycles in the organization’s IS
network indicates the need to integrate IS, since the
presence of cycles in the network of information
links implies risks of ambiguity in the presentation of
information to the organization during information
requests due to the possibility of ambiguous ways of
transferring information between different IS.

While no new cycles can arise when integrating IS,
existing cycles can be opened. In the language of the
fundamental groups of the IS communication graph, this
means that the following change in the representation
of the fundamental groups occurs during the process of
IS integration:

ZN — 7Nk,

In this interpretation, we can define the topological
significance of the IS integration procedure as the
number k by which the degree of the fundamental group
decreases.

4. USE OF EXPERT SYSTEMS FOR IS LOGICAL
INTEGRATION

While the logical integration of IS in an organization
may have various objectives, the main aim is to create
a unified information field. This problem cannot be
solved using “mechanical” methods since samples
from different IS must be brought to a “common
denominator” in order to obtain uniform information.
Another challenge that arises in this connection consists
in the need to obtain additional information about the
organization’s activities based on the heterogeneous
information in the different IS.

In order to solve these problems inherent in the
logical integration of IS, it is proposed to use trainable
expert systems and knowledge bases. The objects
described in the IS are used as the subject area of the
knowledge base.

Figure 5 presents a scheme for the application of
an expert system in logical integration of IS. The key
element of the proposed scheme consists in the use of
the IS query router and the intellectual environment of
the integrated IS. The logical integration of IS implies
an intellectual environment since it provides a means to
obtain information from different sources on the incoming
request for further logical integration of heterogeneous
information. In order to determine which IS should form
the basis for information queries, a query router is used
to identify the most appropriate data sources based on
the display of information in different IS.
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Fig. 5. Diagram of the expert system application

Following the realization of logical integration of
information from different IS, a meaningful query is
formed to the expert system, which forms the result
according to the received query using the knowledge
base [20, 21].

The architecture of an expert system depends on the
nature of objects described by the IS, as well as on the

]

completeness of information for each object [22]. The
general scheme of the architecture of the expert system
and knowledge base is presented in Fig. 6.

The architecture of the expert system includes
a mechanism for performance-based learning as a means
of improving the data-mining procedure on integrated
data.

Request

l

Integrated data of the IS

Information quotas

Rules for logical
inference

Result
evaluation unit

4

I

]

Result

|

Fig. 6. Architecture of a learning expert system
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In Fig. 6, solid arrows depict the sequential
process of calculating and obtaining the result of the
expert system operation, while data transferred to
implement the training procedure of the expert system
are represented by contour arrows. Dashed arrows
show the data flow for the expert system from the
integrated IS.

Within this scheme, a fundamental principle
concerns the use of information quanta to represent
integrated information from IS. The specific realization
of the procedure of data representation in the form of
information quanta depends on the nature of objects
in IS and the structure of their interaction.

In order to implement the training process of
the expert system, a result-evaluation block is
used. This block can either be implemented using
feedback from the user of the expert system or
based on the evaluation by the artificial intelligence
system. In cases where an artificial intelligence
method is used (neural network, Bayesian networks,

CONCLUSIONS

The present work considers fundamental issues of
IS integration in organizations on the basis of intellectual
methods. The introduced concept of logical IS integration
is suitable for integrating heterogeneous IS. Issues
connected with the topological significance of the logical
IS integration procedure have also been considered.

The logical integration of IS and creation of a unified
information environment involves the use of an expert system,
which responds to queries associated with the operation of
integrated information flows. Such an expert system allows
a basis for intellectual analysis of the data to be provided.

The proposed architecture of expert systems includes
mechanisms for training (self-learning) of the knowledge
base of the expert system, by means of which the results of
IS integration in the organization can be further improved.

Authors’ contributions

E.S. Shevtsov—conceptual model of integration of
information systems based on the creation of an intelligent

information environment.

R.V. Shamin—mathematical model of integration of
information systems based on the creation of an intelligent
information environment.

decision trees, etc.), training can be realized on the
basis of machine learning methods with suitable
reinforcement [23].
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Zeta topology DC/DC converter design
based on TPS40200 driver

Vladimir K. Bityukov 1,
Aleksey I. Lavrenov 1: @,
Daniil A. Malitskiy 2

" MIREA — Russian Technological University, Moscow, 119454 Russia
2 Sputniks, Moscow, 121205 Russia
@ Corresponding author, e-mail: lavrenov@mirea.ru

Abstract

Objectives. The study set out to investigate typical characteristics of a Zeta converter developed by the authors
based on the TPS40200 driver under various input voltages and loads and compare the experimental characteristics
of the Zeta converter with those obtained through SPICE' simulation in the Multisim computer-aided design (CAD)
system, as well as with the results derived from a continuous-time mathematical model.

Methods. A continuous-time mathematical model of the Zeta converter and the Multisim CAD system were used. The
schematic diagram of the converter was developed according to the TPS40200 driver circuit design methodology
presented in its datasheet. The printed circuit board layout was created using the Altium Designer CAD system.
Results. An experimental test bench of the Zeta topology DC/DC converter was designed and built using coupled
chokesbased onthe TPS40200driver. Theresults of the study showed a high correlation of both its load characteristics
and its DC and AC components of currents flowing through the choke windings and capacitor voltages from the input
voltage at two load resistances of 50 and 100 Ohm obtained by experimental, computational, and modeling methods.
Conclusions. The continuous-time mathematical model of the converter, along with the calculation method based
on it, forms a foundation for the design of DC/DC converters using the Zeta topology. The experiment confirms
the validity of both the mathematical model and the calculation method. The proposed design methods takes the
magnetic coupling and the active resistance of inductors into account. The magnetic coupling permits a two-fold
reduction of inductor values while maintaining the same ripple or a reduction in the ripple by up to half with unchanged
inductor values.

Keywords: DC/DC converter, Zeta topology, converter, mathematical model, design method, TPS40200, Altium

Designer, Multisim, printed circuit board

1 SPICE (Simulation Program with Integrated Circuit Emphasis) is an open source simulator of general-purpose electronic circuits.
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HAYYHAA CTATbA

IIpoexkTtupoBanue DC/DC-nipeodpa3zoBarelis,
MOCTPOCHHOI0 10 Zeta-TonmoJI0ruu
Ha 0a3e apauBepa TPS40200

B.K. BuTtiokos 1,
A.W. Naepenos 1: @,
O.A. Manuuknii 2

T MUP3A — Poccuiickuii TeXHOAOrn4eckuii yHnsepcuteT, Mocksa, 119454 Poccust
2000 «ClMYTHWKC», Mocksa, 121205 Poccus
@ AsTOp AN nepenvicku, e-mail: lavrenov@mirea.ru

Pe3iome

Llenu. Llenbto paboThl ABASETCS NCCeaoBaHne TUMOBbIX XapakTepUCTMK paspaboTaHHoro Zeta-npeobpasoBartens
Ha ocHoBe gpameepa TPS40200 (Texas Instruments, CLUA) npu pasnnyHbIX BXOOHbIX HAMNPSXKEHMSX U HArpy3Kax
1 CPaBHEHME 3KCMEPUMEHTaSIbHBIX XapakTepucTuk Zeta-npeobpaloBaTensi C aHaNOrMYHbIMU, NOTYYEHHBIMWU MPU
nomMoLuy SP|CE1-MO,£I,eJ'IVIpOBaHI/I9| B CUCTEME aBTOMaTU3MpoBaHHOro npoektuposaHusa (CAMP) Multisim, a Takxe
C MOMOLLbIO NMPeAeNbHOM HENPEPbLIBHOM MaTeMaTn4eCckorn Mogenu.

MeToabl. Vcnonb3oBaHa npefefnibHas HenpepbiBHAs MaTtemartuyeckas Mogenb Zeta-npeobpasoBaTtens
n CAMP Multisim. MpuHuMnuanbHas anekTpuyeckasl cxema npeodbpasoBartesnis paspadoTaHa No MeToauke pac-
yeta 006BA3kM OpaiBepa TPS40200, npeacTaBfeHHOM B ero TexXHMYeckoin gokymeHTtaumm. C mMcnosb3oBaHUeM
CAIP Altium Designer npondseneHa passojka ne4yaTtHorm nnarhbl.

PeaynbTatbl. CNpOeKTMPOBaH 1 CO3a4aH aKcrnepumMmeHTasbHblld cteHn DC/DC-npeobpasoBartensi, MOCTPOEHHOro
no Zeta-Tonosnorum co cBa3aHHbIMU Apoccensimu Ha 6a3e aparisepa TPS40200. PesynbtaThl ccnenoBaHms noka-
3a1 BbICOKYIO KOPPENALMIO Kak €ro Harpy304HbIX XapakTEPUCTUK, TakK 1 ero NOCTOAHHbIX M NePEMEHHbIX COCTaBIsA-
IOLLMX TOKOB, MPOTEKaOLLMX Yepe3 0OMOTKUN APOCCENEN, N HAMPSXKEHNI HA KOHAEHCATOPax OT BXOAHOIO Hanpsixe-
HUSA Npy OByx conpoTueneHnsax Harpy3ku 50 n 100 OmM, NonyYEeHHbIX Pa3ANYHBIMU METOAAMMN: IKCNEPUMEHTANbHbIM,
pacHeTHbIM 1 MOAENVMPOBAHVEM.

BbiBoapl. [penensHas HenpepbiBHas MaTeMaTnyeckas Moesnb Npeobpa3oBaTens 1 METOA pacyeTa, OCHOBaHHbIIA
Ha Hell, sBnstoTca 6a3oi ans npoektTuposaHms DC/DC-npeobpa3oBaTeneii, NOCTPOEHHbIX Mo Tononorum Zeta. 9kc-
nepvMeHTasnbHO A0OKa3aHa AOCTOBEPHOCTb MatemMaTU4eCKOM MOAENN, a Takke MeToaa npoektnposaHus. lMNpea-
JIOXKEHHbI METOA, MPOEKTMPOBAHMS MO3BOJISIET YYECTb MArHUTHYIO CBSI3b U aKTUMBHOE COMPOTUBIEHNE OOMOTOK
apoccenen. Y4eT MarHUTHOM CBSI3M MO3BOJISET YMEHbLLUMTL HOMUHASbI APOCCeNnen A0 ABYX pa3 Npu HEU3MEHHbIX
nynbcaumax N0 YMEHbLUNTb NynbcaLMm 00 ABYX Pa3 Npu HEM3MEHHbIX HOMUHANax poCccenei.

KnioueBble cnoBa: DC/DC-npeobpasoBaTtesb, Tonosorusa Zeta, npeobpasoBartesb, MaTeMaTnyeckast MOAesb, Me-
ToA, npoekTupoBaHus, TPS40200, Altium Designer, Multisim, neyatHasa nnata

T SPICE (aHrn. Simulation Program with Integrated Circuit Emphasis) — nporpamma-cumynsaTop 31eKTPOHHbLIX CXeM 06LLEero
Ha3Ha4YeHUs C OTKPbITbIM UcxoaHbIM kogom. [SPICE (Simulation Program with Integrated Circuit Emphasis) is an open source simulator
of general-purpose electronic circuits.]
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npoapaquocn: d)MHaHCOBOVI AedaTesibHOCTU: ABTOpr He NMetoT ¢)I/IH3.HCOBOI71 3anMHTEepPeCcoBaHHOCTW B npeacTaB/1eH-

HbIX MaTepunasiax nan MmetTogax.

ABTOpPbI 329BASAOT 06 OTCYTCTBMM KOHMIMKTA MHTEPECOB.

INTRODUCTION

A relevant trend in the development of modern
autonomous radio devices involves a reduction in
mass-dimensional parameters and accompanying
improvement in the tactical and technical
characteristics of the power converters used in
them [1-3]. Traditionally, choke DC/DC converters
of wvarious topologies are used to power such
devices [4-6]. In topologies where two chokes are
used for energy storage and transmission, it has long
been common practice to use coupled chokes to reduce
their mass-dimensional parameters and improve basic
stabilizer characteristics [7, 8]. Examples of modern
devices based on coupled chokes are given in [9, 10].
The design of such converters is typically based on
their mathematical models [11-15]. The converter
based on the calculation method proposed in [16] was
validated by comparing the calculated characteristics
with the modeling results rather than via an empirical
study. To remedy this deficiency, we set out to
experimentally study the DC/DC converter based on
the Zeta topology with coupled chokes.

1. SCHEMATIC DIAGRAM
OF THE CONVERTER BASED
ON THE TPS40200 DRIVER

A TPS40200 microcircuit (Texas Instruments, USA)
was chosen as the driver for the Zeta converter for
a number of reasons. Firstly, this driver can deliver
up to 95% efficiency at various load currents and
over a wide range of input and output voltages'.
Secondly, the chip has a fairly simple design with all
the necessary functionality configured via external
circuitry. Although this functionality is not declared
by the manufacturer, this allows the driver to be used
to control Zeta converters. Thirdly, an important
factor in choosing this particular driver is its price and
availability.

The circuit diagram of the DC/DC converter
based on the TPS40200 driver is made up of two
functional parts that are calculated separately (Fig. 1).
The first part, responsible for the device logic, is
the TPS40200 driver and all adjacent elements. The
second is the power part of the converter based on
Zeta topology, responsible for DC conversion. The
nominal values of the elements of the Zeta topology
are calculated using the design method [16], which is
based on the continuous-time mathematical model of
the converter.

A sawtooth signal of the required frequency is
formed on the first pin of the RC driver TPS40200 using
the frequency setting circuit R1C1. The switching
frequency of the VT1 power switch is selected to be
500 kHz. However, the actual switching frequency
may vary due to variations in basic parameters
of electronic components within technological
tolerances.

The part of the circuit responsible for the Zeta
converter input current threshold consists of the current
sensing resistor R7 and the smoothing filter R6C6, which
is necessary to reduce the influence of the high-frequency
component occurring when the power switch VTI is
switched. C2 is a start-up capacitor that determines the
start-up time of 9 ms. C3C4R2 is a frequency compensation
chain whose cut-off frequency is approximately 610 times
lower than the switching frequency.

In the circuit diagram, the PLS-40 pins labelled
“TP” and “P” are intended for the monitoring of currents
and voltages, respectively.

2. ARRANGING THE ZETA
CONVERTER PCB LAYOUT

The printed circuit board (PCB) layout is arranged
in the Altium Designer computer-aided design (CAD)
system?, taking into account requirements for easy
soldering and convenient multimeter or oscilloscope
measurement (Figs. 2 and 3).

I TPS40200 Datasheet. TPS40200 Wide Input Range Non-Synchronous Voltage Mode Controller datasheet (Rev. G). Texas
Instruments. SLUS659G-FEBRUARY 2006-REVISED NOVEMBER 2014.
2 https://www.altium.com/altium-designer. Accessed May 24, 2024.
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Fig. 1. Circuit diagram of a step-up and step-down DC/DC converter based on the Zeta topology. Here and
in the following figures, the designations of the circuit elements correspond to those adopted in GOST 2.71 0-813

1_out PS5

Fig. 2. Upper PCB layer

The VTI1 transistor is a WMO25P06T1 p-channel
MOSFET (Wayon Electronics Co., China) with
amaximum power dissipation ofup to 2.5 W and dynamic
characteristics that allow operation with a switching
frequency of up to 1 MHz.# The TPS40200 chip, having

Fig. 3. Lower PCB layer

a high input voltage of up to 52 V, variable switching
frequency of up to 500 kHz, and a gate current of
up to 300 mA, is used as the transistor driver. This
allows the gate voltage rise time (edge duration) of the
transistor to be 0.025-0.040 ps.

3 GOST 2.710-81. Interstate Standard. Unified system for design documentation. Alpha-numerical designations in electrical

diagrams. Moscow: Standartinform; 2008 (in Russ.).

4 WMO25P06T1 Datasheet. 60V P-Channel Enhancement Mode Power MOSFET. Rev. 3.0, 2020. P. 6.
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The footprint inductance over the average
width (2 mm) of the path from the transistor drain to the
positive output pole is 0.3 nH/mm, while the path length
is ~60 mm, corresponding to an inductance of 20 nH.

The interlayer capacitance is approximately 60 pF/cm?.
Taking into account the discrete element ratings, the
influence of parasitic components on the device parameters
is minimal. The considerable thickness of the dielectric
has a major influence due to the weakness of the coupling
of the signal lines in the upper layer to the lower ground
layer, which can lead to significant cross-interference,
especially in the feedback circuit.

The operating frequency of the converter is
approximately 500 kHz, which is equivalent to
a wavelength of 600 m. This is much larger than the
PCB size and the length of the conductors.

A general view of the developed PCB with
components is shown in Fig. 4.

Z&BR6

..OO

=L

Fig. 4. General view of the developed PCB
with components

The substrate material used in the PCB (Rezonit,
Russia) is FR4 Tg135 with a relative dielectric constant
of 4.3 and a thickness of 1.93 mm. The metallization
thickness is 0.035 mm. PCB type: double-sided. PCB
dimensions: 58 x 51 mm.

3. EXPERIMENTAL STUDY OF ZETA CONVERTER
BASED ON TPS40200 DRIVER

The study was carried out at the Department of Radio
Wave Processes and Technologies of the Institute of
Radioelectronics and Informatics at RTU MIREA. The
test bench shown in Fig. 5 consists of a Zeta converter,

5 https://www.rohde-schwarz.com/. Accessed July 11, 2024,

a PC, a laboratory power supply, an oscilloscope,
a multimeter, a current sensor, and a set of samples/wires
for connecting the PCB. The instruments and hardware
used for the study, namely, the NGE100 power supply,
the RTB2002 oscilloscope, and the HMC8012 universal
multimeter, are from Rohde & Schwarz (Germany).?

Fig. 5. Test bench for experimental study

The test bench is designed for experimental study
of the typical characteristics of a DC/DC converter,
with which similar characteristics can be compared as
obtained by the design method based on the continuous-
time mathematical model of the converter and by the
simulation method using Multisim CAD.b

Typical characteristics of converters traditionally
include the load characteristic (LC), which is the
dependence of its output voltage U, , on the load current
I; at constant input voltage U, , i. e U, = fU;) with
Uln = const, as well as the dependence of the constant
and variable components of currents i} |, | , and voltages
Ucy, cgr Ueyy, c1p On the input voltage U, at different load
resistances.

The converter LCs obtained in the experimental
study at input voltages of 6.5, 12.0, and 17.5V are shown
in Figs. 6-8.

12.010
> 12.006
& LC Math model
9 12,002
s 4 TS LC Modeling
s ! TS
1mees{ N
LC Experiment )
11.994 v
0 125 250
I, MA

Fig. 6. Load characteristic at an input voltage of 6.5V

6 https://www.ni.com/ru-ru/shop/product/multisim.html. Accessed February 19, 2024.
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Fig. 7 Load characteristic Fig. 9. Dependence of the constant currents flowing
atan input voltage of 12.0V through the windings of chokes L1 and L2 on the input
voltage U,, at a load resistance of 50 Ohm:
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at an input voltage of 17.5V

Since the constant charging current of the output
capacitor is negligible compared to the load current,
the current of the second choke can be assumed to be
equal to the load current /;, = I;. The deviation of
the experimental load current /. (Flgs. 6-8) from the
calculated value does not exceed 10% for an input
voltage of 17.5 V. It should be noted that the maximum
deviation is 3% for an input voltage of 6.5 V and 4%
for 12.0 V.

The results of the study of the dependence of the
constant and variable components of the currents
i1 1» iy, and the voltages Uy, cge Uerr, c1p O the input
voltage U, for two load resistances of 50 and 100 Ohm
are shown in Figs. 9-16.

A good agreement between the experimental
and calculated values is shown by the graphs of the
dependence of the constant currents flowing through
the windings of the chokes L1 and L2 on the input
voltage U, (Fig. 9) and of the voltages across
the capacitors C7, C8 and C11, C12 on the input
voltage U, (Fig. 10) at a load resistance of 50 Ohm.
The deviation in the constant components for the
I} | current amounts to 13% on average, while the
deviation in the 7} , current is 15%, and the deviation
in the Ugyy ¢, voltage comprises 0.27%. The
difference values obtained for the ripple spreads of
corresponding currents and voltages obtained in the
same way are as follows: Aij | is 5%, Aij, is 21%,
while Aucyy c1n is 15%.

Fig. 10. Dependence of the voltages across the
capacitors C7, C8 and C11, C12 on the input voltage U,
with a load resistance of 50 Ohm:

1 is calculation,

2 is modeling,
and 3 is experimental

The graphs of the current ripple spreads Aij ; and
Ai;, flowing through the windings of the inductors
L1 and L2 as a function of the input voltage U,
(Fig. 11), as well as those of the voltage ripple spreads
Aucq g and Aucy; ¢, (Fig. 12) across the capacitors
C7, C8 and C11, Ci2 as a function of the input voltage
U, ataloadresistance of 50 Ohm, show good agreement
between the experimental and calculated values.

0.4

Ai, A

0.1

6 8 10 12 14 16 18
U,V

in?

Fig. 11. Current ripple spreads through the windings
of chokes L1 and L2 as a function of the input voltage U,
at a load resistance of 50 Ohm:
1is calculated,
2is modeling,
and 3 is experimental
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Fig. 12. Voltage ripple spreads across the capacitors
C7,C8and C11, C12 as a function of the input voltage U,
at a load resistance of 50 Ohm:
1is calculation, 2 is modeling,
and 3 is experimental

Similar dependencies of the constant and alternating
components of the currents i |, i;, (Fig. 13) and the
voltages ue; g, Ucyy, c1 (Fig. 14) on the input voltage
Ui, are obtained at a load resistance R; = 100 Ohm. The
deviation of the constant current components of /; | is on
average 16%, while the deviation of 7} , is 9.0% and the
deviation of Ucyy, ci 18 0.10%. For the ripple spreads of
the corresponding currents and voltages, the following
deviations are obtained: Ai , is 13%, Ai| , is 30%, while
Augyy ey is 38%.

0.150

I, A

0.100 0
6 8 10 12 14 16 18

Fig. 13. Currents flowing through the windings
of inductors L1 and L2 as a function of the input
voltage U,, at a load resistance of 100 Ohm:
1is calculation, 2 is modeling,
and 3 is experimental
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Fig. 14. Voltages across the capacitors C7, C8
and C11, C12 as a function of the input voltage U, at
a load resistance of 100 Ohm:
1is calculation, 2 is modeling,
and 3 is experimental

The graphs of the current ripple spreads Aij ; and
Ai;, flowing through the windings of the inductors
L1 and L2 as a function of the input voltage U,
(Fig. 15) and of the voltage ripple spreads Aucq g and
Aucyy e (Fig. 16) across the capacitors C7, C8 and
C11, C12 as a function of the input voltage U, at a load
resistance of 100 Ohm show good agreement between
experimental and calculated values.

6 8 10 12 14 16 18

Fig. 15. Ripple currents flowing through the windings
of chokes L1 and L2 as a function of the input voltage U,
at a load resistance of 100 Ohm:

1 is calculation, 2 is modeling, and 3 is experimental
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Fig. 16. Voltage ripple spreads across capacitors C7,
C8and C11, C12 as a function of the input voltage U,,
at a load resistance of 100 Ohm:

1 is calculation, 2is modeling, and 3 is experimental

The results of the study of the Zeta converter
with inductively coupled chokes demonstrate the high
correlation of both its LCs, as well as the dependence
of the constant and alternating components of the
currents i ;, i;, flowing through the windings of the
chokes L1 and L2, and of the voltages Ucqg cg and
Uy, c1p ACTOSS the capacitors C7, C8 and C11, C12 on
the input voltage U, for two load resistances of 50 and
100 Ohm, which were obtained by different methods:
experimental, calculated, and modeling. There is almost
complete agreement between the calculated values and
those obtained by SPICE’ modeling. The differences
between the experimental characteristics and those
obtained by calculation and modeling can be considered
negligible.

7 SPICE (Simulation Program with Integrated Circuit
Emphasis) is an open source simulator of general-purpose
electronic circuits
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CONCLUSIONS

We have described the design and construction a test
bench of a DC/DC converter based on the Zeta topology
with coupled chokes on the basis of a TPS40200 driver.
An experimental study of the typical dependencies of
the converter at different values of input voltage and
load resistances was carried out. The experimental

dependencies are compared with similar characteristics
obtained by modeling using Multisim CAD and
a calculation method based on the continuous-time
mathematical model of the converter. A comparison of
data obtained using these three methods demonstrates
their high correlation.
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Abstract

Objectives. The study sets out to obtain an analytical expression for the distribution of the temperature field strength
on the surfaces of anisotropic graphene inclusions taking the form of thin disks in the matrix composite and to use
the obtained expressions to predict the strength of the temperature field on the surface of inclusions from the matrix
side.

Methods. An inclusion taking the form of a thin circular disk represents a special limit case of an ellipsoidal
inclusion. To obtain the corresponding analytical expressions, the authors use their previously derived more general
expression for the operator of the concentration of the electric field strength on the surface of ellipsoidal inclusion.
The approach is justified by the mathematical equivalence of problems of finding the electrostatic and temperature
field in the stationary case. The operator relates the field strength on the inclusion surface from the matrix side to the
average field strength in the composite sample; the corresponding expression is obtained in a generalized singular
approximation.

Results. Analytical expressions were obtained for the operator of the concentration of the temperature field strength
on the surface of the inclusion taking the form of a thin disk of multilayer graphene in a matrix composite. The
expressions take into account inclusion anisotropy, the position of the point on the inclusion surface, the volume
fraction of inclusions in the material, and the inclusion orientation. Two types of inclusion orientation distributions
were considered: equally oriented inclusions and uniform distribution of inclusion orientations. Model calculations
of the value for the temperature field strength at the points of the inclusion disk edge as a function of the angle
between the radius vector of this point and the direction of the applied field strength were carried out.
Conclusions. In the case of graphene multilayer inclusions, it is shown that the field strength at points on their edges
can exceed the applied field strength by several orders of magnitude.

Keywords: composite, matrix, graphene, inclusion, operators of temperature field strength concentration,

generalized singular approximation
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HAYYHAA CTATbA

PacnpenesieHue HANPSZKEHHOCTH TEMIIEPATYPHOIO MMOJISI
HA MOBEPXHOCTH BKJIYEHUU rpadeHa
B MATPUYHOM KOMIIO3UTE

W.B. NaBpos @,
B.B. BapayLwikuH,
B.Bb. filkoBnes

UHCTUTYT HAHOTEXHOJIOr i MUKPO3JIEKTPOHUKM, Poccuiickast akagemusi Hayk, Mocksa, 119334 Poccusi
@ AsTOp A5 nepenvicku, e-mail: iglavr@mail.ru

Peslome

Llenu. Lenb paboTbl — NOAY4UTb aHANMMTUYECKOE BblpaxXeHune ANs pacnpeneneHnst HanpskeHHOCTM Temneparyp-
HOIO MO HA NOBEPXHOCTAX aHM3OTPONMHbIX BKIOYEHUN B POPME TOHKUX ANCKOB B MATPUYHOM KOMMO3UTE U Npu-
MEHUTb NOJyYEHHbIE BblpaXeHUs O NPOrHO3MPOBaHWS BEMYUHBI HANPSI)KEHHOCTW TeMNepaTypHOro noJss Ha no-
BEPXHOCTU rpadeHOBbIX BKIIIOYEHWNIA CO CTOPOHbI MaTPULLbI.

MeTopbl. BrioueHre B popme TOHKOro KpyroBOro Aycka siBASIeTCS YaCTHbIM NpefesibHbIM Cllydaem 3/IMncoun-
LanbHOro BkoYeHus. [na nonyyeHns TpebyemMbix aHaIMTUYECKUX BblpaXKeHW MCNosb3yeTcs paHee noJjlydeHHoe
aBTOpamu 6onee obLee BbipaxXeHne As ornepaTopa KOHUEHTPaLUum HanpsaXKeHHOCTN 3/IEKTPUYECKOro NnoJsis Ha No-
BEPXHOCTW 3I/IMNCOMOANbHOIO BKIIOYEHUS, MOCKOJIbKY 3a4a4M HaX0XAeHWs 3/1eKTPOCTaTUYEeCKoro n tTemneparyp-
HOro Nons B CTaLMOHAPHOM Cllydae MaTeMaTnyeckn 9KBUBaNEHTHbI. JJaHHbI ornepaTop CBA3bIBAET HAaNpPs>XKeHHOCTb
MoJisi HA NOBEPXHOCTW BKJTIOYEHUS CO CTOPOHbI MaTPULIbl CO CPeHer HanpsXXeHHOCTbIO NoJsis B 00pasLe KOMNo3nuTa,
BblpaXeHue 411 HEro noJsly4eHo B 0600LLEHHOM CUHIYASPHOM MPUBINXKEHUN.

PeaynbTaTthl. MonyyeHbl aHAIUTUYECKNE BblpaXXeHUst 4S9 ornepaTopa KOHLEHTpauuy HanpsixkeHHOCTU TemMnepa-
TYPHOrO MO Ha MOBEPXHOCTU BKJIIOYEHUS B GOPMe TOHKOro AMCKa M3 MHOrOCNOMHOro rpadeHa B MaTpUYHOM
KOMMO3UTE C Y4ETOM aHM30TPOMUM BKITIOYEHUS B 3aBUCUMOCTM OT MOJIOXKEHUS TOUKM Ha MOBEPXHOCTU BKJIIOYEHMS,
0T 00bEMHOI A0 BKIIIOYEHNI B MaTepuane, OT OpMeHTaumm BKItoYeHus. PaccMoTpeHsbl fBa Buaa pacnpeneneHms
OopueHTaUunii BKIIOYEHUI: OANHAKOBO OPUEHTUPOBAHHbIE BKITIOYEHUS U PABHOMEPHOE pacnpeneneHme opueHTauni
BKJItO4EHMIA. [TpoBeOeHbl MOAesbHbIE pacyeTbl BENYNHBI HAMPSXXEHHOCTM TeMMNepPaTypPHOro noss B Toukax pebpa
BKJIIOYEHMSA-ANCKA B 3aBUCUMOCTUM OT yriia Mexay paanyc-BekToOpOoM AAaHHOW TOYKWU U HanpaBfieHMeM HarnpsiXKeHHOo-
CTU MPUIOXEHHOO Moss.

BbiBOAbI. [MokazaHo, 4TO B c/iydae rpadeHOBbIX MHOMOCOMHBIX BKJIIOYEHWI B TOUKax Ha nx pebpax BenmynHa Ha-
MPSXEHHOCTU MO MOXET Ha HECKOJIbKO NMOPSAAKOB NPEBbILIATh HANPSAXEHHOCTb MPUIOXEHHOrO Moss.

KnioueBble cnoBa: KOMMNO3UT, MaTpuua, rpacbeH, BKJIIOHEHMEe, ornepaTtopbl KOHUEHTPaAUUN HANPAXEeHHOCTU TeMmne-
paTypHOro nonsi, 0606LLEHHOE CUHTYNAPHOE NPUonmxeHmne
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npoapaquocn: d)MHaHCOBOVI AedaTesibHOCTU: ABTOpr He NMetoT ¢)I/IH3.HCOBOI71 3anMHTEepPeCcoBaHHOCTW B npeacTaB/1ieH-

HbIX MaTepunasiax nan MmetTogax.

ABTOpPbI 329BASAOT 06 OTCYTCTBMM KOHMIMKTA MHTEPECOB.

INTRODUCTION

Graphene is a very promising material for various
applications due to its exceptional electrical, thermal, and
mechanical properties [1-4]. For example, the thermal
conductivity coefficient of a single layer of graphene is up
to 5000 W/(m-K) [4, 5]. In multilayer graphene, a lower
thermal conductivity coefficient value is observed, which
can be explained by an increase in phonon scattering
due to the interactions between the layers [6]. However,
even in multilayer graphene, the thermal conductivity in
the plane of the layer remains high enough to be used
in the development of composite materials to improve
their thermal conductivity properties, which, together
with their mechanical properties, are of great importance
when undergoing intense external influences of different
physical natures. For example, tribocomposite materials
undergo uneven heating of the surface and bulk layers
during operation, which affects diffusion and segregation
processes in the material. As a result, the physical and
mechanical properties of tribocomposites can change
significantly [7, 8]. The use of materials with enhanced
thermal conductivity represents one of the options to
reduce the magnitude of the temperature field gradient
during operation. Therefore, graphene, due to its very
high thermal conductivity along the layers, is considered
a very promising material to use as a small additive in
composites to increase their thermal conductivity without
sacrificing high mechanical and strength properties [9].

In inhomogeneous materials, a significant
temperature field gradient value can occur at the micro-
level close to the interfaces of homogeneous components
that differ significantly in their thermal conductivity
properties. This can lead to a change in the properties of
the component particles of the inhomogeneous material,
a weakening of the bond between inclusions and matrix
in the composite, and ultimately a deterioration in the
material’s performance characteristics. In this regard,
the ability to predict the local temperature fields at the
interface between inclusions and binder (matrix) in the
matrix composite is of great relevance.

There are a number of recent theoretical and
experimental studies of the effective thermal
conductivity properties of composites [9—12]. Some
works also focus on predicting local temperature field

distribution in composites, e.g. [13]. On the other hand,
there are practically no studies on the distribution of the
temperature field at the inclusion-matrix interface.

In [14], fundamental equations are derived for
estimating the electric field strength distribution at
the inclusion interface in a matrix composite. These
results can be used to solve the problem of finding the
temperature field strength distribution at the inclusion
interface in a matrix composite due to the mathematical
equivalence of the problem statements in the stationary
case for the distribution of the electrostatic potential
and the temperature field [15]. In this paper, a matrix
composite with an ED-20 type polymer matrix and
graphene multilayer inclusions in the form of thin flakes
is considered. The shape of the flakes is approximated by
thin circular disks. Analytical expressions are obtained
for the concentration operator of the temperature field
strength and the vector of the temperature field strength
on the surface of the graphene inclusions from the matrix
side as a function of the point location on the inclusion
surface. Two cases of inclusion orientation distribution
in the composite are considered: (1) equally oriented
inclusions; (2) uniform spatial distribution of inclusion
orientations.

PROBLEM STATEMENT. FIELD STRENGTH
CONCENTRATION OPERATOR ON THE
INCLUSION SURFACE IN A MATRIX COMPOSITE

We consider a sample of volume V' of a statistically
homogeneous matrix composite having ellipsoidal
inclusions of a similar type. The matrix is isotropic with
thermal conductivity £™, while the inclusions (particles)
are anisotropic with thermal conductivity tensor kP
and the volume fraction of inclusions is equal to f. It
is assumed that the shape of all inclusions is similar
and that the principal axes of the thermal conductivity
tensors coincide with the axes of the corresponding
ellipsoids. All inclusions are assumed to be randomly
distributed throughout the sample volume, while their
orientations are distributed according to a probability
law. It is further assumed that there are no internal heat
sources in the material.

The temperature field in the sample is denoted
by T(r, f), where r is the radius vector of a point in
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space and ¢ is time as per classical studies of heat
conduction theory, e.g., as presented in [16, 17]. The
concept of temperature field strength, which denotes
a vector quantity opposite to the temperature field
gradient, is neglected in a number of relevant works,
i.e., the temperature field gradient is used directly
in mathematical formulations [16—18]. However,
in many studies dealing with the thermophysical
properties of inhomogeneous media, a special notation
for the intensity vector of the temperature field is
introduced for convenience: H(r, t) = —VI(r, 1)
(e.g.,in [9, 19, 20]).

Let a uniform temperature field 7,,(r) with intensity
H,, = const (a uniform temperature field is a field with
constant intensity, analogous to a uniform electrostatic
field) be applied to the interface S of a given sample.
A stationary temperature field 7(r) with intensity H(r)
is then established. The task is to find the temperature
field distribution at the Sp interface of any matrix-side
inclusion in a given composite sample.

In [14], a similar problem of finding the electric field
distribution at the inclusion interface in a composite is
considered. Using the full mathematical analogy of
the problems of electrostatic and temperature field
determination in the stationary case, the expression for
the temperature field strength at point r of the surface Sp
of an ellipsoidal inclusion on the matrix side can be
written as follows:

H"(r)=KH(r)(H), re Sps

(M
where (H) is the average strength of the temperature
field in the sample, which is equal to the applied field
strength under the given boundary conditions of the
problem [21]: <H> =H,); K'(r) is the full concentration
operator of the temperature field strength on the inclusion
surface on the matrix side.

In turn, KH(r) can be expressed in the following
form [14]:

K@) =KsHr)KH, re Sps )

where K*H(r) is the surface field concentration operator
relating the field strength at a given point of the inclusion
surface on the matrix side to the average field strength
in the matrix; K"H is the volume field concentration
operator relating the average field strength in the matrix
to the average field strength in the sample.

In the generalized Maxwell-Garnett approximation,
these operators have the following form [14]:

K (r) = (T+ A(r)(kP - k™)) x

3
x [1-g(kP —kml)]_l, res,, v

K — (- (a-gie —kmn )L g)

where I is a unit tensor of rank 2; A(r) is a rank 2 tensor
defined by the expression

n(r) ®n(r) res..
n(r)- (k™n(r)) P
where n(r) is the external unit normal to the surface S
at point r; K™ is the heat conduction tensor of the matrix.
Since the matrix is isotropic, i.e., k™ = k™I, the last
expression can be rewritten in a simpler form, as follows:

A(r)=

1
k—m(n(l‘) @ n(r)).
The averaging in (4) is carried out over all the
inclusions that are immersed in the matrix. The
rank 2 tensor g related to the given inclusion and used
in the generalized singular approximation [22] is also
used in Egs. (3) and (4). The components of tensor g in
the coordinate system related to the ellipsoidal inclusion
axes are calculated by the following equation [23]:

A(r) = ©)

27
17 ) .
g __EHn ’mfn sin8d9de, i,j=1,2,3, (6)
00 "aap’p

where the components of the normal n; (i = 1, 2, 3) to the
inclusion surface are expressed by the spherical
angles 9,9; o, B are the component numbers of the
vector and tensor quantities.

Since in the case of an isotropic matrix kng =k™3 ap
(Saﬁ is the Kronecker symbol), expression (6) can be
rewritten as follows:

2n

8 = mn; sin®d3de, i,j=1,2,3. (7)

L

- m
dnk 00
SPECIAL CASE OF ANISOTROPIC INCLUSIONS
TAKING THE FORM OF THIN CIRCULAR DISKS

Let the inclusions in the matrix composite be
anisotropic in the form of circular disks of radius a. We
consider a particular inclusion occupying the region S
with surface Sp. Let the plane of this disk form an angle o
with the direction of the applied field intensity vector H,,.
We introduce the coordinate system &ng associated with
this inclusion as follows. Proceeding from the origin O at
the center of the disk, if o > 0, we will orient the & axis
along the projection of vector Hy, on the plane of the disk,
the C axis along the projection of H;, on the axis of rotation
of the disk, and the n axis perpendicular to the & and
C axes, so that the coordinate system &n( is right-handed.
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If o =0, i.e., vector Hy lies in the plane of the disk, we
will orient the & axis along H,, the n axis perpendicular to
the & axis in the plane of the disk, and the { axis
perpendicular to the plane of the disk, so that the system
&nC is right-handed. We will consider two points on the
surface Sp of a given disk: a point M on the side surface
of the disk and a point Q on the upper bound of the disk.
Let the radius vector of point A/ make an angle 0 with
the & axis, then for the external unit normal to the
surface Sp at point M we have: n(M) = (cos0 sin6 0)T. For
the normal at point Q: n(Q) = (0 0 1)". Then, for the
tensor A(r) at these points in the system &ng, we derive
the following by Eq. (5):

. cos2®  cosOsin® 0
A(M)=——/|cosOsin® sin20@ 0|, (®)
km
0 0 0
. 0 0O
A(Q) :k—m 0 0 0] 9
0 0 1

For the tensor g of the disk-shaped inclusion, we
derive from Eq. (7) the following:

. 0 0O
g:——m 0 0 0]
0 01

(10)

For the multilayer graphene inclusion, the heat
conduction tensor in the &nC system has the following
form:

kL, 0 0
kP=| 0 &, O] (11)

0 0 k”

where k| and k“ are the main components of the
thermal conductivity along and across the graphene
layers, respectively.

For convenience, we introduce a rank 2 tensor A
related to a particular inclusion, according to the
following equation:

A= [I —g(kP — kml)]_l . (12)

Given (10) and (11), we obtain the following form

for the system &nd:
10 0
V=0 1 0 (13)
0 0wy

Taking into account Eqgs. (2)—(4) and (12), the
expression for the full concentration operator of the
temperature field strength on the inclusion surface then
takes the following form:

KM (r) = (T+ A(r)(kP — k™)) 2. x

. (14)
x[A= O+ f(A)] res,,
where the form of the tensor A(r) depends on the point
on the inclusion surface; for the point M on the edge of
the disk, it has the form (8), while for the point Q on the
upper bound of the disk, it has the form (9).
Theaveragingin (14) is performed over all inclusions
in the matrix. Since all inclusions are assumed to be
identical, this averaging is performed over all inclusion
orientations in the xyz coordinate system related to the
texture of the composite sample.
For the distribution of inclusion orientations in
a composite, we consider two cases: 1) inclusions with
equal orientation; 2) uniform distribution of inclusion
orientations. In the first case, the composite obtained is
anisotropic, the orientations of all the systems &n related
to the inclusions are identical. Therefore, it is convenient
to take a system &nl as the xyz coordinate system. Then
(1) =1, and we obtain the following for K"(r):

KM (r) = T+ A(r)(KP - k™)) x
x[A= 1+ ] res,.

Given the form A’ (13), we find:

K (r) = (T+A(r)(kP - k™)) x

0 (15)
x| 0 1 0
ok
(1= )k + k™

In the case of a uniform distribution of inclusion
orientations [24], we have:

1 ’ ’ ’
()= 3(7“11 Ayt
where Aj;, A5y, A3y are the main components of the

tensor A, i.e., in this case, taking into account (13), we
obtain:
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3k,

-1
[(1—f)l+f<x>} _WL

while for the operator KH(r), we get:

KM (r) = (T+ A(r)(kP - k™)) x
3k
x —— 0 yes.
3k~ f (ky= k™) P

(16)

In both cases of the distribution of the inclusion
orientations, KH(r) is diagonal.

We consider the special case when the point M on
an edge of the disk lies on the § axis, i.e., when 6 = 0. In
this case we have:

. 1 00
A(M) = 0 0 0] 17)
0 00
Then for the diagonal components of the

operator KH(r) in the case of the same orientation of the
inclusions from (15), taking into account (11), we have:

k
KR (0) = k—;, KR (M(0) =1,
4m (18)

KA M(@O0)=————.
(MO (1= f k) + fk™

In the case of uniformly distributed inclusion
orientations, from (16), (17), and (11) we obtain:

KHM(0) = Huh
! K™ 3k — f Uy = k™))

KM O) = (19)
z 3k = f (ky = k™)
° _ 3fm

KE(M(0)) G T

If the thermal conductivity of graphene multilayer
inclusions is considered approximately equal to that of
high quality graphite, in this case we have the following
values of thermal conductivity component (W/(m-K)):
k, =2000, kH =5.7 [25], for an ED-20 type epoxy
matrix &M = 0.2 [26]. Then formula (18) gives
KlH1 (M(0))=10* for equally oriented inclusions, i.e.,
the temperature field strength component H, at the
point M of the matrix-side inclusion interface is 10* times
higher than the corresponding component of the applied
field.

We now obtain the expressions for KH(r) at the
point Q on the inclusion edge. Substituting (9) into (15),
we obtain the following for the diagonal components of
the operator KH(Q) for equally oriented inclusions:

ko) =1, k8 =1,
kH (20)

H —

For uniformly oriented inclusions, we have:

34

K1 (©=KB© =K@ = —— .
i1 2 33 36, — /Uy — k™)

21

It can be seen from Eq. (20) and (21) that the
field strength at point Q on the inclusion upper bound
is of the same order of magnitude as the applied field
strength.

NUMERICAL MODELING RESULTS
AND DISCUSSION

Based on the derived expressions for the full
concentration operator of the temperature field strength,
model calculations are carried out for a composite
with an ED-20 type matrix and multilayer graphene
inclusions taking the form of circular disks. The ratios
of the components and the modulus of the temperature
field strength at the point M on the edge of the inclusion
disk to the modulus of the applied field strength are
calculated as a function of the angle 0 between the radius
vector of this point and the & axis for different inclusion
volume fractions, for different values of the angle a
between the applied field strength and the inclusion
plane. Some results are shown in Figs. 1-3. In all cases,
the distribution of inclusion orientations is assumed to
be uniform.

The dependencies of the H/H, ratio of the
temperature field strength components at points M on
the edge of the graphene inclusion to the applied field
strength on the angle between the radius vector to
point M and the applied field strength H, for the case
when Hj lies in the plane of the inclusion are shown
in Fig. 1. An analysis of these dependencies shows that,
for a fixed value of the applied field strength, the values
of the components /, and H, at points on the edge of
disks on the matrix side depend significantly on the
angle 0 between the radius vector of this point and the
vector of the applied field strength. However, in the vast
majority of such points the value of the corresponding
strength component is rather high compared to the
applied field. At the same time, the H; component has
a negligible value close to zero.

Russian Technological Journal. 2025;13(2):46-56

51



Distribution of temperature field strength

on the surface of graphene inclusions in a matrix composite

Igor V. Lavrov,
Vladimir V. Bardushkin, Victor B. Yakovlev

Similar dependencies of the ratio H(M)/H,, of the
absolute magnitude of the temperature field strength
to the applied field strength are shown in Fig. 2. It
can be seen that the modulus of the field strength at
the points on the disk edge in the ranges 6 € [0°; 84°]
and 0 € [96°; 180°] is more than 103 times higher than
the applied field strength. As the volume fraction of
inclusions in the composite increases with a uniform
distribution of their orientations, the absolute values of
the components and the modulus of the field strength at
the points on the disk edges also increase slightly. In the
case of the same inclusion orientations in the composite,
the change in the inclusion volume fraction has no effect
on the values of the components /, and H,. This follows
directly from Eq. (18).

In the general case, with respect to the direction of
the vector H,, of the applied field strength, the inclusion
disk planes are oriented differently. The dependencies
of the ratio H(M)/H, on the angle 0 between the
radius vector of the point M and the projection of the
vector H,, onto the disk plane for different values of the
angle a between the vector H, and the inclusion plane
are shown in Fig. 3. These dependencies show that
increasing the angle between the disk plane and H, leads
to a decrease in the value of the field strength at points at
the disk edge. At the same time, this value is still much
higher than H,,. For example, for the angle a = 75°, the
ratio of the surface field strength to the applied field
exceeds 103 for points in the ranges 0 € [0°; 66°] and
0 € [114°; 180°].

From the results, it can be concluded that the
physical properties of the binder can be significantly
modified by intensifying the diffusion and segregation
processes taking place in these regions. This is due
to the significant values of the temperature field
strength in the regions near the edges of the graphene
disks. For small volume fractions of graphene
inclusions, these changes have no significant effect
on the macroscopic properties of the composite.
However, as the inclusion volume fraction increases,
the proportion of the binder material regions in
which these changes occur also increases. This can
lead to a significant degradation of the performance
characteristics of the material, which is consistent
with the results obtained in [27].

CONCLUSIONS

The main result of the paper is Egs. (15) and (16)
for the concentration operators of the temperature field
strength on the surface of anisotropic disk-shaped
inclusions in a matrix composite. These expressions
allow the prediction of these values at any point
on the surface of the inclusions as a function of the
external applied field, the volume fractions and
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Fig. 1. Dependencies of the H,/H,, ratio on the
angle between the radius vector to the point M and
the applied field strength H, for different inclusion
volume fractions. The component numbers are given
near the corresponding curves
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material properties of the composite components,
and the orientation of the inclusion with respect to
the direction of the applied field strength. Modeling
calculations have been carried out for the inclusions of
graphene multilayers. It is shown that the temperature
field strength can exceed the applied field strength by
several orders of magnitude at the surface points on the
edges of graphene inclusions.

Authors’ contributions
1.V. Lavrov—literature review, deducing the calculation

formulas, writing the computer programs, model
calculations, plotting, discussion of the results.
V.V. Bardushkin—checking the mathematical

correctness of deducing the calculation formulas,
proofreading the text of the article, discussion of the results.

V.B. Yakovlev—problem statement, the idea of
deducing the calculation formulas, discussion of the results.

10.

11.

12.

13.

14.

15.

16.
17.

REFERENCES

. Novoselov K.S., Geim A.K., Morozov S.V., Jiang D., Zhang Y., Dubonos S.V., Grigorieva I.V., Firsov A.A. Electric field

effect in atomically thin carbon films. Science. 2004;306(5696):666—669. https://doi.org/10.1126/science.1102896

. Novoselov K.S. Graphene: Materials in the Flatland. Uspekhi Fizicheskikh Nauk. 2011;181(12):1299-1311 (in Russ.).

https://doi.org/10.3367/UFNr.0181.201112£.1299

. Bunch J.S., Van der Zande A.M., Verbridge S.S., Frank I.W., Tanenbaum D.M., Parpia J.M., Craighead H.G., McEuen P.L.

Electromechanical resonators sheets. Science.

science.1136836

from graphene 2007;315(5811):490-493.  https://doi.org/10.1126/

. Yan Zh., Nika D.L., Balandin A.A. Thermal properties of graphene and few-layer graphene: applications in electronics. /ET

Circuits, Devices & Systems. 2015;9(1):4—12. https://doi.org/10.1049/iet-cds.2014.0093

. Tkachev S.V., Buslaeva E.Y., Gubin S.P. Graphene: a novel carbon nanomaterial. Neorg. Mater. 2011;47(1):1-10. https://doi.

org/10.1134/S0020168511010134

[Original Russian Text: Tkachev S.V., Buslaeva E.Y., Gubin S.P. Graphene: a novel carbon nanomaterial. Neorganicheskie
materialy. 2011;47(1):5-14 (in Russ.).]

Eletskii A.V., Iskandarova .M., Knizhnik A.A., Krasikov D.N. Graphene: fabrication methods and thermophysical properties.
Phys.-Usp. 2011;54(3):227-258. https://doi.org/10.3367/UFNe.0181.201103a.0233

[Original Russian Text: Eletskii A.V., Iskandarova I.M., Knizhnik A.A., Krasikov D.N. Graphene: fabrication methods and
thermophysical properties. Uspekhi Fizicheskikh Nauk. 2011;181(3):233-268 (in Russ.).]

Kolesnikov V.. Teplofizicheskie protsessy v metallopolimernykh tribosistemakh (Thermophysical Processes in Metal-
Polymeric Tribosystems). Moscow: Nauka, 2003. 279 p. (in Russ.). ISBN 5-02-002843-6

Kolesnikov V.I., Kozakov A.T., Sidashov A.V., Kravchenko V.N., Sychev A.P. Diffusion and segregation processes in metal-
polymer tribosystem. Trenie i iznos = Friction and Wear. 2006;27(4):361-365 (in Russ.).

Lavrov L.V., Bardushkin V.V., Yakovlev V.B. Prediction of the effective thermal conductivity of composites with graphene
inclusions. Teplovye protsessy v tekhnike = Thermal Processes in Engineering. 2023;15(7):299-308 (in Russ.).

Zarubin V.S., Zimin V.N., Kuvyrkin G.N., Savelyeva L.Y., Novozhilova O.V. Two-sided estimate of effective thermal
conductivity coefficients of a textured composite with anisotropic ellipsoidal inclusions. Z. Angew. Math. Phys. (ZAMP).
2023;74(4):139. https://doi.org/10.1007/s00033-023-02039-0

Bonfoh N., Dinzart F., Sabar H. New exact multi-coated ellipsoidal inclusion model for anisotropic thermal conductivity of
composite materials. Appl. Math. Modell. 2020;87(12):584—605. https://doi.org/10.1016/j.apm.2020.06.005

Shalygina T.A., Melezhik A.V., Tkachev A.G., et al. The Synergistic Effect of a Hybrid Filler Based on Graphene
Nanoplates and Multiwalled Nanotubes for Increasing the Thermal Conductivity of an Epoxy Composite. Tech. Phys. Lett.
2021;47(7):364-367. https://doi.org/10.1134/S1063785021040143

[Original Russian Text: Shalygina T.A., Melezhik A.V., Tkachev A.G., Voronina S.Yu., Voronchikhin V.D., Vlasov A.Yu.
The Synergistic Effect of a Hybrid Filler Based on Graphene Nanoplates and Multiwalled Nanotubes for Increasing the
Thermal Conductivity of an Epoxy Composite. Pis 'ma v Zhurnal tekhnicheskoi fiziki. 2021;47(7):3-5 (in Russ.). https://doi.
org/10.21883/PJTF.2021.07.50789.18609 ]

Kolesnikov V.I., Lavrov 1.V., Bardushkin V.V., Sychev A.P., Yakovlev V.B. A method of the estimation of the local thermal
fields’ distribution in multicomponent composites. Nauka Yuga Rossii = Science in the South Russia. 2017;13(2):13-20
(in Russ.). https://doi.org/10.23885/2500-0640-2017-13-2-13-20

Kolesnikov V.I., Yakovlev V.B., Lavrov 1.V., et al. Distribution of Electric Fields on the Surface of Inclusions in a Matrix
Composite. Dokl. Phys. 2023;68(11):370-375. https://doi.org/10.1134/S1028335823110058

[Original Russian Text: Kolesnikov V.I., Yakovlev V.B., Lavrov 1.V., Sychev A.P., Bardushkin A.V. Distribution of Electric
Fields on the Surface of Inclusions in a Matrix Composite. Doklady Rossiiskoi akademii nauk. Fizika, tekhnicheskie nauki.
2023;513(1):34-40 (in Russ.). https://doi.org/10.31857/S2686740023060093 ]

Milton G. The Theory of Composites. Cambridge: Cambridge University Press; 2004. 719 p.

Lykov A.V. Teoriya teploprovodnosti (Theory of Thermal Conductivity). Moscow: Vysshaya shkola; 1967. 600 p. (in Russ.).
Kartashov E.M., Kudinov V.A. Analiticheskie metody teorii teploprovodnosti i ee prilozhenii (Analytical Methods of the
Theory of Thermal Conductance and its Applications). Moscow: Lenand; 2018. 1072 p. (in Russ.). ISBN 978-5-9710-4994-4

Russian Technological Journal. 2025;13(2):46-56
53


https://doi.org/10.1126/science.1102896
https://doi.org/10.3367/UFNr.0181.201112f.1299
https://doi.org/10.1126/science.1136836
https://doi.org/10.1126/science.1136836
https://doi.org/10.1049/iet-cds.2014.0093
https://doi.org/10.1134/S0020168511010134
https://doi.org/10.1134/S0020168511010134
https://doi.org/10.3367/UFNe.0181.201103a.0233
https://doi.org/10.1007/s00033-023-02039-0
https://doi.org/10.1016/j.apm.2020.06.005
https://doi.org/10.1134/S1063785021040143
http://S.Yu
http://A.Yu
https://doi.org/10.21883/PJTF.2021.07.50789.18609
https://doi.org/10.21883/PJTF.2021.07.50789.18609
https://doi.org/10.23885/2500-0640-2017-13-2-13-20
https://doi.org/10.1134/S1028335823110058
https://doi.org/10.31857/S2686740023060093

Distribution of temperature field strength Igor V. Lavrov,
on the surface of graphene inclusions in a matrix composite Vladimir V. Bardushkin, Victor B. Yakovlev

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

10.

11.

12.

13.

Kartashov E.M. New energy effect in non-cylindrical domains with a thermally insulated moving boundary. Russian
Technological Journal. 2023;11(5):106—117 (in Russ.). https://doi.org/10.32362/2500-316X-2023-11-5-106-117

Benveniste Y., Miloh T. The effective conductivity of composites with imperfect thermal contact at constituent interfaces. Int.
J. Eng. Sci. 1986;24(9):1537-1552. https://doi.org/10.1016/0020-7225(86)90162-X

Benveniste Y. On the effective thermal conductivity of multiphase composites. Z. Angew. Math. Phys. (ZAMP). 1986;37:
696-713. https://doi.org/10.1007/BF00947917

Stroud D. Generalized effective-medium approach to the conductivity of an inhomogeneous material. Phys. Rev. B.
1975;12(8):3368-3373. https://doi.org/10.1103/PhysRevB.12.3368

Shermergor T.D. Teoriya uprugosti mikroneodnorodnykh sred (Micromechanics of Inhomogeneous Medium). Moscow:
Nauka; 1977. 399 p. (in Russ.).

Kolesnikov V.., Yakovlev V.B., Bardushkin V.V., Lavrov 1.V., Sychev A.P., Yakovleva E.N. A Method of Analysis
of Distributions of Local Electric Fields in Composites. Dokl. Phys. 2016;61(3):124—128. https://doi.org/10.1134/S1028335816030101
[Original Russian Text: Kolesnikov V.I., Yakovlev V.B., Bardushkin V.V., Lavrov L.V., Sychev A.P., Yakovleva E.N.
A Method of Analysis of Distributions of Local Electric Fields in Composites. Doklady akademii nauk. 2016;467(3):
275-279 (in Russ.). https://doi.org/10.7868/S0869565216090097 ]

Lavrov L.V. Permittivity of composite material with texture: ellipsoidal anisotropic inclusions. Ekologicheskii vestnik
nauchnykh tsentrov Chernomorskogo ekonomicheskogo sotrudnichestva = Ecological Bulletin of Research Centers of the
Black Sea Economic Cooperation. 2009;1:52—58 (in Russ.).

Grigor’ev 1.S., Meilikhov E.Z. Fizicheskie velichiny: spravochnik (Physical Quantities: A Handbook). Moscow:
Energoatomizdat; 1991. 1232 p. (in Russ.).

Lee H., Neville K. Spravochnoe rukovodstvo po epoksidnym smolam (Handbook of Epoxy Resins): transl. from Engl.
Moscow: Energiya; 1973. 415 p. (in Russ.).

[Lee H., Neville K. Handbook of Epoxy Resins. N.-Y.: McGraw-Hill; 1967. 922 p.]

Sheinerman A.G., Krasnitskii S.A. Modeling of the Influence of Graphene Agglomeration on the Mechanical Properties of
Ceramic Composites with Graphene. Tech. Phys. Lett. 2021;47(12):873—876. https://doi.org/10.1134/S106378502109011X

[Original Russian Text: Sheinerman A.G., Krasnitskii S.A. Modeling of the Influence of Graphene Agglomeration on the
Mechanical Properties of Ceramic Composites with Graphene. Pis’'ma v Zhurnal tekhnicheskoi fiziki. 2021;47(17):37-40
(in Russ.). https://doi.org/10.21883/PJTF.2021.17.51385.18844 ]

CNMUCOK JINTEPATYPbI

. Novoselov K.S., Geim A.K., Morozov S.V.,, Jiang D., Zhang Y., Dubonos S.V., Grigorieva 1.V., Firsov A.A. Electric field

effect in atomically thin carbon films. Science. 2004;306(5696):666—669. https://doi.org/10.1126/science.1102896

. Hoocenos K.C. T'paden: marepuansr @natnananu. Yenexu ¢gusuueckux nayx (Y@H). 2011;81(12):1299—-1311. https://doi.

org/10.3367/UFNr.0181.201112£.1299

. Bunch J.S., Van der Zande A.M., Verbridge S.S., Frank I.W., Tanenbaum D.M., Parpia J.M., Craighead H.G., McEuen P.L.

Electromechanical resonators from graphene sheets. Science. 2007;315(5811):490-493. https://doi.org/10.1126/
science.1136836

. Yan Zh., Nika D.L., Balandin A.A. Thermal properties of graphene and few-layer graphene: applications in electronics. /ET

Circuits, Devices & Systems. 2015;9(1):4—12. https://doi.org/10.1049/iet-cds.2014.0093

. TxaueB C.B., bycnaesa E.1O., T'youn C.II. I'paden — HOBBIN ymiepoaHblii HaHOMarepuan. Heopeanuueckue mamepuanbl.

2011:47(1):5-14.

. Enenxwuii A.B., Uckannaposa .M., Knmwxnuk A.A., Kpacukos JI.H. I'paden: MeTozs! nonyueHus U TeII0(GU3NIECKUE CBOI-

ctBa. Yenexu ¢usuueckux nayk (YOH). 2011;181(3):233-268.

. KonecuukoB B.U. Tennogusuueckue npoyeccol 6 memaniononumepruix mpudocucmemax. M.: Hayka; 2003. 279 c. ISBN

5-02-002843-6

. Konecuukos B.U., KozakoB A.T., CunamoB A.B., KpaBuenko B.H., Cerue A.I1. Iuddy3roHHbIC 1 cerperauoHHble Ipo-

LIECChI B METAJIONONUMEpHOU Tpubocucreme. Tpenue u usnoc. 2006;27(4):361-365.

. JlaBpos U.B., bapnymxun B.B., fIkosnes B.b. IIpornozuposanue 3¢(heKTuBHOI TEMI0NPOBOAHOCTH KOMIIO3UTOB ¢ Tpade-

HOBBIMH BKITIOUCHUSIMU. Tennogvie npoyeccol ¢ mexuuxe. 2023;15(7):299-308.

Zarubin V.S., Zimin V.N., Kuvyrkin G.N., Savelyeva 1.Y., Novozhilova O.V. Two-sided estimate of effective thermal
conductivity coefficients of a textured composite with anisotropic ellipsoidal inclusions. Z. Angew. Math. Phys. (ZAMP).
2023;74(4):139. https://doi.org/10.1007/s00033-023-02039-0

Bonfoh N., Dinzart F., Sabar H. New exact multi-coated ellipsoidal inclusion model for anisotropic thermal conductivity of
composite materials. Appl. Math. Modell. 2020;87(12):584—605. https://doi.org/10.1016/j.apm.2020.06.005

[Haneiruna T.A., Menexuk A.B., TkaueB A.I"., Boponuna C.1O., Boponuuxun B.JI., Bnacos A.}O. Cunepruueckuii 3 ekt
THOPHUIHOTO HATIOMHUTENSI Ha OCHOBE TPa)eHOBBIX HAHOTIIIACTHH U MHOTOCTEHHBIX HAHOTPYOOK sl IOBBIIICHHUS TETIOMPO-
BOJHOCTH STIOKCHIHOTO KoMIo3uTa. [Tucoma ¢ JKTD. 2021;47(7):3-6. https://doi.org/10.21883/PJTF.2021.07.50789.18609

Konecuukos B.U., Jlappos U.B., bapnyumkun B.B., CeiueB A.Il., SIxoBieB B.b. MeTtox oueHku pacnpesieneHuil J1oKab-
HBIX TEMIICPATypHBIX TIOJIEH B MHOTOKOMIIOHGHTHBIX Kommo3utax. Hayka FOea Poccuu. 2017;13(2):13-20. https://doi.
org/10.23885/2500-0640-2017-13-2-13-20

54

Russian Technological Journal. 2025;13(2):46-56


https://doi.org/10.32362/2500-316X-2023-11-5-106-117
https://doi.org/10.1016/0020-7225(86)90162-X
https://doi.org/10.1007/BF00947917
https://doi.org/10.1103/PhysRevB.12.3368
https://doi.org/10.1134/S1028335816030101
https://doi.org/10.7868/S0869565216090097
https://doi.org/10.1134/S106378502109011X
https://doi.org/10.21883/PJTF.2021.17.51385.18844
https://doi.org/10.1126/science.1102896
https://doi.org/10.3367/UFNr.0181.201112f.1299
https://doi.org/10.3367/UFNr.0181.201112f.1299
https://doi.org/10.1126/science.1136836
https://doi.org/10.1126/science.1136836
https://doi.org/10.1049/iet-cds.2014.0093
https://doi.org/10.1007/s00033-023-02039-0
https://doi.org/10.1016/j.apm.2020.06.005
https://doi.org/10.21883/PJTF.2021.07.50789.18609
https://doi.org/10.23885/2500-0640-2017-13-2-13-20
https://doi.org/10.23885/2500-0640-2017-13-2-13-20

Distribution of temperature field strength Igor V. Lavrov,
on the surface of graphene inclusions in a matrix composite Vladimir V. Bardushkin, Victor B. Yakovlev

14.

15.
16.
17.
18.
19.
20.
21.
22.
23.

24.

25.
26.
27.

Konecnukos B.H., SIkones B.b., Jlaspos U.B., CbiueB A.Il., bapaymkun A.B. Pacnpenenenue >1eKTpudeckux nosneil Ha
MMOBEPXHOCTH BKIIFOUCHHI B MAaTPHYHOM KOMIO3UTE. /Jokaadsl Poccutickoti akademuu nayk. Dusuka, mexHuieckue HayKu.
2023;513(1):34-40. https://doi.org/10.31857/S2686740023060093, https://elibrary.ru/htskme

Milton G. The Theory of Composites. Cambridge: Cambridge University Press; 2004. 719 p.

JIsixoB A.B. Teopus mennonpogoonocmu. M.: Beiciias mkona; 1967. 600 c.

Kapramos 3.M., Kynunos B.A. Ananumuueckue memoosr meopuu mennionpogoonocmu u ee npunosicenuii. M.: JJEHAH];
2018. 1072 c. ISBN 978-5-9710-4994-4

Kapramos 3.M. Hogsiii sHepretnueckuii 3p ekt B 001aCTIX HEMIMHAPHUECKOTO THIIA C TEPMOU30IMPOBAHHOM IBHIKYIIICH-
cst rpanuueil. Russian Technological Journal.2023;11(5):106—117. https://doi.org/10.32362/2500-316X-2023-11-5-106-117
Benveniste Y., Miloh T. The effective conductivity of composites with imperfect thermal contact at constituent interfaces. /nt.
J. Eng. Sci. 1986;24(9):1537—-1552. https://doi.org/10.1016/0020-7225(86)90162-X

Benveniste Y. On the effective thermal conductivity of multiphase composites. Z. Angew. Math. Phys. (ZAMP). 1986;37:
696—713. https://doi.org/10.1007/BF00947917

Stroud D. Generalized effective-medium approach to the conductivity of an inhomogeneous material. Phys. Rev. B.
1975;12(8):3368-3373. https://doi.org/10.1103/PhysRevB.12.3368

Wepmeprop T.J1. Teopus ynpyeocmu muxponeoonopooruix cped. M.: Hayka; 1977. 399 c.

Konecuukos B.U., Sxosnes B.b., bapnymkun B.B., Jlapos 1.B., Cerue A.Il., Slkosnera E.H. O merone ananusa pac-
MIPE/IeNICHUH JIOKAIBHBIX OJJIEKTPHUYECKHX MOJNeH B KOMIIO3MIMOHHOM Marepuane. /loxnaowvr axademuu Hayk (JAH).
2016;467(3):275-279. https://doi.org/10.7868/S0869565216090097

JlaBpoB U.B. [lmdnexTpudeckas MPOHAIIAEMOCTh KOMIIO3HIIMOHHBIX MaTEPHaliOB C TEKCTYypOM: SIUIMIICOMIAIbHBIE aHU-
30TPOIHBIE KPUCTALIUTBL. DKON02UYECK UL BECIMHUK HAYYHBIX YeHmPOo8 UepHoMopcKo2o IKOHOMUUECKO20 cCOMPYOHUYECmEd.
2009;1:52-58.

I'puropses N.C., Meiinuxos E.3. Quszuueckue genuuunvi: cnpagounux. M.: Dueproaromuszar; 1991. 1232 c.

JIu X., Hesun K. Cnpasounoe pykosoocmeo no snokcuonvim cmonam: nep. ¢ auri. M.: Dueprus; 1973. 415 c.
Hleiinepman A.I., Kpacuuukuit C.A. MogaenupoBaHue BIUSHMS anioMepaluu rpaeHa Ha MEXaHUYECKUE CBOM-
CTBA KEpaMHUYCCKHX KOMIO3UTOB ¢ rpadenom. [Tucema 6 KTD. 2021;47(17):37-40. https://doi.org/10.21883/
PJTF.2021.17.51385.18844

About the authors

Igor V. Lavrov, Cand. Sci. (Phys.-Math.), Assistant Professor, Senior Researcher, Institute of Nanotechnology of

Microelectronics, Russian Academy of Sciences (32A, Leninskii pr., Moscow, 119334 Russia). E-mail: iglavr@mail.ru.
Scopus Author ID 35318030100, ResearcherlD D-1011-2017, RSCI SPIN-code 2322-7217, https://orcid.org/0000-
0002-1467-5100

Vladimir V. Bardushkin, Dr. Sci. (Phys.-Math.), Assistant Professor, Chief Researcher, Institute of
Nanotechnology of Microelectronics, Russian Academy of Sciences (32A, Leninskii pr., Moscow, 119334 Russia).
E-mail: bardushkin@mail.ru. Scopus Author ID 55620242900, ResearcherID D-1010-2017, RSCI SPIN-code
4294-9040, https://orcid.org/0000-0002-8805-5764

Victor B. Yakovlev, Dr. Sci. (Phys.-Math.), Professor, Chief Researcher, Scientific Secretary, Institute of
Nanotechnology of Microelectronics, Russian Academy of Sciences (32A, Leninskii pr., Moscow, 119334 Russia).
E-mail: yakvb@mail.ru. Scopus Author ID 7201907574, ResearcherlD E-7995-2017, RSCI SPIN code 4318-0749,
https://orcid.org/0000-0001-8515-3951

Russian Technological Journal. 2025;13(2):46-56
55


mailto:iglavr@mail.ru
https://orcid.org/0000-0002-1467-5100
https://orcid.org/0000-0002-1467-5100
mailto:bardushkin@mail.ru
https://orcid.org/0000-0002-8805-5764
mailto:yakvb@mail.ru
https://orcid.org/0000-0001-8515-3951
https://doi.org/10.31857/S2686740023060093
https://elibrary.ru/htskme
https://doi.org/10.32362/2500-316X-2023-11-5-106-117
https://doi.org/10.1016/0020-7225(86)90162-X
https://doi.org/10.1007/BF00947917
https://doi.org/10.1103/PhysRevB.12.3368
https://doi.org/10.7868/S0869565216090097
https://doi.org/10.21883/PJTF.2021.17.51385.18844
https://doi.org/10.21883/PJTF.2021.17.51385.18844

Distribution of temperature field strength Igor V. Lavrov,
on the surface of graphene inclusions in a matrix composite Vladimir V. Bardushkin, Victor B. Yakovlev

06 aBTOpPax

JlaBpoB Uropb BukTopoBUY, K.@.-M.H., AOUEHT, CTapLunii Hay4Hblin coTpyaHuK, PrEYH «MHCTUTYT HaHoTex-
HOMOTNI MUKPO3NEKTPOHUKN Poccuiickon akagemun Hayk» (119334, Poccus, Mocksa, JIeHUHcknid np-1, O. 32A).
E-mail: iglavr@mail.ru. Scopus Author ID 35318030100, ResearcherlD D-1011-2017, SPIN-kog, PUHL], 2322-7217,
https://orcid.org/0000-0002-1467-5100

BapaywkuH Bnagumup BaneHTUHOBUY, O.0.-M.H., AOUEHT, MaBHbI Hay4HbIN coTpyaHuK, GrBEYH «MHCTK-
TYT HAHOTEXHOJIOTMIN MUKPO3NEKTPOHNKN Poccuiickoli akagemum Hayk» (119334, Poccusi, Mockea, JIeHUHCKu Np-T,
n. 32A). E-mail: bardushkin@mail.ru. Scopus Author ID 55620242900, ResearcherID D-1010-2017, SPIN-koa, PUHLL
4294-9040, https://orcid.org/0000-0002-8805-5764

flkoeneB Buktop Bopucosuuy, a.¢.-M.H., Nnpodeccop, rMaBHbI HAY4YHbIN COTPYOHUK N YYEHbIA CekpeTapb,
PIreYH «MHCTUTYT HAHOTEXHONOrNIA MUKPO3NEKTPOHMKN Poccuiickoli akagemumn Hayk» (119334, Poccusi, Mockea,
NeHuvHckuii np-T, O. 32A). E-mail: yakvb@mail.ru. Scopus Author ID 7201907574, ResearcherID E-7995-2017,
SPIN-kog PUHL, 4318-0749, https://orcid.org/0000-0001-8515-3951

Translated from Russian into English by K. Nazarov
Edited for English language and spelling by Thomas A. Beavitt

Russian Technological Journal. 2025;13(2):46-56
56


mailto:iglavr@mail.ru
https://orcid.org/0000-0002-1467-5100
mailto:bardushkin@mail.ru
https://orcid.org/0000-0002-8805-5764
mailto:yakvb@mail.ru
https://orcid.org/0000-0001-8515-3951

Russian Technological Journal. 2025;13(2):57-73 ISSN 2500-316X (Online)

Micro- and nanoelectronics. Condensed matter physics

MI/IKPO- W HAHOJYJIEKTPOHHUKA. dusuka KOHACHCUPOBAHHOI'0 COCTOSAHUSA

UDC 621.382.3
https://doi.org/10.32362/2500-316X-2025-13-2-57-73 ORI
EDN TTUFNR

REVIEW ARTICLE

Thermal and mechanical degradation mechanisms
in heterostructural field-effect transistors
based on gallium nitride

Vadim M. Minnebaev ©

Microwave Systems, Moscow, 105122 Russia
@ Corresponding author, e-mail: vim@mwsystems.ru

Abstract

Objectives. Gallium nitride heterostructural field-effect transistors (GaN HFET) are among the most promising
semiconductor devices for power and microwave electronics. Over the past 10-15 years, GaN HFETs have firmly
established their position in radio-electronic equipment for transmitting, receiving, and processing information,
as well as in power electronics products, due to their significant advantages in terms of energy and thermal
parameters. At the same time, issues associated with ensuring their reliability are no less acute than for devices
based on other semiconductor materials. The aim of the study is to review the thermal and mechanical mechanisms
of degradation in GaN HFETs due to the physicochemical characteristics of the materials used, as well as their
corresponding growth and post-growth processes. Methods for preventing or reducing these mechanisms during
development, production, and operation are evaluated.

Methods. The main research method consists in an analytical review of the results of publications by a wide range
of specialists in the field of semiconductor physics, production technology of heteroepitaxial structures and active
devices based on them, as well as the modeling and design of modules and equipment in terms of their reliable
operation.

Results. As well as describing the problems of GaN HFET quality degradation caused by thermal overheating,
mechanical degradation, problems with hot electrons and phonons in gallium nitride, the article provides an overview
of research into these phenomena and methods for reducing their impact on transistor technical parameters and
quality indicators.

Conclusions. The results of the study show that strong electric fields and high specific thermal loading of high-
power GaN HFETs can cause physical, polarization, piezoelectric and thermal phenomena that lead to redistribution
of mechanical stresses in the active region, degradation of electrical characteristics, and a decrease in the reliability
of the transistor asawhole. Itis shown that the presence of a field-plate and a passivating SiN layer leads to a decrease
in the values of mechanical stress in the gate area by 1.3-1.5 times. The effects of thermal degradation in class
AB amplifiers are more pronounced than the effects of strong fields in class E amplifiers; moreover, the mean time
to failure sharply decreases at GaN HFET active zone temperatures over 320-350°C.

Keywords: GaN HFET, heterostructure, dual-channel HFET, coupled-channel HFET, current, self-heating, thermal
conductivity, degradation, doping
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TemoBble 1 MeXaHHUYECKHE MEXaHU3MbI JIerpajanuu
B FeTEPOCTPYKTYPHBIX MOJIEBbIX TPAH3UCTOPAX
HA HUTPU/E rajias

B.M. MuHHe6aeB ©

AO «MukpoBosiHoBbIe cucTemsbl», Mocka, 105122 Poccus
@ AsTOp AN9 nepenvcku, e-mail: vim@mwsystems. ru

Pesiome

Llenun. MetepocTpyKTypHblE MONAEBLIE TPAH3UCTOPLI Ha HUTpuae rannus (GaN HFET, heterostructural field-effect
transistor) sBnsiloTCH Hanbonee NepcnekTUBHbLIMKY NOJTYNPOBOAHWUKOBLIMW YCTPONCTBAMW OJ151 CUSTOBOW 1 CBEPXBbI-
COKOYaCTOTHOM anekTpoHuku. 3a nocnegHme 10-15 net GaN HFET npo4HO 3aHsnM MecTo B annapartype pagmo-
3JIEKTPOHHbIX CPEACTB Nepenayn, npuema n o6paboTkn nHdopMaLmm, a TakxKe B U3AENNAX CUIIOBOM 9/1IEKTPOHNKN
3a CYET CYLLLECTBEHHbIX MPEVMYLLECTB B 9HEPreTUYECKMX U TEMOBLIX NapameTpax. [pn aTom Bonpockl obecneyeHns
NX 0ONrOBPEMEHHOW HAZLEXXHOCTN CTOSIT HE MEHEE OCTPO, YEM A5 NPMOOPOB Ha APYrX NONYNPOBOAHNKOBbLIX MaTe-
puanax. Llenbto nccnenosaHus sensieTcs 0630p TEMNSIOBLIX U MEXaHUYECKUX MexaHn3MoB aerpagaunii B GaN HFET,
00YyCNOBNEHHBIX PU3NKO-XMMNYECKMMN OCOOEHHOCTSIMU NPUMEHSIEMbIX MaTepunasnos, POCTOBLIMU U MOCT-POCTO-
BbIMM MPOLLECCaMu, 1 cnocoboB KyNMPOBaHUS 3TUX MEXAHN3MOB Npu pa3paboTke, MPON3BOACTBE N SKCyaTaLmu.
MeToabl. OCHOBHbIM METOLOM UCCNENOBAHUS SBNSETCS aHANIMTUYECKMIA 0630p pe3ynbTaTtoB nybankaumii lWpo-
KOro Kpyra crneumannctoB B 06nact Gusmky noynpoBOLHMKOB, TEXHOIOMM NPON3BOACTBA FrETEPO3NUTAKCUANb-
HbIX CTPYKTYP W aKTMBHbIX MPUOOPOB Ha X OCHOBE, MOLENNPOBAHMS U NPOEKTUPOBAHUS MOAYNEN 1 annapaTypsbl,
HaEeXHOCTWN 1 3KCMyaTauun.

PesynbTaTtbl. OnucaHbl Npu4mHbl CHXEHUs nokasartenern kadectsa GaN HFET, Bbi3biBaemble TennoBbIMK nepe-
rpeesamu, MexaHu4eckummn gerpagaumsimu, npobremamm ¢ ropsymmm anekTpoHaMmm U GoHOHaMU B HATPUAE ran-
NS, a Takxke npeacTasneH 0630p UCCNefoBaHW, MOCBALLEHHbLIX 9TUM SIBIEHUSIM U METOAM CHUXEHWS X BO3OEN-
CTBUS HA TEXHMYECKME NapaMeTpbl TPaH3MCTOPOB M Noka3aTenun KayecTsa.

BeiBoApbl. [10 MTOram nccnenoBaHs OTMEYEHO, YTO CUJIbHBIE 3NEKTPUYECKME MNOJIS U BbICOKAS YAENbHas TENIoBas
HarpyXeHHOoCTb MOLHbIX GaN HFET BbI3bIBalOT dusnyeckmne, nonsapusauoHHble, Nbe303NIEKTPUYECKME 1 TEMO-
Bble SIBIEHUS, CNOCOOHbIE NPUBOAUTL K NEPEPACMNPEAENEHNIO MEXAHUYECKMX HAMPSXKEHN B aKTMBHOW 06/1acTu,
Jerpagaummn anekTpUYeCcKmX XapakTePUCTUK N CHUXKEHMIO HAAEXHOCTN TPaH3UCTOpa B LLENOM. YCTaHOBIEHO, YTO
HanM4ve NoNeBON NnaThl U NACCUBUPYIOLLLENO CA0S N3 HUTPUAA KPeMHUA SiN NPMBOASAT K CHUXEHMIO 3HAYEHUI Me-
XaHMYecknx HanpsiXxeHnii B obnactu 3ateopa B 1.3—1.5 pas, addekTbl TENN0BOW Aerpagaumm B yCUIUTENAX Knac-
ca AB BbIpaxeHbl cunibHee, 4em addekTbl BO3AENCTBUS CUMbHBIX NONEN B yeunmutensx knacca E, npu temnepartype
akTmBHOM 30HblI GaN HFET 6onee 320-350 °C pe3ko CHuxaeTcsi BpeMs cpeaHein HapaboTkm Ao oTkasa.

KnioueBble cnoea: GaN HFET, retepocTpykTypa, AsyxkaHanbHbiii HFET, HFET co cBa3aHHbIMM KaHanamu, TOK,

CaMopasorpes, TEeMIoNPOBOAHOCTb, AerpanaLuus, nernposaHme
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npOSpa'-IHOCTI: ¢|/||-|ch030|‘& AedaTesibHOCTU: ABTOp HEe nMmeet q)l/lHaHCOBOI7I 3anHTEepPeCcoBaHHOCTW B nNpencTaBJieH-

HbIX MaTepunanax nnm MmetTogax.

ABTOp 3asBnseT 06 OTCYTCTBUM KOH(DINKTA MHTEPECOB.

INTRODUCTION

The achievements of recent years in the development
of power and high-power microwave devices are mainly
associated with Ill-nitride materials and the various
devices based on them [1-3]. Heterostructured field-
effect transistors (HFET) on gallium nitride (GaN) are
the most promising for high-power microwave and
power applications due to the sufficiently high mobility
of electrons, high density of charge carriers, and high
breakdown voltages, which is especially evident when
operating in pulsed modes [4].

The idea of charge accumulation at the interface of
a heterojunction first proposed in the late 1960s led to
the possibility of creating an amplifying device on this
basis. However, it was only after the development of
high-quality high-precision epitaxial growth methods
in the 1970s that the task of transforming a field-effect
transistor (FET) into a heterostructural field-effect
transistor (HFET)—also known as a high electron
mobility transistor (HEMT)—could be solved [5].

In 1978, the achievement of high electron mobility
obtained by modulating doping was demonstrated
for the first time; in 1980, the University of Illinois
demonstrated a device called a modulated-doped field-
effect transistor (MODFET). During the following
decades, the efforts of engineers and scientists from
different countries led to more complex devices such
as double heterojunction field-effect transistors [6]. The
simplest GaN/AlGaN HFET structure incorporating
aluminum-—gallium nitride AlGaN is shown in Fig. 1 [7].
AIN/AlGaN/GaN/AlGaN/GaN/AlGaN multilayer
heterostructures have become the basis for a new
component base of solid-state microwave electronics.

The above-described structure is not the only possible
one for GaN HFETs. For example, in InAIN/AIN/GaN
devices incorporating indium-aluminum nitride (InAIN),
a different structure is used for this purpose. Although
both structures exhibit polarization, the AlGaN variety
has stronger piezoelectric polarization, whose effect
can be enhanced due to structural characteristics.
For example, the piezoelectric effect is stronger
in GaN/AlGaN than in InAIN/AIN due to the grid
mismatch between the layers [8]. Here, the spontaneous
polarization for the InAIN/AIN/GaN structure plays

SigN,

Gate

Source Drain

i-GaN
AIN

Carrier (sapphire, SiC)

Fig. 1. The simplest structure of GaN/AIGaN HFET.
2DEG is two-dimensional electron gas; AIN is a buffer
layer of aluminum nitride minimizing differences in step
parameters of the chip lattice of heterostructure
and carrier; SiC is a silicon carbide carrier

the only role except when the aluminum nitride (AIN)
interface layer is used [9].

HFETs can be categorized into three main types
depending on the GaN/AlGaN structure (Fig. 2).
The typical structure, which consists of a single two-
dimensional electron gas (2DEG) channel, is classical
only because other HFET structures are often compared
to it when evaluating the improvement of properties.

A typical HFET structure starts with a layer of
AIN grown on a carrier (Al,0O,, SiC, Si) followed by
a thicker GaN buffer layer. The reason for using GaN
on AIN (grid mismatch) is due to the first buffer layers
serving as semi-isolating layers. After GaN growth, the
growth of the AIN separating layer continues. Since the
high frequency performance of AlGaN/GaN HFET is
degraded due to the transfer of high-energy electrons
from GaN to the AlGaN barrier, the AIN layer needs
to be grown in between them to prevent high-energy
electrons from moving to the AlGaN layer, thus keeping
the electrons in GaN and creating a high-density 2DEG.
However, this layer should not be thick (typically about
2 nm) due to the grid mismatch between GaN and AIN,
which causes strain relaxation and cracking [10]. This
layer is used to better confine the 2DEG channel due to
the wider bandgap due to the penetration of electrons
into the barrier material actually changing the effective
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GaN (2 nm)
AlGaN (20 nm)
GaN (2 nm)
AII\. nm)
GaN (2 nm) AlGaN (20 nm) oDEG F————————————-
AGaN (20 nm) AIN (1 nm) GaN (4 um)
2DEG [F————————————-
AIN (an) AlGaN (20 nm) Alh’ nm)
2DEG T~ 7 2DEG |~~~ T T T T T 2DEG [~ T T T T T T T T 7
GaN (3 um) GaN (3 um) GaN (3 um)
AN (350 nm) AIN (850 nm) AIN (850 nm)
Al,O3/ SiC Al,O3/ SiC Al,O3/SiC
(a) (b) (c)

Fig. 2. Conventional schematic representation of GaN HFET heterostructure:
(a) single-channel (classical), (b) dual-channel, (c) coupled-channel

mass and electron scattering rate. AlGaN is then grown
in such a way as to force electrons to form a channel in
GaN that relies on the polarization difference between it
and the GaN layer below. A final 2-nm thick GaN layer
is used to protect the AlGaN from oxidation and provide
a better metallic contact to GaN than to AlGaN. The
corresponding structure is depicted in Fig. 2a.

Another type of structure used for HFETSs is the dual-
channel HFET (Fig. 2b), which has a higher electron
density. The third type of HFET structure, shown in
Fig. 2c, is the coupled-channel HFET. In this structure,
unlike the two-channel structure, the two channels are at
the same energy level, so they can be coupled to form a
channel called a three-dimensional electron gas or 3DEG.

1. SOURCES AND MECHANISMS
OF GaN HFET FAILURES

Due to the strong electric fields present in GaN HFETs,
as well as the interaction of thermal, physical, polarization
fluxes, etc., there are multiple degradation paths in HFETs
caused by overheating, resulting in a decrease in specific
current, as well as an increase in gate leakage current and
reliability limitations. Power dissipation associated with
hot electron-hot phonon interactions can be caused by
several mechanisms. A number of papers have investigated
these degradation mechanisms and described approaches
for reducing their deleterious effects. Depending on the
operating time of a semiconductor device, there are three
main failure periods (Fig. 3) [11]. As can be seen, the
presence of device failure does not depend on the time of
its operation; thus, designers strive to exclude failures at
stages / and /I, as well as to maximize their reduction at
the aging period.

A(t) A

A= const

~Y

/ 1l 1l

Fig. 3. Typical dependence of failure intensity A
on operation time t:
lis a period of running-in and failures of low-quality
products; /Il is a period of normal operation (failure
intensity is approximately constant); /Il is a period
of aging (failures are caused by wear and/or aging
of materials)

In order to describe the above-mentioned degradations,
let us define their mechanisms. Although it is rather
difficult to classify all degradation mechanisms, for better
understanding we will divide them into three main groups:
electrical, thermal and mechanical. These mechanisms and
their interrelation are shown in the so-called “magic triangle”
of interactions that demonstrates the connections between
electrical, mechanical, and thermal interactions (Fig. 4) [7].

We will discuss the location of the main sources
of transistor failures typically manifested during
operation (Fig. 5) on the example of the simplest
GaN/AlGaN HFET structure.

From Figs. 4 and 5, it can be seen that the failure
mechanisms in GaN HFETs are closely related. Here,
failure sources / and 4 are peculiar to GaN devices
due to the presence of spontaneous and piezoelectric
polarization fields in AlGaN/GaN heterostructures,
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Fig. 4. “Magic triangle” of interactions

while sources 2 and 3 are caused by the presence of hot
electrons occurring at high supply voltage levels, and
sources 5—§ are activated by temperature increase [13].

The issues related to reliability improvement and
approaches to solving them require understanding of
GaN HFET degradation mechanisms, which can pose a
serious problem due to the peculiarities of GaN device
physics and imperfections of initial materials, as well as
growth and post-growth processes of device fabrication.
It was noted in [14-18] that some degradation effects
occur even when the devices are in the off state (without
bias voltages applied) or during double-state Schottky
gate biases [14—18]. In this case, the most significant
manifestation of degradation is a catastrophic increase in
gate current leakage. The existence of a critical voltage
above which degradation of GaN HFET parameters occurs
led to the proposal of a degradation mechanism based on
the formation of defects due to the inverse piezoelectric
effect [13]. Failure mechanisms 5—8 refer to heat-activated
degradation mechanisms, which were previously also
observed in devices built on other semiconductor materials
(Si, GaAs, InP, SiC, etc.). This suggests that these failure
mechanisms are more related to metallization technologies
and materials rather than to gallium nitride itself [13], but
can be more pronounced in the latter due to the peculiarities
of growth and post-growth technologies.

i-GaN

AIN (buffer) \

Carrier (sapphire, SiC)

! 4
Fig. 5. Main identified failure mechanisms [12]:
(7) electric field causing degradation of the gate edge
and pre-existing temperature defects;
(2) trapping of electrons in the passivation layer;
(3) generation of traps by hot electrons;
(4) generation of traps
due to electrothermomechanical damage
(temperature; electric field; mechanical deformation);
(5) thermally induced delamination of passivation;
(6) degradation of metal connection
with the gate due to electrothermomechanical
damage caused by traps;
(7) degradation of interlayer connections;
(8) degradation of ohmic contacts
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Electrical mechanisms of GaN HFET degradation
are discussed in detail in [19]. Now let us proceed to the
analysis of thermal and mechanical failure mechanisms,
as well as their interrelation with electrical mechanisms.

2. THERMAL MECHANISMS
OF GaN HFET DEGRADATION

A. The problem of self-heating

When the chip grid of a semiconductor material cannot
fully dissipate the heat generated by hot electrons through the
emission of hot LO phonons!, this excess heat accumulates
in the structure, interacts with hotter electrons and causes
even more heat, while there is no effective dissipation
mechanism. Consequently, the temperature of the device
rises, resulting in degraded device performance. This
mechanism, called self-heating, is an important problem for
GaN HFETs operating at high currents and powers.

In [20], the self-heating phenomenon of
AlGaN/GaN HFETs was investigated using sapphire or
SiC as a substrate. Itis observed thatin AlGaN/GaN HFETs
grown on 6H-SiC substrates, the allowable maximum
power dissipation is at least 3 times higher than that of
those grown on sapphire under the same conditions. This
is a result of the higher thermal conductivity of 6H-SiC
compared to sapphire. However, the problem with using
SiC as a carrier is its high cost. In order to understand
better the effect of self-heating, we present the simulation
results of temperature change in AlGaN/GaN HFETs
with different geometry, heterostructure design, doping
density, and substrate type obtained in [21].

In order to calculate the temperature rise, the authors
started with the nonlinear flow equation and continued
the simulation in doped and undoped Al1GaN/GaN HFET
channels on SiC. The structure used for the simulation
and the simulation result are shown in Figs. 6 and 7,
respectively [20]. It can be seen from the figures that
the sample with undoped GaN 2DEG channel layer
dissipates heat to a significantly lower extent compared
to the sample with doped GaN channel layer.

It is known from solid state physics that there are two
mechanisms that contribute to heat conduction. Thermal
conduction can result from vibration of grid nodes as well as
electronic conduction. The grid contribution to the thermal
conductivity of pure chip s is defined by the expression:

Kyria (7) =3V Coa DUT), n

where T is the temperature, V is the speed of sound in
the semiconductor, Cgri 4(7) is the grid heat capacity, and
L(T) is the average phonon free path length.

'LO Phonon is a
semiconductor chips.

longitudinal optical phonon in

The contribution of electronic conduction to thermal
conductivity is negligible at doping concentrations less
than 10'® cm™. On the other hand, since penetrating
dislocations decrease V and increase phonon scattering,
the thermal conductivity of material decreases due
to an increase in the dislocation density (GaN as a
pure material has a much higher thermal conductivity
compared to epitaxial GaN layers). At the same time,
the increase in phonon scattering due to the increase in
doping concentration dominates over the increase in the
contribution of electronic conduction.

Consequently, the thermal conductivity decreases
by increasing the doping concentration (kgrid decreases
by a factor of about 2 for each decade of increasing
n concentration), which is consistent with the findings
of [20, 22].

20 nm Al,Ga,_, N doped layer
(x ~14% or x ~ 33%)

3 nm Al,Ga,_ N un-doped barrier layer

50 nm GaN doped/un-doped layer

1 um GaN un-doped buffer

SiC carrier
|

™~ Heat contact (T = 300 K)

Fig. 6. Structure of the doped/undoped HFET
used in [20]

In [21], it is shown that with a greater increase in
temperature, the electron mobility begins to decrease. In
addition, when the size of the transistor decreases, the
negative effect of doping becomes even more pronounced
due to an increase in the density of dislocations and an
increase in the relative number of defects due to size
reduction.

B. Degradations associated
with heat exposure

In order to identify a specific device degradation
effect, it is necessary to define the test conditions in such
a way that other degradation mechanisms do not affect
the results obtained. When the gate is reverse biased (the
transistor is “locked”), the drain current is very small
and therefore, as the temperature increases, it can be
assumed that there are no other effects in the channel than
the applied thermal energy. In this way, the degradation
effects caused by thermal effects can be monitored. By
applying this test condition to GaN HFETSs, it is possible
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Fig. 7. Temperature rise profile in undoped (a) and doped (b) AlGaN/GaN HFET channels grown on SiC carrier [20]

to understand how thermal energy is dissipated in the
channel.

Thermal scattering is related to the thermal
conductivity of the material. It is known that the more
acoustic phonon modes are occupied in the structure of a
semiconductor, the greater its thermal conductivity. It
was shown in [23] that the group velocity of acoustic
phonons is much higher than that of optical phonons.
Consequently, at low temperatures, optical phonon
modes are not occupied, but only acoustic phonon modes
are occupied. However, this is only true for small electric
fields, which is usually not the case in high-power
HFETs unless measurements are made at very small
drain and gate biases. It can also be said that according
to (1), at low temperatures the free path length L is
relatively large and is dominated by the finite chip size
(size effect), the number of defects (negligible in the
case of a pure chip) and the thermal conductivity of the

T
grid  Cyy d(T)N[O_J’ where 0 is the Debye

D
temperature. With increasing temperature, the thermal
conductivity of the grid Cgrid(T) first begins to saturate,
and at very high temperatures the thermal conductivity
drops due to phonon—phonon and phonon—electron
scattering processes [20] (Fig. 8).

In the study [24], various research methods such as
Raman micro-thermography, micro-photoluminescence
spectroscopy and thermal modeling have been applied to
better understand the thermal properties of AlGaN/GaN
HFETs. It is confirmed that the thermal conductivity is
higher in bulk GaN than epitaxial layers due to the fact
that the bulk material has lower dislocation density. At
the same time, if the quality of bulk GaN is good enough,
the epitaxial layers will also be of higher quality, other
things being equal. It is proved that the thermal resistance

in GaN-on-SiC is very close to that of GaN-on-GaN,
although GaN has a slightly lower thermal conductivity
of Cgon ~ 260 W/(m'K) for bulk GaN compared to
Cgic ~ 480 W/(m'K) for SiC. The reason may be due
to the lack of thermal boundary resistance between the
device layers and the substrate [24]. Figure 9 shows
the surface temperature and depth profile at the center
of a 30 x 80 pm AlGaN/GaN HFET calculated in a
3D simulator and measured by photoluminescence
and Raman micro-spectroscopy. Using Fig. 9 and the
assumption of zero thermal boundary resistance (TBR ¢)
at the GaN-GaN interface and uniform GaN thermal
conductivity, as well as approximating the measured
curve using the 3D-T thermal model with a standard
thermal conductivity temperature dependence 7122,

102 — i mEaas T T

—_
o

Thermal conductivity, W-cm™1. K™

10-1 PR sl
1 10 100
T.K

1000

Fig. 8. Temperature dependence of thermal
conductivity of GaN HFET with gate width Wg =200 um:
dashed line—scattering limit at phonon free path length

of 500 um due to size effect,
solid line—dependence T~1-22[20]
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Fig. 9. Dependence of temperature T on the surface
on the substrate thickness [24]

we  obtain a  Cg, thermal  conductivity
Cgan ~ 260 W/(m'K), in contrast to the thin epitaxial
layer having a value CepiGaN ~ 150 W/(m-K).

In [25], a developed ML-TCAD? coupled electronic
model is presented, which enables prediction of the gain
reduction and efficiency of GaN HEMTs induced by
hot electron effects and does not require knowledge of
reliability physics and results of long-term experimental
tests. The resulting model predicts with high reliability
the results of drain current variation in GaN HEMTs
under the effect of hot electron voltage. In addition, the
model allows us to determine the location, distribution,
concentrations, and energy levels of traps in GaN HEMT
from the current—voltage degradation curves, which
is certainly useful for further studying the physical
degradation mechanism of GaN HEMT under hot
electron exposure.

C. Degradation of ohmic contacts
and passivation coatings

AlGaN/GaN HFETs use ohmic contacts with
standard gold metallization, which seems to guarantee
sufficient stability under elevated temperature tests up
to a certain limit. In [24], GaN HFETs with Ti/Al/Pt/Au
ohmic contacts were subjected to step voltage for 48 h.
It was found that the ohmic contacts begin to degrade
at transition temperatures above 300°C—self-heating
of the transistor leads to degradation of performances

2 ML-TCAD is an electronic model of a transistor created on
machine learning (ML) basis to significantly speed up calculations
in the TCAD (Technology Computer-Aided Design) environment
by minimizing physical calculations.

of devices and blocks due to degradation of the ohmic
contacts [13, 24].

In [26], the degradation of AIGaN/GaN/SiC HFETs
with 25 um gate length and different passivation coatings
related to the temperature regime of transistor operation
was investigated. It was shown that the threshold
voltage degradation starts in the temperature range
of 310-330°C. Changes in the structure of the transistor
were analyzed by measuring electroluminescence and
using transmission electron microscopy (TEM). The
formation of voids and gold diffusion in AlGaN/GaN
were detected. These processes are responsible for device
degradation with conventional passivation techniques.

The temperature increase of the active region
and the transistor chip itself depends, among other
things, on the choice of the operating point and the
level of input microwave power. Figure 10 shows the
thermal distribution over the chip surface in the input-
to-output cross section of an AlIGaN/GaN/SiC HFET
with overall dimensions of 480 x 800 x 100 um, gate
length L; = 25 pm, and gate width W5 = 6 x 200 um.
The tests were performed at a case base temperature
of 120°C.

220
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Fig. 10. Temperature distribution T on the chip
surface at different power levels of the input microwave
signal [26]

It can be seen that when the power load P is
increased, the temperature distribution over the transistor
area changes dramatically. The resulting temperature
nonuniformity will certainly be the cause of subsequent
transistor failures. Additional studies confirm that the
temperature increase of the chip surface depends both
on the case temperature and power dissipated (Fig. 11).

It is found that when exposed to elevated
temperature, the gate current increases and the gate
threshold voltage shifts to the negative side, and this is
due to the passivation layers.
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Fig. 11. Dependence of transistor surface temperature
increment AT on power dissipation P at different base
temperatures [26]

In [27], the results of investigation of microscopic
origin of the vulnerability of GaN HFET materials
and devices based on them to high temperatures by
monitoring the onset of structural degradation at different
temperature conditions in real time are presented. The
studies have been carried out by means of SEM. Electron-
transparent samples were fabricated from bulk material
and heated up to 800°C. High-resolution transmission
electron microscopy, scanning transmission electron
microscopy, energy-dispersive X-ray spectroscopy,
and geometric phase analysis (GPA) were performed
to assess the quality of chips, to study the diffusion of
materials and the processes of strain propagation in the
sample before and after heating. It was observed that the
decrease of the gate contact area is noticeable starting
from the temperature 470°C, and it is accompanied by
Ni/Au mixing near the gate/AlGaN interface. Elevated
temperatures cause significant out-of-plane lattice
expansion at the SiNx/GaN/AlGaN interface, as shown
by GPA strain maps with geometric phase, while in-
plane strain remains relatively constant. In this study, it
is shown that exposure to temperatures exceeding 500°C
leads to 2 orders of magnitude increase in leakage current
in GaN HFETs. The results of this study provide real-
time visual information to determine the initial location
of degradation and highlight the effect of temperature
on GaN HFET structure, its electrical properties, and
material degradation.

D. Failure and service life testing

Thermal effects are one of the major problems that
reduce the performance and reliability of a semiconductor
device. It is the most common mechanism because

AlGaN/GaN HFETs mainly operate at relatively high
temperatures.

Device reliability is a very important issue.
Nowadays, every company has separate departments
that focus on the quality and reliability of their devices.
For any manufactured devices, it is required to determine
the area of safe operation, the average time until failure,
and the shelf life of devices and appliances. Therefore,
the industry pays great attention to the reliability of
its products—samples are subjected to numerous
tests, including short-term and long-term failure and
survivability. As you can understand from the name,
these tests are conducted to evaluate the service life
of the device. Since you cannot wait 10 or 25 years to
see what happens to a semiconductor device, special
conditions are applied to conduct relatively short time
tests to evaluate the mean time to failure (MTTF).

These accelerated life tests are basically performed
at three different temperatures and for each one the
MTTF is measured. By extrapolating these values to the
temperature at which the device is operating (with the
device junction temperature being higher than the case
temperature), the MTTF for the device can be obtained.
Figure 12 shows how the MTTF is evaluated in a failure
test: the MTTF is measured at three junction temperatures
of 260, 285, and 310°C, and by extrapolation it is
determined that at an operating junction temperature
of 150°C the MTTF is more than 107 h, activation
energy £, = 2.0. Usually, the minimum possible
number of devices is tested, but in such a way that the
measurements do not lose accuracy [7].
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Fig. 12. Determination of MTTF by measurement
at three temperatures

At the permissible operating temperature of
the p-n-junction 7j of the active zone of the
GaN HFET chip, equal to 200°C, the average MTTF
is 103 h (11.57 years). The device resistance to load
mismatch up to a voltage standing wave factor of 10
in the large-signal mode 1is also demonstrated.
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Rapid (within several hours) destruction occurs in
modern GaN heterotransistors at junction temperatures
of 320-350°C [13].

In [28], the degradation effects observed in
GaN HFETs with a gate length of 0.15 pm were
experimentally investigated under real power amplifier
conditions, i.e., when a high-level microwave power is
applied to the input. The measurements were performed
for a series of devices in the loud-pull measurement
mode. Consequently, this mode of experimentation
provides information relevant to microwave signal
operation and enables preferentially detecting changes
in electrical quantities that cannot be directly detected
at current—voltage curve or high frequencies. Values
such as gate resistance now play a fundamental role in
reliability analysis of technologies. Experiments were
performed on GaN HFETs with the same gate width
while operating in class AB mode, a saturation mode
that emphasizes degradation effects caused by high
temperatures due to increased power dissipation, and
in class E mode, where degradation is enhanced by
strong electric fields. Experiments were conducted at
T,=23°Cand T, =100°C. As aresult, it is found that:

e GaN HFET degradation level depends on the actual
radio frequency mode;

e thermal degradation effects, which are enhanced in
the class AB mode, are more pronounced than the
effects of strong fields in the class E mode;

e characterization of GaN HFETs under real
microwave loads should be used to accurately
and deeply investigate degradation and failure
mechanisms in order to determine MTTF in practical
microwave applications.

3. MECHANICAL MECHANISMS
OF GaN HFET DEGRADATION

A. Inverse piezoelectric effect

Mechanical stresses are also important as part
of the triangle of interactions (Fig. 4). Mechanical
stresses have an important influence on the parameters
and reliability of microwave GaN HFETs. Gallium
nitride is a polar material, i.e., valence electrons are
not distributed between two neighbors uniformly—this
causes local polarization of the semiconductor chip.
However, globally the polarization vector of GaN is zero.
Consequently, when mechanical pressure is applied, the
chip structure can bend or expand (depending on the
direction of the force) and cause a resultant polarization
that can act as an electric field. This phenomenon is
called the piezoelectric effect.

On the other hand, if we apply an electric field to
this chip, the chip can again bend or expand (depending
on the direction of the electric field). In this case, the
electric field induces a mechanical force—this effect is

called the inverse piezoelectric field. When the gate—
source voltage Ug‘s_ is applied, the inverse bias of the
gate channel becomes more and more depleted. If too
large an electric field is applied in the direction opposite
to the relaxation direction of the chip, it will induce
a large mechanical force and may cause mechanical
damage to the chip. Such an effect is what is called the
inverse piezoelectric effect. This is what happens to GaN
when too large a voltage Ugs, is applied.

Fabrication processes and operating conditions also
affect mechanical stresses. In [29], in particular, the
relationship between mechanical stresses and reliability
of gallium nitride heterotransistors is discussed. In this
work, Alj,Ga, JN(20 nm)/GaN(2 pm) structures on a
75-um thick carrier were investigated. The calculations
show that a 100-nm thick SiN passivation layer creates
a mechanical stress of up to 300 MPa at the gate
junction [13]. Tensile stresses are critical from the point
of view of transistor reliability due to the fact that they
contribute to the formation of “pits” on the surface of
the heterostructure. Figure 13 shows the calculated
value of mechanical biaxial stresses in the gate region as
a function of specific power dissipation Pjiss.sp. for two
GaN HFET designs:

e traditional—without SiN passivation coating and
field-plate;

e improved—in the presence of SiN and field-plate,
usually used to increase breakdown voltages in
HFETs.

The given data show that the presence of the field
board and SiN layer leads to a 1.3—1.5-fold reduction
of mechanical stresses in the gate region depending on
the specific power dissipation. Of course, mechanical
stresses depend on both the substrate temperature and
the temperature of the p-n-junction.
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Fig. 13. Dependence of the magnitude
of mechanical biaxial stresses o,, on the specific power
dissipation P in GaN HFET [13]
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In [29], calculations of the values of mechanical
biaxial stresses ¢ . in GaN HFETs arising due to the
inverse piezoelectric effect (Fig. 14), the consequence
of which is the appearance of the electric field. For
comparison, Fig. 14 outlines the area corresponding to
the values of the electric field strength arising in the
transistor at voltages (V, ;) between the drain and source
Uy, =50-70 V.
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Fig. 14. Dependence of the magnitude of mechanical
biaxial stresses o,, on the electric field strength
in GaN HFET [29]

It follows from the data given in [29] that the values
of the above mechanical stresses caused by the power
dissipated in the transistor are comparable in magnitude
to the stresses due to the inverse piezoeffect.

Ohmic contacts also create mechanical stresses.
Thus, mechanical stresses in GaN heterotransistors are
one of the reasons of their reliability decrease.

B. Interrelationship of thermal
and mechanical degradation

It was shown in [30] that the high specific thermal
loading of high-power AlGaN/GaN/SiC transistors
requires a particularly careful approach to heat dissipation
in operating modes. Preventive measures to eliminate
any assembly defects in high-power AlGaN/GaN/GiC
transistors are essential. For example, the defect of
vertical tilting of the chip after soldering it to the base
leads to unequal thickness of the solder layer at the
periphery between the chip and the base. The evaluation
of stresses arising in the chip during heating depending
on different variants of the chip arrangement in space,
as well as their influence on the potential reliability of
the chip structure are shown in [30], where the values
and nature of the distribution of mechanical stresses in
the chip were determined by calculating the stress—strain
state of the chip model with a defect of displacement
along the face or corner by the finite element method.
The edge displacement in this case is a uniform increase/
decrease in solder thickness between two parallel faces
of the transistor chip, and the corner displacement is

a change in solder thickness along the diagonal of the
soldering plane.

Figure 15 shows the three-dimensional distribution
of the main thermal stresses in the SiC layer. Based on
the obtained values of equivalent stresses for the variants
of chip position, the safety factor was calculated. The
safety factor determines how much the actually designed
structure can withstand the induced thermal stresses.

In [30], it is shown that the chip reliability of
AlGaN/GaN/SiC transistors deteriorates by a factor of 6.5
at the maximum angle tilt and by a factor of 3.6 at the
maximum edge tilt. Thus, it is shown that the displacement
of the chip plane significantly increases mechanical stresses
in the chip body in areas with thinning solder layer, which, in
turn, means the potential development of mechanical failures
of the structure, especially under cyclic thermal loads.
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Fig. 15. Distribution of main stresses in the chip under
continuous power dissipation for the case of:
(a) uniform constant solder thickness,
(b) nonconstant thickness along the face,
(c) nonconstant thickness along the angle [30]
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C. Relationship between electrical
and mechanical damage

Degradation may be reversible or irreversible. If
the product returns to its normal state after the end of
stress impact, we can talk about reversible degradation.
However, sometimes after the end of degradation the
device is irreversibly changed, which is interpreted as
damage or irreversible degradation.

Electrical degradation is characterized by the value
of critical applied voltage below which degradation
is reversible. Application of voltages higher than
the critical voltage causes irreversible degradation.
In [31], significant crystallographic damage induced
by strong electromagnetic fields is shown, as well as
the correlation between electrical degradation (sudden
drop in current consumption, current collapse, increase
in gate leakage current, avalanche injection, etc.) and
material degradation as a mechanical effect. To find the
correlation between electrical and physical damage,
the depth and width of pits for different samples are
measured from images obtained by transmission electron
microscopy. Then, a degradation plot of the percentage
of saturation current /, . ... between drain and source and
collapse current / ( ., values as a function of the depth
of the defect region is plotted to obtain a quantitative
comparison between electrical and mechanical damage.
This is shown in Fig. 16 [32] and implies that these
mechanisms are interrelated and crystallographic
damage is responsible for electrical degradation.
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Fig. 16. Correlation between the values of /
and the depth of defects [32]
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Figure 17 schematically shows the mechanical
stress distribution in the gate region when a negative
voltage is applied to the gate with respect to the drain
and source [33].

When the transistor operates in pulsed mode,
the mechanical stresses shown in Fig. 17 increase
and decrease. While amplifiers based on microwave
GaN HFETs should operate for 15-20 years, billions
or even trillions of such cycles occur in the transistor.
Eventually, a crack occurs in the gate region on the drain
side. This is due to the fact that the tensile mechanical
stresses on the drain side relative to the gate in operating
mode when voltage is applied to the drain are greater
than on the source side. In the initial stage of the process,

Source

Al Ga,_N

AIN (buffer) \

Tension field

Fig. 17. Stretching regions of the AlGaN layer resulting
from the inverse piezoelectric effect

defects in the form of pits are formed—Iess deep and
rare on the source side and deeper and more frequent on
the drain side. Figure 18 shows the time evolution of the
process [34].

Puc. 18. Evolution of crack formation from pitted defects
in time [34]:
(a) after 10 min, (b) after 1000 min

Jimenez investigated the degradation mechanisms
of a power amplifier in the form of a 3-stage microwave
monolithic integral circuit (MMIC) W-band based on
gallium nitride under the influence of an input microwave
signal of high-power level®. The same experiments were
performed on a discrete transistor with a gate periphery
equal to the gate periphery of the MIC output stage. The
studies did not reveal any shift in the threshold voltage
(Uyres) after exposure to a high-power microwave signal;
however, the modeled dynamic load lines showed that
the output voltage fluctuations exceeded the breakdown
voltage (Uy ¢ prear) When exposed to an input microwave
signal with a high power level. Thus, it can be concluded
from the experiment that the inverse piezoelectric effect
will be the main factor of performance degradation,
leading to defects and dislocations in the chip on the
drain side.

3 Jimenez J. Advanced Reliability Aspects of GaN FETs.
Presented at European Microwave Week (EuMW), 2010.
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Tsao et al. [35] confirms that the rather rapid
development of gallium nitride-based power amplifiers,
focused on high output power and efficiency, has created
a critical problem for temperature control of devices in
general. As a result of the thermal design and analysis of
transistors and MMIC based on thermal maps measured
by an infrared camera in continuous and pulsed modes
of operation, it was found that the thermal resistance
R, “junction-to-case GaN-chip” at DC operation is
1.63°/W, and in pulsed mode R, = 1.05°/W. Thus, it has
been experimentally proved that to ensure the required
reliability performance in the design of GaN MIC, only
a thermal model reliably confirmed by functional testing
should be used.

The presence of dislocation pits on the surface of
the initial substrate leads to the subsequent formation
of cracks [33]. Fine chemical treatment of its surface
leads to the elimination or, at least, to the reduction
of the formation of pitting. Foreign impurities
(contaminants) also stimulate the degradation
process. The double top layer of GaN (“cap”) over the
AlGaN barrier reduces the probability of subsequent
degradation. These phenomena, which reduce the
reliability of GaN HFETs, were taken into account in the
developments of Cree* (USA) and UMS’ (Germany)
when developing microwave GaN HFETs for space
applications [36].

The European Social Innovation Competition report
(European high-quality GaN wafers on SiC substrates
for space applications) reflects the following®:

e in order to improve the reliability and reduce
the stresses shown in Fig. 17, the aluminum
concentration in the barrier layer was reduced;
the 22-nm thick barrier layer consists of an
Al(16%)Ga(84%)N barrier and a 3-nm thick top
protective GaN layer;

e layer carrier concentration in the 2DEG channel
was slightly below 6 - 102 cm2 (Cree) and below
3 - 10'2 cm™2 (SiCrystal). These values are typical
values for HEMT structures with 18% Al (Cree) and
16% Al (SiCrystal) at 22-nm AlGaN barrier layer,
respectively.

e average curvature value is 10.4 pm, average bend
value is 4.96 um.

It was shown in [37] that ultraviolet (UV)
illumination very strongly reduces the breakdown
voltage in GaN-on-Si, but this effect is negligible
for GaN-on-SiC. Considering that the quality of the

4
5

www.wolfspeed.com. Accessed January 12, 2024.
www.ums-rf.com. Accessed January 12, 2024.

¢ Final Report Summary — EUSIC (High Quality European
GaN-Wafer on SiC Substrates for Space Applications). https://
cordis.europa.eu/project/id/242360/reporting/pl.Accessed
January 12, 2024.

grown material is quite good (which may not be the
case, especially for GaN-on-SiC), it can be assumed
that UV illumination causes electrons to split and
fall into traps due to the action of a field caused
by the inverse piezoelectric effect. Therefore, this
effect is more pronounced in GaN-on-Si due to the
larger number of traps. In addition, this is another of
the effects that confirm the correlation between the
magnitude of the breakdown voltage of GaN HFETs
and the number of traps in GaN, in other words,
between electrical degradation and physical
changes.

CONCLUSIONS

The strong electric fields present in GaN HFETs
result in thermal, physical and polarization phenomena
that degrade active element performance in the form of
reduced specific drain current and increase gate leakage
current and threshold voltage offset, as well as reducing
breakdown voltages and specific output power and
leading to lower reliability in general.

The redistribution of mechanical stresses in the
chip due to the high specific thermal loading of high-
power AlGaN/GaN transistors and consequent inverse
piezoelectric effect results in mechanical damage
of the structure and reduced reliability. However,
the presence of the field board and SiN layer can
reduce mechanical stress values in the gate region
by 1.3—1.5 times depending on the specific power
dissipated.

The degradation of GaN HFETs depends on the
actual power supply modes, input power level, and class
of operation of the amplifier. In this case, the thermal
degradation effects that are amplified in class AB mode
are more pronounced than the effects of strong fields in
class E mode. Therefore, in order to determine the MTTF
in practical microwave applications, GaN HFETs should
be characterized under the conditions of actual supply
voltages, microwave power, and the class of operation
of the power amplifier.

A sharp decrease in MTTF and rapid (within
a few hours) destruction occurs in contemporary
GaN-heterotransistors at junction temperatures greater
than 320-350°C.

While GaN HFETs have outperformed other
semiconductors currently used in industry (such as
GaAs, Si, InP, etc.) in terms of their technical and
performance characteristics, it is necessary to take
into account physical limitations in their design and
fabrication to eliminate the possibility of degradation
in operation due to the presence of the described
degradation mechanisms, as well as to control the
thermal and electrical modes of GaN HFETs in
operation.
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Abstract

Objectives. The work set out to create a mathematical model to investigate the process of hot isostatic pressing (HIP)
process of long tubes from powder materials in metal capsules. By analyzing the stress-strain state in the areas far
from the top and bottom borders in the cylindrical system of coordinates, the axial strain rate at every moment of the
process can be considered to be constant through the entire volume.

Methods. Mathematical modeling methods were used to describe mechanical properties in the process of HIP
deformation by Green’s model of porous compressible media. The HIP capsule material, which is considered to be
non-compressible, is described by the ideal plasticity model. The temperature field is assumed to be uniform over
the volume and constant during the time of deformation.

Results. The hypothesis of the uniform density over the cross section at each moment of the process was considered
during analysis to the extent that the wall thickness of the tube is substantially less than its diameter. This hypothesis
allowed us to reduce the task of determining the strain rates at every step of the process to a solution comprising two
equations having two variables. When the strain rates are determined, the deformation field is built to obtain the final
dimensions of the tube when the powder material is fully consolidated at the end of the HIP process.

Conclusions. The proposed model for describing the process hot isostatic pressing of long tubes from powder
materials takes all the features of this process into account depending on the system parameters. The possibility
of using tubular samples to determine the functions included in the Green’s condition is demonstrated.
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MaremaTn4deckoe MoaeJIMpPOBaHUE Npolecca
ropsiuero U30CTaTu4eCKOro nNpeccoBaHus Tpyo
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Pe3lome

Llenu. Lenb paboTbl — co3gaHne Moaesnu, KoTopasi Mo3BOJISIET C MOMOLLLbIO MaTeMaTUYeCKOro MOAEeIMPOBaHNS UC-
cnenoBaTth NPOLLECC ropsiyero nsoctatuyeckoro npeccosanus (M) AnvHHBIX TPYO M3 MOPOLLKOBbLIX MaTepmasos.
HanpsixeHHo-gedopMmpyeMoe COCTOsIHME UCCeayeTcs BOaNM OT BEPXHEN U HUXHEN rpaHuL, Kancysbl B LINH-
LpUYecKol cucTeMe koopauHaT, Mo3TOMY OCeBasi CKOPOCTb AedopmaLnmm B KaxKablii MOMEHT npoLecca npeanona-
raeTcsl MOCTOSIHHOW MO 0ObEMY.

MeTopabl. Vicnonb3yloTcs MeToapl MaTeMaTMYeCcKoro MoAenpoBaHms. NMopoLLKOBLIA MaTepuan MoAenMpyeTcs Kak
nnacTMyeckn cxmnmaemas crnaollHas cpeaa. s onMcaHus ero MexaHm4eckux CBOMCTB B npouecce aedpopmMaumm
ncnonb3yeTcs Moaenb puHa. 1na aHanmaa MexaHM4eckoro noBeaeHus maTepurana kancyJsibl NpUMeHseTcs Moaesb
naeanbHOW NAacTUYHOCTU MPWU YCIOBUMM HECXKMMaeMOoCTu. TemnepaTypHoe noJie npeanosiaraetcsl NoCTOSIHHbIM
no o6beMy 1 Mo BPeEMEHU B TEHEHKe BCero npoLiecca.

PeaynbTaTthl. [10CKOJIbKY, Kak MpaBuio, TOJNLWLMHA CTEHOK TPYO CYLLLECTBEHHO MEHbLUe UX paauyca, TO B Npouec-
ce nuccnenoBaHus NpUHMManach rmnoTe3a O NocTOsSIHCTBE OTHOCUTESIbHOW MJIOTHOCTM MOPOLUKOBOrO MaTtepuana
no o6beMy B Kaxabli MOMEHT npouecca. MNMpuHaTasa runotesa Nno3Bosivia CBECTU 3aaady onpeaesieHns CKopocTen
nedopmMaumii Ha KaxkaoM Liare npoLecca K peLleHnto HeKOTOPO CUCTEMbI ABYX YPaBHEHWI C ABYMS HEM3BECTHbI-
Mn. Mo M3BECTHBLIM CKOPOCTSM AedopMaLmn onpeaenstoTcsl CKOPOCTU NepeMeLLEHUIA, YTO NO3BONSET MOYYNTb
KOHEeYHble pa3mepbl TPyObl (NPY OTHOCUTENbHON MIOTHOCTY MNOPOLLIKOBOro MaTtepunasna paBHoli eauHuLue). AHannaum-
pyloTCs yCaZlkm BCeX pa3mepoB TPyObl (BEPTMKANIbHOIO, BHYTPEHHEro paauyca, Hapy>XHOro paguyca), kak GyHKUumn
OTHOCUTESIbHOM MJIOTHOCTM.

BbiBoAbl. [peanoxeHHas moaenb onvcanus npouecca MMM afnHHBIX TPY6 M3 NOPOLLKOBbLIX MaTepuanosB NO3BOS-
€T yunTbiBaTh BCE 0COBEHHOCTWN AAHHOrO NpoLecca B 3aBUCUMOCTHM OT NapaMeTpoB cucTeMbI. [loka3aHa BO3MOX-
HOCTb MCMOJIb30BaHWS TPyOUaTbix 06pa3L,0B ANa onpeneneHns GyHKuuWiA, BXxoasawmx B ycnosme NpuHa.

KniouyeBble cnoea: marematuyeckoe MOAENMPOBaHMe, NMiacTUYeckKn CxXnmMaemas cpepa, ropsiiee msocrtatmye-
cKoe npeccoBaHue, NopPOoLLKOBbI MaTepuan, ycnosue MpuHa, naeanbHasi N1acTUYHOCTb

¢ Moctynuna: 25.06.2024 » flopa6oTaHa: 29.08.2024 ¢ MpuHarta kK onyonukosaHuio: 06.02.2025

Ansa umtupoBaHusa: MNonoselwknH B.A., HukonaeHko A.A., Camapos B.H., PeiiccoH X., ®ucyHosa .M. MaTtemaTtunue-
CckOe MoAeNnMpoBaHMe NpoLiecca ropsyero n3o0CcTaTnyeckoro npeccoBaHms Tpyo 13 NOPOLLIKOBLIX MaTtepuanoB. Russian
Technological Journal. 2025;13(2):74-92. https://doi.org/10.32362/2500-316X-2025-13-2-74-92, https://elibrary.
ru/KPQMIJ

Mpo3payHocTb GMHAHCOBOW AEATENIbHOCTU: ABTOPbI HE UMEIOT PUHAHCOBOW 3aMHTEPECOBAHHOCTN B NPEACTABNEH-
HbIX MaTepuanax uam meTogax.

ABTOpbI 325BNSIOT 06 OTCYTCTBUM KOHGMINKTA UHTEPECOB.
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INTRODUCTION

Hot isostatic pressing (HIP) is a process of high-
temperature compaction (~1000°C) of powder materials
under the action of external pressure (~1000 atm).
Products manufactured using the HIP powder metallurgy
process have high performance characteristics. However,
itis precisely because of their high strength properties that
their subsequent processing presents certain difficulties,
requiring maximum precision at the manufacturing stage.
As part of the HIP process, the powder material is placed
in a metal container (capsule). This capsule is deformed
together with the powder material until the latter is
completely compacted, then removed chemically or
mechanically. The function of the capsule is to induce the
powder monolith to take the desired shape following the
completion of the process. The mathematical modeling
of the process sets out to design the capsule in such a way
that the powder monolith takes the desired geometric
shape after the end of the process.

Two main problems of mathematical modeling of
the HIP process can be distinguished. Firstly, the HIP
process is characterized by large deformations (initial
powder density is about 65% of the monolith density). In
mathematical terms, this means that the defining relations
will be nonlinear with the boundary conditions set on
a time-variable boundary. The second more fundamental
problem consists in the difficulty of constructing the
constitutive relations (under constitutive relations,
we understand the relations defining the relationship
between the stress tensor in the medium and the
parameters characterizing the state of the medium). This
problem is characteristic of all problems of mechanics of
deformable solids that investigate their behavior beyond
the elasticity limit. Since any defining relations will be
approximate, any calculation will be approximate even
if mathematical problems are excluded. Therefore,
the actual powder manufacturing process must be an
iterative process, a schema of which is outlined in [1].
The essence is as follows: a mathematical model is built,
a capsule is designed on the basis of this model, and
the product is manufactured. The product parameters
are then compared with the required to provide a basis
for refining the mathematical model. This method is
some analog of the complex loading computer method
proposed by Ilyushin in [2, 3]. A model satisfying the
following requirements is considered to be an acceptable
mathematical model of the HIP process:

1) it provides a close first approximation;

2) it correctly considers the influence of parameters;

3)it enables changes to be made to the model
parameters based on the experimental results and,
if necessary, additional parameters to be introduced.

Typically, 2-3 experimental iterations are required
to put a product into production. At the present stage,

the task of mathematical modeling is to consistently
obtain the desired geometry at the second experimental
iteration. For this purpose, experience shows that it
is necessary to have an error of about 10% at the first
iteration.

There are various approaches to describing the
behavior of powder medium, some of which, for
example [4], consider the medium as discrete. Within
such approaches, when considering the interaction of
individual particles, it is necessary to take into account
the effects arising on the surface of their interaction [5, 6].
The use of such an approach requires the application of
statistical methods [7]. More often, powder material
is considered as a single continuum; thus, since we
are interested in the kinematic aspects of behavior in
the process of HIP as shown in [8-10], the kinematic
aspects of the behavior of powder materials do not differ
significantly from the behavior of continuous media.

The defining relations for powder materials have
one essential difference from those used in classical
theories of plasticity [11-14] due to the fact that
these works proceed, as a rule, from small volume
deformations or their equality to zero. For powder
materials, the volume strain (or equivalent parameters:
relative density, porosity) is an important parameter
characterizing the state of the medium. It should be
noted that it is the shear part of the strain tensor that is
of real interest in describing the HIP process. Since the
purpose of ISU is to obtain a monolithic product and
the initial density can be determined with a high degree
of accuracy, the volume component of the strain tensor
can be considered as known. The time of the compaction
process can be determined quite accurately (at known
temperature and pressure) by compaction diagrams
(Ashby diagram) [15-18]. Various models describing
the behavior of plastically compressible media are
presented in the works of Druyanov [19], Green [20],
Shtern [21], Skorokhod [22].

The presence of the capsule causes its walls to
“shield” the external pressure differently in different
directions. This is particularly evident in the fabrication
of pipes made of powder materials. In this process,
there are actually three external boundaries: an outer
and inner radial boundary, and another boundary at
the ends. As shown in [23], under certain conditions
this can lead to a looping motion of the inner wall.
The peculiarities of the behavior of powder tubes at
the initial stage of the process are investigated in [24].
The purpose of this work is to develop a model that
for qualitatively assessing the change of the main
parameters to determine the pipe geometry at the
entire stage of the HIP process, as well as to establish
the possibility of using pipe pressing experiments to
determine the parameters characterizing the mechanical
behavior of powder material.
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1. MATHEMATICAL TASK STATEMENT

Let there be the following system in the cylindrical coordinate system (7, z): at R, <r <R, and 0 <z < H, there
is a capsule with perfectly plastic material with yield strength 7; at R, <r <R, and 0 <z < H, there is a capsule
with perfectly plastic material with yield strength 7,; at R, <r <R,, and 0 <z < H, there is a powder material, whose
behavior is described by the Green’s model, with a monolithic yield strength Y. Here R, R,, R;, R,, and H are the
current geometrical dimensions of the pipe.

The elliptic Green’s yield condition is used to describe the mechanical properties of powder material [20, 22]:

2 2

e (1.1)
i A
where 6 = o,/3 is the first invariant of the stress tensor (cl.j are the components of the stress tensor); s is the intensity
of the deviator of the stress tensor, s% = (3/2)sl.jsl.l., $;=0;~ od,; indices i, j take integer values 1, 2, 3, with the r axis
corresponding to index 1, ¢ axis—to index 2, z axis—to index 3; 81.]. is the Kronecker symbol (61.1. =0ati#J, 8,.]. =1at
i =J); f, and f, are the relative density p functions known from experiment.

According to the flow law

od
g; =0—, (1.2)
Y 661].

where ¢, are the components of the strain rate tensor; (D(cl.j) = 0 is the yield surface equation (1.1); ® is the
proportionality factor determined at each point of space during the solution process.

The process is investigated away from the pipe ends. This allows us to assume that the strain rate ¢_ is
constant throughout the entire volume of the system. Then, by virtue of the assumption made and axial symmetry,

T 0,0,.=0,, = 0,0 = 0. Using (1.1), (1.2), taking into account the last remarks, we obtain:

? o

e, =0/9](2/ fZ+18/ f2)o, +(2/ 2 =91 )0, +(2/ /7 =9/ 12)o. |,
e =0/9(2/ /7 =9/ )0, +(2/ 17 +18/ f7 )0, +(2/ 7 -9/ f?)s. ], (1.3)
e.=0/9(2/ /7 -9/ f2)o, +(2/ 17 =9/ )0, +(2/ 2 +18/ ). |.

Considering (1.3) as a system of equations with respect to stresses, we obtain

o, =1/(180)[ (97 + 412 )e, +(9/7 =212 )2 + (947 — 212 )e. |,
o =1/ (180)[(9/7 =2/2)e, + (97 + 412 e, +(9/7 —2/2)2. ).

(¢

(1.4)
o =1/(180) (9/7 =212 )e, +(9/7 212 )eo + (947 + 412 )e. |
Substituting (1.4) into (1.1), we obtain:
1 6Y
—= > . (1.5)
)
\/(9/‘22 —2f12)(8r +& +sz) +6f12(8% +8(2p +a§)
The power of internal forces in a unit volume w is determined by the relation
W=0, 8 (1.6)
According to (1.4)—(1.6)
Y 2_ g2 2 622 o2 2
WZ? (9f2 =21 )(8r+8(p+82) +6f; (8r+8(p+gz)’ (1.7)
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The capsule material is assumed to be incompressible. Its behavior is described by the law of perfect plasticity.
s2=T2 (1.8)

where T is the yield strength.
According to the flow law (1.2) and the yield surface Eq. (1.8),

g, =(D|:2(Sr —G, —GZ:I, € =0)|:2G(P -0, —62], €, =oo[202 —0, —Gr:l. (1.9)
We suppose
c,+t0

o TO,=73p. (1.10)

Since due to the incompressibility condition

8r+8(p+82=0, (1.11)
then from (1.9)—(1.11) we have:
G,=-p+e, /3o, G(pz—p+8q)/3u), c,=-p+e_ /3o (1.12)
According to (1.8), (1.12),
1 T~6
—=—\/7. (1.13)
®

2 2 2
(Sr +8(p+82)

Power of internal forces per unit volume:

2 22 a2
w_T\g (22 +82 +62). (1.14)

Taking into account the axial symmetry, the radial equation of equilibrium in the quasi-static approximation has
the form:
aGr (Gr B G‘P)

+—:0. 1.15
or r ( )

The equilibrium equation along the z axis is satisfied integrally, i.e., the total stress forces o, in each section
z = const are balanced by the external pressure on the capsule face:

R
2nfczrdr=—nP(R§ ~R?), (1.16)
B

where P is the external pressure.

At the boundaries r = R,, r = Ry we assume the condition of equality of radial velocities U,. At the boundaries
r= Rl, r= R4 we assume
c,=—P. (1.17)

r

By assumption of the constancy of the strain rate &, over the volume, since the problem statement allows the
system to move as a rigid body along the z axis, we can put the following expression for the axial velocity U_:

U.=(V/H)z, (1.18)

where V'is the value of velocity U, at z = H, determined during the solution process.
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The radial velocity at each moment is a function of radius only U, = U (r). For strain rates we have the following
relations:

r e, =—Z=V/H. (1.19)

g =—2> g =
" or ® z

ou U, ou
r

oz

Relations (1.1)—(1.13), (1.15), (1.19) with additional conditions (1.16)—(1.18) mathematically define the problem
of finding the velocity field at each moment of time at known distribution of relative density of powder material.
The law of change of powder material density is determined by the continuity equation:

o, 19(pU,r)

=0, 1.20
ot r or ( )

where ¢ is time.

2. FIELD OF VELOCITIES

As shown in [24], a nonuniform density distribution along the radius occurs when the tube is pressed. However,
as a rule, the wall thickness of the tube is significantly less than its radius. Under these conditions, it can be
approximated that the relative density of the powder material is constant along the radius at each moment of the
process. Consequently, for the radial velocity of displacements U, in the powder material we have an approximate
representation:

U,=Ar+BJr, 2.1)

where A, B are coefficients determined in the solution process.
The value of the velocity U, is determined by Eq. (1.18).

r

+—L"+¢_=0. Consequently:
ror

From the incompressibility condition (1.11) in the capsule material we have:
U.=-1/2¢_r+C/r, (2.2)
where C is the coefficient determined in the solution process.
We suppose that
U =U atr=R,; U .=U,atr=R;. (2.3)
Finally, taking into account (2.3) and the condition of continuity of velocities at » = R,, r = R;, the velocities in

the total area are equal to:
at R, <r<R,, 0 <z < H (capsule)

U,=V/H,
U,=—(1/2)e,r+C /r, (2.4)
C,=(1/2)e,R3 +U|R,;

at Ry <r<R,, 0 <z < H (capsule)
U,=V/H,
U,=—(1/2)e,r+Cy/r, (2.5)
C; =(1/2)e,R} +U,Ry;

at Ry <r <R, 0 <z < H (powder)

U, =(V/H)z,
U.=Ar+BR;/r, (2.6)
A=(U,Ry ~UR,)/ (R} ~R3), B, =(U R, U, RS /| Ry )/ (Rs2 ~ R ).
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According to (2.4)—~2.6), (1.19) strain rates in the entire domain:
at R) <r<R,, 0 <z <H (capsule)

e,=V/H, g,.=—(1/2)e,~C /1%, g,=~(1/2)e, +C /r?; (2.7)

z

at Ry <r<R,,0<z<H (capsule)

e, =VIH, e =—(1/2)e,~Cy /1, g,=~(1/2)g, +C3 /12 (2.8)

z

at R, <r <R, 0 <z <H (powder)
e,=V/IH, e, =A-BR}/r? e ,=A+BR}/r (2.9)

The total internal force power W consists of three components: W = W, + W, + W,, where W is the internal force
power in the inner capsule at R| <7 <R,, 0 <z < H; Wj is the internal force power in the outer capsule at R; <r <R,
0 <z < H; W, is the internal force power in the powder at R, <r<R;,0<z<H.

At R, <r<R,, 0 <z < H the power of internal forces per unit volume, according to (1.14), (2.7), is equal to

w =TN2/ 3\/(3 / 2)g§ + 2C12 /r*, where T | is the yield strength. Then the total power in the internal capsule:

Ry
Wy =2nHTN273 [ (3/2)e2 +2CF 1 rrar.
B

After the corresponding calculations:

R2 2C, +4J3e2R} +4C2

W, = T, | | Be2RE +4C7 — 3R] 47 |20 2 N a.0)
3 R2 2 p4 2
2 20, +3e2R? +4C

At Ry <r <R,, 0 <z < H the power of internal forces per unit volume, according to (1.14), (2.8) is equal to
wy =Ty~2/ 3\/(3 /2)e2 +2C3 /r*, where T, is the yield strength. Total power:

Ry
Wy =2mHTy2/3 [ J(3/2)e2 +2CF / r*rar.
Ry
By calculating, we get:

1 R2 2Cy+43e2R§ +4C3
W3:75HT2\/; |:\/3S§R2+4C32 —\/38§R§‘+4C32}+2C3 Y St A s B N S G B 0

RS 2Cy +\362RE +4C3

At R, <r<R,, 0 <z<H ((in powder), the power of internal forces in a unit volume, according to (1.7), (2.9), is
2p4n2

Y 2 12f°RyB
equal tow, = ?\/[(9f22 —2f )(2A +e,) +6/2 (822 +242 )} + %. Total power:

Ry
Wy =(2/3)mHY | \/[(9f22 ~2/2)(24+¢e,) +6£2 (22 +2A2)} +12/2RB2 /4 rdr.
R,
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Integrating, we come to the expression:

W, = RHYR? /3{\/[(%2 ~2/2)(24+e, ) +6£2(s2 +2A2)}+12f12312 -

- \/[(9f22 ~2f2)(24+e, ) + 642 (s2 +2A2)}R§' /R$ +12/2B2 + (2.12)

R2 J12£,B, +\/[(9f22 _2f12)(2A+gZ)2 +612 (gg +2A2)}R§ / R +12 2B}

3
2
2

+ 2438, In

V12,8, +\/[(9f22 —2f12)(2A+SZ )2 +61 (sg +242 )]+12f12312

Let P be the external pressure. Let us determine the power of external forces. The total power of external forces
contains three components: N, is the power of external forces at the boundary z = H; N, is the power of external
forces at the boundary » = R|; N; is the power of external forces at the boundary » = R,. After the corresponding
calculations, we obtain:

Ny =-nPV (R} - RZ),
N, =2mPRH(~1/2e_R, +1/2&_R3 | Ry +U R, I R, ),
Ny =-2mPRyH =1/ 28 Ry +1/26_R3 | Ry +U,Ry /| Ry).

Total power N= N, + N, + N,.
Considering that ¢ = V/H:

N =-PH (R} —Rg)n[V/H +2(UyRy —UyRy )/ (R2 — R} )} (2.13)
From the condition N = W, + W, + W, we obtain:

W+ W, + W

v R R, |
2 _p2 v 3 _ 2
H (R3 Rz)nl:H +2[U2 pEs U, pEs H

P=-

(2.14)

Since the velocities are determined with accuracy up to a constant multiplier and there is no characteristic time
in the problem formulation, we can put:

4 Ry R,
—+2|U, 7 Ui—5— =-1. (2.15)
H Ry —R; Ry —R5
Let us represent the external pressure P in the form:
P=TM,+YM,+ T,M,. (2.16)

Let us denote:
B,=1,/Y,B,=1,17,
o =R, /R, 0, =Ry /Ry, a3 =R, / R, (2.17)
W =U /Ry, uy=U, /R

Relations (2.15), (2.16) will take the form:

PIY=B,M, +M, +B,M,, 2.18
171 2 2773
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8Z+2(a%u2—u1)/(oc%—l)=—1. (2.19)

Then, according to (2.10)—(2.14), (2.16)—(2.19):

~ 1 \/ 5 2 [3e? 2
MI—MI(HI,SZ)—W 382+(2H1+82) — a4 +(2M1+82)

) —— 5 (2.20)
2u, + +\/3 + 2u, +
n (2M1+SZ)111 ( Y 8z)al € OLl( Hy 82) ’
(2u1 +SZ)+\/38§ +(2p1 +SZ)2
. o e
3= 3(u2,82)— 2 3g2 oc3 2u2+8 - 382+(2u2+sz) +
221
(2u2 ‘e, \/382 (2, +¢, ) (221
+ (2p2+az)ln oc% = 1(
2u2+8 \/38 2u2+8 )
2
M, =M, (4, Bl)z(z—z{\/[%z +4ﬂ2(1+3A)2}+12]q2312 -
3((12—1)
1 2
- \/a—§[9f22 waf2(134) [+12/2B7 + (2.22)
V12038, + \/[9f22 4 f2(1434) | +1204 7287
+ 23,8, In :
V1215, +\/[9f22 +4£2(1 +3A)2}+12f12312
where
A=(p0d )/ (a3 -1), By = (1 —1y )/ (ad -1). (2.23)

3. SYSTEM OF EQUATIONS FOR DETERMINING VARIABLES UNKNOWN

At each step of the HIP process it is necessary to determine the unknown values p,, p,, €, and P. At known
values of u, and p,, the values €_and P are determined by Egs. (2.18) and (2.19). The values u,, u, are determined
from the condition of minimum P in the area bounded by the lines p; > py; u, <0, €, < 0 on the plane of
parameters u,, |, (see Figure).

Hap
T iy —1p03 =1/2(ad 1)
-1/2
/ M
-1/3
y —1/2

Figure. Area of finding the minimum
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According to (2.18) the system of equations for determining p,, W, is obtained from the conditions:

%(B1M1+M2+B2M3)=0, ey
%(BlMl + My +ByM5) =0. .
So we have:
o231, Gt nad ()
;::_1/< 2-1), jﬁw%/(aﬁ—l);
%:1/(&%—1), 2%?1/(&%—1).

Consequently, Egs. (3.1), (3.2) will take the form:

oM, oM, 2B, oM, 1 oM, 1 oMy 2B,
TR (a3-1) o4 (a§—1)+ o8B, (a%_l)J” e, (o3-1) 0, (3.3)

oM, 28,03 oM, o M, 1 oM,y oMy 2B,03
- + - + - =0. 34
%, (a3 1) 04 (o3 -1) OB (a3 1) 20w, o5, (a3 1) G4
For the above derivatives the corresponding relations are as follows:
o1 2 [(wre)ad e o (2 e )’ .
O (O‘%_l)\/g (2u1+az)+\/38§+(2u1+82)2
M, _
Og, -
3.6
1 \F | (2u1+az)oc12+\/38§+ocf‘(2ul+sz)2 1 382(0#—1) (36
= —<In )
(oc%—l) 3 (2u1+sz)+\/38§+(2ul+az)2 al \/38 +(2u, +¢,) +\/38§/ai‘+(2ul+sz)2
2
8]\/[_3: (;% iln ocz (2;12 +e, \/382 + 2u2 +82) ’ 37)
Oz (0‘2_1)\/g (2n, +€.) \/38 +(2p, +e, )2
6M3 —
Ot -
(3.8)
a3 1 il o2 (2u2+sz)+\/3a§+(2p2+82)2 N 382(0@—1)
= — Z ,
(0‘%_1) 3 (2u2 +SZ)+\/38§(X§+(2}/[2 +:3Z)2 \/38§(x§+(2u2 +ez)2 +\/3sg +(2u2 +ez)2
oM,
04
4f2(1+34)(ad +1) 1 (3.9)
= a% ,

\/[9f22 af2(1434) |+12£257 +\/[9f22 +4f12(1+3A)2}0%4+12f12812

2
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2 4p2 2] 1 252
. ) \/ﬁlelJrJsz +4£2(1+34) J—4+12f1 B
ZZLifl In| a3 )

5_31 (a%—l)\/g

(3.10)
Ji2fB, +\/[9f22 rap2 (1+3A)2]+12f12312

Equation (3.3) implicitly determines p, at a given value of p,. Under certain conditions, the equation has no
solutions for the parameters under study, and then the value of , is at the boundary of the area. That is, it can be
argued, taking into account the above remark, that Eq. (3.3) implicitly defines p, as a function of w,, i.e., =, = p,; ().
Then, using Eq. (3.4), given that p;, = p,(u,), we can determine p,. Again, the equation has no solutions, and the
point of minimum is on the boundary of the domain. Knowing the parameters p, and p, allows us to determine all
other parameters of the process. In order to determine the nature of change of the pipe parameters, it remains to find
out what was meant by the concept of time when the condition (2.20) was accepted. From the law of conservation of
mass of powder material it follows:

it (R —R3 ) = pomy (RS, ~ 3y ).

where p,, is the initial relative density; R,, and R, are the initial pipe dimensions.
Differentiating this relation, after some simplifications we obtain:

dpH (R} = R} )+ pV (R2 = R3 )dt + 2pH (RyU, — RyU, ) dt = 0. (3.11)
Let us convert it to the form

dp/p+|e.+2(adun, 1)/ (a3 ~1)]d =0, (3.12)

Then, considering (2.19), we have:
dt =dplp. (3.13)

Consequently, the relative density of the powder material p can be taken as a process parameter instead of time z.
Then the laws of change of values of H, R, and R, are determined by the relations:

dH =¢_Hdt = dH =¢_Hdp/p—=dH /dp=¢_H /p, (3.14)
dR, =U,dt = dR, =\ R,dp/p=dR, /dp=W R, /p, (3.15)
dR; =U,dt = dR; =, Rydp / p= dRy / dp =, Ry / p. (3.16)

When H, R,, Ry are known, the values of R, R, are determined from the condition of incompressibility of the
capsule material.

n(R3 ~ R H = (B3, — Rfy ) H, (3.17)

n(R} - R} )H =n(R3) — R} ) Hy, (3.18)

where R, and R, are the initial dimensions of the pipe.

Table 1 shows the results of calculation of the process of HIP of the pipe with initial parameters—initial dimensions
in millimeters: R, = 18, R,, = 20, R;, = 30, R, = 32, H, = 100, initial relative density p, = 0.6.

The following function values were taken in the calculation:

£)=(P=ro)/ (1=py). £2(p)=y(p—pp)/(1-p).
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Table 1. Results of parameter calculation as a function of relative density

p 0.659 0.719 0.778 0.838 0.897 0.937 0.977
PIY 0.447 0.682 0.932 1.249 1.742 2.357 4.083
HIH, 0.977 0.954 0.933 0.915 0.898 0.889 0.882
R//R,, 0.976 0.949 0.923 0.901 0.881 0.870 0.863
Ry/Ry, 0.983 0.963 0.946 0.930 0.916 0.909 0.905
R4/Ry, 0.973 0.948 0.925 0.905 0.887 0.876 0.867
R/R,, 0.978 0.957 0.939 0.923 0.909 0.900 0.893

Here is another example of calculation of initial and final dimension ratios under other conditions.
B, =B, = 2/9, R, = 15, Ry, = 20, Ry, = 30, R,, = 45, H, = 100, p, = 0.6, p = 0.978, P/Y = 4.309, H/H, = 1,
R\/R =1, Ry/Ry =1, Ry/Ry;, = 0.886, Ry/R,, = 0.918.

In the latter case, the shrinkage for the powder was directed towards the radius reduction. Vertical shrinkage
was not observed. The inner capsule remained nondeformable. The minimum was reached at the boundary of the
area.

4. POSSIBILITY OF EXPERIMENTAL DETERMINATION OF FUNCTIONS

Traditionally, the functions f,(p), f,(p) are determined on the basis of two experiments [25, 26]. The first
experiment involves the process of HIP of a cylindrical sample in a thin-walled capsule up to a certain relative
density p, while the second investigates the free deposition of the obtained sample after removing the capsule. It
should be assumed that the first experiment (considered to be the main one for determining the function f,(p)) does
not provide uniform all-round compression due to the influence of the capsule. The second precipitation experiment
(considered basic for determining the function f,(p)) is not easy to perform, especially for small values of relative
density p. The second drawback of the free settlement experiment for a cylindrical specimen is as follows. In the real
HIP process, all deformations are overwhelmingly compressive in nature, while in the settlement experiment, two out
of three main deformations are tensile in nature. As shown in [27], the real vector of principal strain rates in the HIP
process makes a significantly smaller angle with the vector of uniform compression as compared to that obtained in
free settlement. While the ideal experiment in this respect involves one-dimensional pressing of a powder layer, it is
difficult to realize due to technical issues. In [27-29] it is shown that both functions can in principle be determined
in one experiment if the ratio of strain rates is known at each moment of the experiment. In [28], the possibility of
determining the desired functions based on experiments with the same cylindrical specimens interrupted at different
values of relative density is demonstrated. The main disadvantage of these experiments is that their results lie rather
close to the hydrostatic axis (uniform all-round compression). However, the use of tubular specimens allows us to
eliminate this disadvantage to a certain extent. The purpose of this section is to determine the feasibility in principle
of determining the functions f(p), /5(p).

Adding (3.3) to (3.4), we obtain:

B,0M, / ou, —2B,0M, / Os, +0OM, /| OA+PB,0M5 / O, —2B,0M / O, = 0. 4.1
Using (3.9), we rewrite Eq. (4.1) in the form:

412 (1+34)(a3 +1) )

a%{\/[9f22 +4f12(1+3A)2J+12f]2812 +\/[9f22 +4J’12(1+3A)2}14+12ﬁ2312} (4.2)

)
= —B,0M, / O, +2B,0M, | B —B,0M | By, +B,0M / B

Let us denote:

Yi=¢, /n,, ¥y=p/pn,. 4.3)
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Then

(34+1)/ B, =A, :(ag —\112)/(\112 —1)—‘1’1(&% —1)/(\1!2 -1), (4.4)

1/ B =Ay ==¥(ad -1)/(¥, -1)-2(a} =¥, )/ (¥, -1). (4.5)

According to (3.5)—(3.10) and (4.3)—(4.5), we obtain

oM, 1 2 —(2‘1’2+‘P1)a12+\/3‘P12+0Li‘(2‘112+‘~1’1)2

—=————"1n
o (a3-1)V3 (2%, +‘P1)+\/3‘P12 + (29, + W, )

oMy _ a3 2 2 —(2+‘P1)+\/3‘P12+(2+‘P1)2
- 3

ou, (OL% —1) \/§

b

—(2+‘P1)+\/3‘P12a‘3‘ +(2+\I’1)2

oM,
882_
1 2
-(2¥, +¥,)+ Y2 +(2¥,+ V¥

D S L P (22 v 1)+\/ lo‘f+( 2+ ~ 3% (o -1)

=3 1 :
(«3-1) (20, )39 (29, ) afl\/3‘l’12+(2‘1’2+‘[’1)2+\/3‘1’1214+(2‘P2+‘P1)2}

(04
2

oMy o3 \ﬁ In| o2 —(2+¥)+ \/3\112 z+\y) 3\111(a§—1) ‘
o, (a3-1)V3 —(2+¥))+ \/3‘P2a3 2+¥,) {\/3\1/2 +(2+W) +\/3‘P12+(2+‘P1)2}

Let x% = [(3 /4)A3fF +(1/ S)Alzflz]. Then, according to (4.2):

f12

X2+ f2 4+ x2y2 4 f2 :Ql(\Plﬂ\Pz),
where
2
YZO%%<1; Ql(\yl’\yz)zzAf(zaf-l-l)( B oW, +2By aM -B, 5M +2pB, aaj‘: J
Let us denote
z= X/fl-
Consequently, we have:
/’1(\/22 +14z2p2 +1)=

We represent Eq. (2.19) in the form:

M, =PIY - B,M, - B,M,

(4.6)

(4.7)

(4.8)

(4.9)

(4.10)
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According to (4.7) and (2.23), we have:

a

2
N T Ry J[9f2+4f1 (1434) | 127287 +
2
} 1124282

\/Eleﬁ\/[% +4£2(1+34)

+23/,B,In| o} =~ ~BiM; —B,M;.

OL
Ji2£B, +\/[9f2 +afR(1+34)° |+12/287

Taking into account (4.3)—(4.5) and (4.8), we transform this equation to the form:

x4 2 ) Bad-1)a, p
1 - ; [——BlMl —B2M3j.
Y fl +4[x2 +f12 2(12 Y

We note that according to (4.3), (2.21), and (2.22):

24 f2 - x22 + f2 4 fiIn (4.11)

1 1

2 1 2
M1=\/§‘Pl( {\/3%2 +(2‘P2+LPI) —\/3\11120(—?+(2\112+\111) }

‘Pz

2\1! +‘I’ a +\/3‘P2+a 29, + ¥
o, | S22 f2v, v, )

—(2¥, +¥,) \/31}'2 2%, + %)

M3:\g‘1’1( —1)(?2(& 3w, Nypl% (2+\Pl)2_¢3w%+(2+\?1)2}

—(2+¥,)+ \/3\1112 (2+w,)

—(2+‘P1)ln o3
2
—(2+¥))+ \/3‘1’10(3 +(2+¥,)

Consequently, Eq. (4.11) can be represented in the form:

1144/2292 +1
A2 -2 e T o (v, ), (4.12)
1{ \/ y 1+\/: 2( 1 2)
where Q) =v/3(a3 ~1)A, /(203 )(P/Y -B,M, —B,M;).

From Egs. (4.9) and (4.12) it follows

2
NEFTIN Ex |V e rr BN B8 b e et § SR 4.13
A A S e =l LRSI

where Q(¥, ¥,) = Q,/Q,.
Let us consider the function

R R ey
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This function is monotonically increasing at z > 0. Consequently, Eq. (4.13) has a single solution z > 0 provided
that {0) < Q.

Let H,H"; Ry, Ry; Ry, Ry are the previous and subsequent values of the corresponding parameters. Then
€., Iy, I, can be assumed as:

e, ~2(H*-H")/(H*+H"),
w ~2(Ry —Ry )/ (R} + Ry ),

My ~2(RY =Ry )/(RY +Ry).

Consequently, we have W ~e_ /puy; Wy =/ 1,.

If the value of z is found, than f; =H, (\/22 +1 +\/22y2 + 1). Since x%=z2f?, from the equation
(/AL fF +(113)A] f2 =22 £ we have:

Below are the results of approximate determination of the functions based on the calculation under the conditions
used in Table 1.

Table 2. Initial data for calculation of the functions f,(p), f,(p)

Parameter 1 (initial state) 2 3 4
p 0.6198 0.6396 0.6594 0.6792
P/Y 0.2544 0.3594 0.4468 0.5272
H 99.2634 98.4711 97.6770 96.8966
R, 19.9027 19.7805 19.6517 19.5218
Ry 29.7277 29.4550 29.1885 28.9299

The value presented in column 1 of Table 2 was taken as the initial state.

1. The final state is column 2. The relative density increment is 2%. Theoretical values: f, = 0.3324, f, = 0.3154.

Calculated values: f, = 0.3329, f; = 0.3180.

2. The final state is column 3. The relative density increment is 4%. Theoretical values: f, = 0.4184, f; = 0.3860.

Calculated values: f, = 0.42281, f; = 0.3646.

3. The final state is column 4. The relative density increment is 6%. Theoretical values: f, = 0.4977, f, = 0.4455.

Calculated values: f, = 0.5026, f, = 0.4079.

These results show that even at a relative density step of 6%, we obtain quite acceptable agreement between
theoretical and calculated data.

Nevertheless, the above method of determining the functions is not applicable if plane deformation is realized
(see the second calculation example). In this case, as a rule, one of the capsule walls remains nondeformable. That
is, it is in a rigid state. And in this case, the equations for determining the functions are already incorrect, because the
minimum is reached at the boundary of the area, and Eqs. (4.1) and (4.10) are obtained under the assumption that the
entire system is deformed.

CONCLUSIONS

A model of the HIP process for a powder tube  a model of an ideal plastic body with the condition
has been developed. To describe the mechanical of incompressibility. However, the application of this
properties of the powder material, Green’s model  model requires knowledge of the following mechanical
is adopted; for the capsule material, this involves  characteristics of materials: yield strength of capsule
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materials, yield strength of powder material monolith,
two experimentally determined functions of relative
density fi(p) and f,(p). The model can be used to
analyze different possible variants of the process—
complete deformation of the system and the variant
of plane deformation with one fixed boundary. The
application of this model permits the use of a relatively

The possibility in principle of using tubular
specimens for experimental determination of functions
included in Green’s yield condition is confirmed.
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Abstract

Objectives. The work compares studies on BSF portfolios consisting of a risk-free Bond (B) asset, a Stock (S), and
a cash Flow (F) that represents risky asset prices in the form of a tree structure. On the basis of existing models for
managing dynamic investment portfolios, the work develops a dynamic model for managing a BSF portfolio that
combines risk-free and risky assets with a deposit. Random changes in the prices of a risky asset are reflected in the
developed model according to a tree structure. Two approaches to portfolio formation are proposed for the study:
(1) initial capital is invested in a risk-free asset, while management is conducted at the expense of a risky asset;
(2) the initial capital is invested in a risky asset, but management is carried out at the expense of a risk-free asset.
Methods. A binomial model was used to predict the prices of risky assets. Changes in risky asset prices in the model
are dynamically managed via a branching tree structure. A comparative analysis of modeling results reveals the
optimal control method.

Results. A dynamic model for unrestricted management of a BSF portfolio has been developed. By presenting risky
asset prices according to a tree structure, the model can be used to increase the accuracy of evaluating investments
by from 2.4 to 2.7 times for the first approach and from 1.7 to 2.7 times for the second. The increased accuracy of
evaluating investments as compared with previously proposed models is achieved by averaging prices at various
vertices of the tree.

Conclusions. The results of the research suggest that the use of a dynamic management model based on a tree-like
price structure can significantly increase the accuracy of evaluating investments in an investment portfolio.
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Pe3iome

Llenu. PaccmaTpuBaloTcs Mogenu ynpasieHns MHBECTULMOHHBIMU NOPTHENaIMm, HOCALMMN ANHAMUYECKUIA Xa-
pakTep, NPOBOAUTCS CPaBHEHME UCCNENO0BaHN, NOCBsSLEeHHbIX BSF-nopTdensm (coctoawmm n3 6e3pruckoBoro
akTmBa (bond), akuum (stock) n notoka nnatexen (cash flow)) ¢ ApeBOBMAHON CTPYKTYPOW LLEH PUCKOBOIO akT1BA.
Llenbio paboTbl iBNsieTcs paspaboTka AMHaMmMyYeckolr moaenun ynpaeneHus BSF-nopTtdenem, Bkioyawowmm 6e3-
PUCKOBbI, PUCKOBBI aKTVBbI U AeN03UT. B 0TAnyme oT NnpoBeAEHHbIX paHee UCCenoBaHuiA, B paspabaTbiBaeMoi
MOJENU LEHbI PUCKOBOIr0 akT1Ba M3MEHSOTCS ClydaliHbiM 00pa3omMm, cnenys ApeBoBuaHon cTpykType. K nccneno-
BaHWIO NpeafiaraeTcs Aga noaxona hopmuposaHus noptdens: 1) HavanbHbIN KanuTan BkiaabiBaeTcs B 6e3pncko-
Bbll1 aKTVB, yNpaBieHe NPONCXOANT 32 CHET PUCKOBOIO akTUBA; 2) HaYasibHbI KanuTan BKNaapiBaeTCs B PUCKOBbIN
aKTUB, yNpaBieHne NponcxoamnT 3a cHeT 6e3pMCcKOBOro akT1Ba.

MerTopbl. Vicnonb3oBaHa GuHOMManbHas MoaesNb A4J19 MOAENMPOBAHUS LIEH PUCKOBOro akTuea. JuHammuyeckasi Mo-
Jenb ynpasieHns Ha OCHOBE APEBOBUAHON CTPYKTYPbI LIEH PUCKOBOMO akTVBa MO3BONSAET Y4YUTbIBATb USMEHEHMS B LiE-
Hax akTMBOB. CpaBHUTESbHbIA aHaNIM3 PE3YNIbTAaTOB MOAEIMPOBaHMS BbISBNSIET ONTUMAasbHbIM CNOcob ynpaBneHus.
PesynbTaTtbl. PazpaboTtaHa anHammyeckas Mofenb ynpasneHus BSF-noptdenem 6e3 orpaHuyeHnii. MNokasaHo,
4YTO AMHaAMMYeckasi MOAENb YNPABAEHNS HA OCHOBE OPEBOBUAHOWN CTPYKTYPbI LLlEH PUCKOBOIO akTvBa MNO3BONSAET
NOBbLICUTb TOYHOCTb OLLEHKM 0ObeMa BIOXEHWI OT 2.4 0o 2.7 pas ans nepeoro noaxoga v ot 1.7 pno 2.7 pas — ans
BTOPOro. MNoBbILLEHNE TOYHOCTN OLEHKN OO BLEMOB BIIOXEHUIA MO CPABHEHWIO C PaHEE NPEaOXKEHHbIMY MOAENSMUN
[OCTUraeTcs NyTeM yCpeaHEHUS LIeH N0 PasnnyHbIM BEPLUMHAM epeBa.

BbiBoabl. [poBEeAeHHOE nCCneaoBaHMe NO3BOMSIET FOBOPUTbL O TOM, HTO MPUMEHEHWe OUHAMWYECKOW Moaenu
ynpaBfieHMsi, OCHOBAHHOM Ha APEBOBUAHOWN CTPYKTYPE LIEH, NO3BONSET 3HAYUTENbHO MOBbLICUTb TOYHOCTb OLLEHKM
006beMa BNOXEHNIA B UIHBECTULMOHHBIN NOPTQEb.

KnioueBble cnoBsa: ontumanbHoe yrnpasJieHne, gnHamMmmndeckaa cmncrtema co CﬂyHaﬁHblMM napameTpamMmum, anMHa-

Munyeckoe nporpamMmmMmmpoBaHne, MHBECTULMOHHbIN nopchenb, cnexeHme 3a 3TaJIOHHbIM nopTd)eneM, OuHoMManbHas
CTPYKTypa LLEeH PUCKOBOIro aktnea

e Moctynuna: 26.02.2024 » fopa6oTaHa: 24.06.2024 ¢ MNMpuHaTa k onyonukoBanuio: 17.02.2025
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Mpo3payHocTb PUHAHCOBOW AEATEJNIbHOCTU: ABTOPbI HE UMEIOT (PUHAHCOBOM 3aMHTEPECOBAHHOCTN B NPEACTaB/IEH-
HbIX MaTepuanax uim mMeTogax.
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INTRODUCTION

The management of investment portfolios (IP) can
be analyzed in terms of multi-period dynamic decision-
making problems pertaining to transactions that occur at
discrete points in time. An evaluation carried out by the
investor concerning possible future changes in interest
rates, prices, or cash flows from securities forms the
basis for further decisions to buy or sell, open deposits
or lend, i.e., decisions to reshape the IP. The present
work sets out to develop and verify a dynamic model
for the management of a portfolio that combines a risky
asset (RA), a riskless asset (RLA), and a deposit.

Dynamic models of the IP management have been
studied in detail in a number of works [1-12]. The study
carried out by V.V. Dombrovsky discusses problems
involved in controlling discrete stochastic systems and
applying the quadratic criterion in this area. The author
considers systems characterized by their functional
dependency on states and control actions whose various
random parameters include additive and multiplicative
sources of noise. As well as deriving equations for
optimal linear static and dynamic output regulators,
the study applies the obtained conclusions to solve the
dynamic IP optimization problem for a portfolio whose
financial assets having variable price volatility are
analyzed in discrete time. The practical significance of
the work lies in the possibility of developing effective IP
management strategies [1]. In the study [3], the problems
of synthesizing control strategies in discrete systems
using a predictive model are considered. These systems
also include random parameters comprising additive
and multiplicative noise phenomena that depend on the
states and controls. The work develops control strategies
using prediction for closed-loop and open-loop systems
taking into account random factors and restrictions. The
results are applied to solve the dynamic optimization
problem of IP taking into account restrictions on trading
operations. Another study [8] considers the problem of
managing an IP consisting of RA and RLA taking into
account dynamic tracking of the benchmark portfolio.
Price changes on RA are described by stochastic equations
with Gaussian and impulsive Poisson perturbations. The
method for determining an optimal control strategy
using feedback based on the application of a quadratic
criterion can be used to evaluate the quality of control
and select the best strategy for minimizing uncertainty
and achieving the best results. The main scientific
contribution of the study to the field of IP control
consists in its innovative use of stochastic analysis and
feedback techniques. The study by D.V. Dombrovsky
and E.A. Lyashenko [9] analyzes the dynamics of the
IP control model taking into account restrictions on
the trading operations. The model includes stochastic
difference equations with random volatility to describe

the dynamics of prices of risky financial assets within
the given IP. An important problem of IP management
arises when trying to ensure effective investment
management under conditions of restrictions on trading
operations. In order to minimize risks and achieve the
best results under financial market conditions where
asset prices are subject to random fluctuations, volatility
is considered as a random variable. The dissertation by
T.Yu. Pashinskaya! synthesizes the results of research
devoted to the control of nonlinear discrete systems
with random parameters under constraints. The author
develops a methodology for tracking a hypothetical
benchmark portfolio with a predetermined growth
trajectory in the field of IP management. The results of
the study are used to derive equations for determining
optimal strategies of IP management with feedback in
the presence of constraints. In [13], a dynamic model
of IP management using a linear quality criterion is
developed.

Studies based on BSF-portfolios comprising RLA
Bond (B), Stock (S), and cash Flow (F) with a tree-like
RA price structure have also been conducted [14-21].
These studies analyze market structures including
such assets as stocks, RLA bonds, and cash flow.
The essence of the model is revealed under certain
conditions for completeness and absence of arbitrage in
the market. A numerical approach to the development
of a self-financing strategy provides a payment function
superior to the one established in the terminal vertices
of the price tree given an initial portfolio of minimum
value. The works [17-21] analyze the properties of the
(B, S)-market when market completeness and arbitrage-
free conditions are violated. Particular attention is paid
to the problems related to the inadequacy of the model
representation of the RA price evolution in the process of
exchange trading using the binomial pricing mechanism
in an incomplete (B, S)-market. The described methods
take the impact of market trends on the process of
RA price evolution into account.

The present study proposes a new dynamic
model of BSF portfolio management including
RLA, RA, and deposits. Unlike those described in
works [1-12], the presented model considers random
RA price changes according to a tree structure.
The novelty of the model consists in the increased
accuracy of investment evaluation as compared to the
model described in the work of T.Yu. Pashinskaya.
This effect is achieved by averaging prices across
different vertices of the tree.

I Pashinskaya T.Yu. Control with prediction of nonlinear

discrete systems with random parameters under constraints:
Cand. Sci. Thesis (Phys.-Math.). Tomsk: Tomsk State
University; ~ 2021.  http:/vital.lib.tsu.ru/vital/access/manager/
Repository/koha:000702951 (in Russ.). Accessed February 26, 2024.
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MODEL CONSTRUCTION

Let us consider a portfolio consisting of RLA, RA,
and deposits at discrete moments of time 0, 1, 2, ..., n.
We will denote the RLA return rate as r(¢). The price
of RLA is known at each moment of time. The randomly
changing price of RLA can take one of two possible
values at any one time, i.e., possible prices of the stock
have the structure of a binary tree (Fig. 1) with terminal
vertices (Fig. 2). Let us denote the probability of the
RA price increasing by a random value 1 as p, while the
probability that the asset price will decrease by a random
value n will be denoted as ¢ =1 — p.

(2, 1)

Fig. 1. Two-period RA tree. F, ;is the payment function

for the point with number (t, i);
P(t) is the payment for time step t

(Xte1,2i-11 Yer1,2i-1)
Fie1,2i1

(Xty,'; y“-)

(41,20 Yer1,21)

P(t) P(t+1)

Fig. 2. Terminal vertices of the RA tree

Let us denote the share of RLA as x, and the share
of RA as y. The successors of the (¢, i)th vertex are the
vertices with the numbers (¢ + 1, 2i — 1) and (¢ + 1, 2i).
The price of RLA in the vertex with number (¢, i)
corresponding to the moment of time 7 is equal to C(7),
while the price of RLA in the vertices with
numbers (z+ 1, 2i — 1) and (¢ + 1, 2i) corresponding to the

moment of time ¢ + 1 is equal to C'(¢ + 1). The price of
RA in the vertex with number (z, i) corresponding to the

!

moment of time ¢ is equal to C;’;, while the prices of RA
in the vertices with numbers (¢ + 1, 2i — 1) and (¢ + 1, 2i)
corresponding to the moment of time ¢ + 1 are equal to

re12im1 = G (+m;) and 12 = Cri1=mp)
respectively. For each time step ¢, the payments P(¢) are
set.

We will suppose that at the initial stage all available
funds were invested in RLA and no borrowed funds
were used. It is important to note that both RLA and RA
can be acquired or alienated at any time, which implies
their high availability and readiness for trading [15, 16].
One of the key features of payment flow is its limited
liquidity according to which payments are constrained.
Since each path from the initial vertex of the price tree
structure to the terminal vertex represents a particular
scenario, it can be randomized.

The method of asset portfolio management consists
in determining at each point of the price tree the RLA x;
and RA y, under the following conditions [16, 17]:

a) for each endpoint of the tree, a payment function
Ft, ;20,i=1,2, .., 2!, is defined, representing the
amount that the investor expects to receive when asset
prices reach the corresponding tree vertex, after selling
assets and making payments or receipts of funds along
the payment stream;

b) there is a fee for borrowing assets. For example, if
x units of RLA are borrowed, at the next moment of time
Ax units (RLA) should be returned, and p is the RA loan
fee;

¢) the market is self-financing, i.e., the investor can
buy and sell assets, providing payments and receipts
on the payment flow so that the portfolio value at each
moment of time does not change, but at the same time the
vertex-average value of the portfolio with time changes
according to the given law in accordance with the law of
change of the vertex-average payment function. Specific
vertices can be mathematically written as follows:

C'(t+ l)kxm. + Ct,-'l—l,2i—1 Hy,;+ P(it+1)=

. " (1)
= C+Dx4 0501 + Clipic1Ves1 2015
C'(t+Dhx,; +Cly iy, + P +1) = o
= C+D)x, 0+ CliniVisn i

at i=12¢.
In the terminal vertices the following inequalities
must be met:

C+Dhx,; +Crl g by + PAED 2 F 5,4, (3)

C't+Dhx, ; +Clyp by, +PE+D2F 5 (4)
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Constructing a dynamic model of a BSF portfolio
with one RA and one RLA

Let us analyze the IP, where the components are RA
with variable returns and risk-free deposits with constant
return. At the moment of time 7 the funds invested in RA
are equal to V"(f), and the funds invested in RLA are
equal to V'(¢). Then the total amount of investments at
the moment of time ¢ will be equal, taking into account
the deposit

o) = V(@) + V'@ — P(). (6))

Using formulas (1), (2) for the moment of time
t=1 (vertices (1, 1) and (1, 2)), we obtain

C'xy + gy = P = C'(Dhxg o +1Ci v
C'(Dx; 5 + Coyy 5 = P() = C'(DAxg o + 1L g -

Given the fact that RA prices in vertices (1, 1)
and (1, 2) are random, accepting values C'; and Cj),
with probabilities p and g = 1 — p respectively, the value
of the portfolio at the moment of time ¢ = 1 will be
equal to

V(1) = AC'(1xg o+ 1C(Dyy . (6)

Here C'(1)x,, is the RLA cost at the moment of
time ¢ = 1; C"(1)y,, is the RA cost at the moment of
time 1= 1;

C"(M)=pG) +9C; . 0

C"(1) is the average value of RA price at the moment
of time = 1.

For the moment of time 7 = 2 (vertices (2, 1), (2, 2),
(2, 3) and (2, 4)) we obtain:

(2) =MC'2)x, +pC"(2)y,. ®)

Here

C" (@)= p(pCy, +4C5, )+ 4(pChs +4Chy). O

C"(2) is the vertex-averaged value of RA price at the
moment of time # = 2; x, is the average value of RLA
share at the moment of time 7= 1, y, is the average value
of RA share at the moment of time 7 = 1.

For the moment of time ¢ = 3 (vertices (3, 1), (3, 2),
(3,3),(3,4),(3,95),(3,6),(3,7), (3, 8)) we obtain:

V(3) = AC'(3)x, + uC"(3)y,, (10)
where x, is the average value of the RLA share at the
moment of time 7 = 2; y, is the average value of the RA
share at the moment of time ¢ = 2;

C'(3)= p(p(pCé"l + qCé"Z ) + q(pC§:3 + qCé”4 )) +

)
+q( p(pCys +aCye) +a(pCyy + chgg)).
C"(3) is the average value of RA price at the moment of
time # = 3.
Continuing this process, we obtain:

V() = \C'(t)yx, | + uC"(D)y, 1, t=1,2,3, ..., (12)

where x = x o, ¥y = ¥ - Here x,_ is the vertex average
of the RLA share at the moment of time ¢ — 1; y, | is
the average value of the RA share at the moment of
time ¢ — 1; C"(¢) is the average value of the RA price at
the moment of time 7, y, is the average value of the RA
share at the moment of time ¢.

Let us introduce the values

_ " " . t—1
m,; =pCl 1 +9C 5, i=1,2""

(13)

Then the average price of RA at the moments of time
1, 2, 3, ... can be represented as

'y =m, (14)

c"(2) =pmy + qm; », (15)
c"(3) =p(pm3,1 + qm3,2) + Q(pm3,3 + qm3,4)‘ (16)

It is easy to show that for any moment of time ¢ the
sum of probabilities is equal to 1. Indeed,

n
D Ckphgn* =(p+q)" =1,
k=0

(17)

n!
where Cr’f =
kl(n—k)!
In the terminal vertices the following inequalities
must be met:

for the moment of time 7 =1

are the binomial coefficients.

AC(1xg o+ nC"(D)yg o + P(1) = F(1); (18)
for the moment of time ¢ = 2
AC'2)x; +uC"2)y, + P(2) = F(2); (19)
for the moment of time ¢
MC'(t)x,_ + uC"(t)y,  + P() = F(1), t=1n. (20)

Here F() is the average value of the payment function
at the moment of time #. In our case it is a deterministic
a priori known value.
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In accordance with the approach outlined in the
dissertation of T.Yu. Pashinskaya, let us introduce the
RA return rate for the period of time [¢, ¢ + 1]:

C't+1)=C"(¢)

vit+1) = 20

@

Earlier we have introduced the value r(f)—the RLA
return rate. Let us introduce the value r,(7) the rate on
RLA loan (deposit rate).

The dynamics of RLA price and risk-free borrowing
are defined by the expressions:

C(t+ 1)=Cl(o)(1 +ry(t + 1)), (22)
P(t+ 1) = P()(1 + ry(t + 1)). (23)

Then from the formulas (20), (22), and (23) for the
moment of time 7 + 1 it follows:

AC'(O)(1 + 7y (¢ + D)x, + pC"(O)(1 +v(t + 1))y, +
+PO(1+ry(t+1)=F+1)

or

M (A +r @+ D)+l + v+ 1)) +

+P(t)(1 +ry(t+ 1) > F(t+ 1). (24)

Model 1

Let us consider the change in IP capital in discrete
time. Such a change can be written using the equation
taking into account (24) and (5):

Vt+ 1) =M1 +r @+ 1)+
V'O + v+ 1)) =M1 +r (e +1)] +
I D)= (14 D)IP@, 3D
t=0,2,...,n—1,

where 7 is the depth of the tree.
The capital placed in RLA is equal to
Vi(t)= V() — V"(t) + P(¢). (26)
Note that expression (25) coincides with a similar
formula for the dynamics of capital at A = 1, p =1,
obtained in the works of V.V. Dombrovsky [10] and
T.Yu. Pashinskaya for the RA random rate.
Let us define the equation of the benchmark portfolio
by an expression for the payment function:
F@+1)=[1+py(H]FQ), (27)
where (7)) is a given benchmark portfolio rate. This
indicator characterizes the investor’s risk aptitude: the
larger it is, the higher the risk aptitude. F(0) = V(0)
(at the initial moment of time the capital of the reference
portfolio coincides with the capital of real IP).

Let us introduce the notations ul (1) = V'(2),
ul, (1) = P(1),

AMl+r(E+]1) 0
Al() = (1+4 ) . (28)
0 (I+py(r+1)
Bl1(t) =
_ _ (29)
3 pd+vE+ D))= A1 +r+1) AA+7r+1) =1 +r(+1)
e o)
z(t) = (V(0) F())". (30)

Taking into account (29), (30), and (31), the
expression (27) will take the form:

z(t + 1) = Al(H)z(¢) + B1(f)ul(s), (31)
where

ul(r) = (V"(t) P))". (32)
The control variables here are the values
ul () = V"(1), ul,(t) = P(2).

The cost of the riskless part of the portfolio in this
case is equal to

Viie)= V() = V") + P(t) = V(t) —ul (1) + ul,(5). (33)

Model 2

Let us describe the IP capital dynamics in discrete
time by the equation taking into account (24) and (5):

Vie+ 1) =u(l +v(+ D))+
+ VO + 7yt + 1) = (1 + vt + )] +
Flul v+ D))= (1 4+ Pe,  GY
1=0,2, ...n—1,

where 7 is the depth of the tree.
Then the matrices for Model 2 will have the
following form:

n(l+v()) 0
A2(1) = , 35
“ ( 0 (1+u0(t))J G
B2(1) =
[H O (), 69
0 0 .

The control vector will now be
u2(n) = (V'(2) P(e)". (37)

The value of the risk part of the portfolio in this case
is equal to

V(1) = V(1) — V() + P(6) = V() — u2,(6) + u2,(0). (38)
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Tracking task

As an optimality criterion we choose a quadratic
functional

n—1
J= YO = FOP + @) ROu@) + [V () - Fn)P | >
t=0
N mmM’ (39)
u 2a

R(?) is a diagonal matrix of weight coefficients of
dimension 2 x 2. Here u(¢) means either ul(z) or u2(7).
The second summand in the functional (39) imposes
restrictions on the size of monetary amounts that are
used to buy/sell securities.
Let us write the functional (39) as follows:

n—1
J=y [zT OhThz(t) + (@) TR@Ou(t) + 2T (n)hThz(n)], (40)
t=0

where 2 =1, —1].

In order to determine the optimal control strategy
with quadratic criterion feedback, a linear control law of
the following form is used

u(t) = K, (O)V(1) + KH(OF (1) = K(D)z(2), 41
where K(¢) = [K(7), K,()]-—the matrix of feedback
coefficients—is chosen from the condition of the
minimum of the functional (40).

The functional (40) can be rewritten in the form

n—1
J= tr{z [hThS()+ KT (OROK(OS(0) |+ hThS(n)}, (42)

t=0

where #7{-} is the trace of the matrix, and the matrix is

V@2 V@) F)
S() =2z (1) = [V(t) F@) (F@)? j

Equation of state

Based on (31) and (41), the dynamics of the matrix
S(¢) = z(£)z' () is determined by the expression:

S(t+1) =[A(1) + B(OK () |S®)[A(r) + B(t)K(t)]T .(43)

Here, either Al1(z), B1(¢), or A2(¢), B2(¢) is taken
as A(¢) and B(?).

The optimal control strategy is determined by
solving the system optimization problem [22, 23].
In this problem, the equation of state dynamics (43)
is considered, where the matrix K(#) represents the
control action and the functional (44) serves as a quality
criterion.

In the context of this task it is required to minimize
the criterion (42) under dynamic constraints, which are
described by the difference matrix equation (43). To
solve this problem, the maximum principle in the matrix
formulation, which was developed earlier in [3, 4], is
applied.

Algorithm for finding a solution
1. We find Q(#), t=n,n— 1, ..., 1, 0 from the equation
Q1) = A(NQ + DA() + A(D)Q( + DB(1) x
x (R(t)-BT ()Q(t + 1)1:;(¢))_1 (BT()Q(:+DA®))-hTh.

2. Then, we calculate K(¢), t = 0, 1, ...
accordance with the formula

,n—11n

K(1)=(R(®)-BT()Q(t+ I)B(t))_l (BT(1)Q( + DA®)).

3. By found K(?), we calculate S(¢), t = 1, 2, ..., n,

2
where S(t)=( v@y”  Vor (Z)j.
VOF@©)  (F@)

The elements of the matrix S(¢) and the matrix K(?)
are the desired solution to the benchmark portfolio
tracking problem.

Knowing the matrix S(7), we have:

F(@) =\/S22(t); V(t)=S81,(0)/ F(t),

where V(7) is the investments in the real portfolio.
The portfolio management is calculated by the
formula
u(t) = K,(O)V(1) + K (OF(?).

4. In order to calculate the amount of investment in
the portfolio, it is necessary to solve the system of

relations:
u(t) =K,@)V(t)+ K,()F(t)=K()z(t), t =0,n—1; (44)
z(t+1) = A(®)z(t) + B(t)u(?).

Here for Model 1: A(Y) = Al(¢), B(r) = B1(?),

z(t) = [Zigj, [V”( )j for Model 2:

P(¢)
V'(t)
A(H)=A2(1), B()=B2(s), z(t) = ( j EP(t)j'

5. The RLA investments is calculated by (33)

(for Model 1)
V)= V) — V") + P(t)

or the RA investments in is calculated by (38)
(for Model 2)

V'(t) = V() — V(1) + P(D).
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6. Let us calculate the RA and RLA shares in the
portfolio

@/ ol it V(62 0, -
Ul o i <o, T @)
0/ CoL V020,

. _{[|V”(t)|/(HC”(t))], if 7"(1) <0, t=0,n. (46)

Here [] is the integer part of the number.

NUMERICAL MODELING RESULTS

RA prices were modeled on the basis of a mixture of
two normal distributions with parameters:

ml; =COl+hl- j, j=0,500, ol;
m2; =C02+h2- j, j=0,500, 62,

where m1, m2. are the price distributions; CO01, C02
is the initial price for the corresponding distribution;
h1, h2 are possible price fluctuations at a given sample
size; o1 and o2 are standard deviations.

The parameter values were as follows: C0O1 = 100,
C02 =90, 11 =0.04, 12 =10,02, 61 =10, 02 = 15.

Figure 3 shows the calculated RA prices. Hereinafter
monetary values are shown in conventional units.

C

T WW w

|

i

J
100 200 300 400

500 |

Fig. 3. RA prices. C is the RA price, units of money;
jis the number of realizations

Figure 4 shows the obtained probability distribution
of RA prices.

This distribution is treated as an analog of the
empirical distribution. Then RA prices at the tree nodes
are modeled based on this distribution. The probability
of price growth was estimated based on the constructed

distribution for the price difference C;'-Cj, i =1,500.
The probability of price growth (the probability that
C/'-C{">0) was p =0.495.

The values of the other parameters were as follows:
C"(0)=150,C'(0)=10,A=1.02, u=1.02, F(0) = 10000,
V(0) = 10000, P(0) = 0, r(t) = 0.02, r,(z) = 0.015,
Ho(?) = 0.02, tree depth n = 5.

0.02 /\

0.01

0 150 200 X

Fig. 4. Probability distribution of RA prices.
f(x) is the probability distribution density;
x is the RA price, unit of money

The values of investments were taken as follows.
For Model 1, V'(0) = 10000, V"(0) = 0, i.e., at the
initial moment of time all funds were invested in RLA.
For Model 2, V'(0) = 0, V"(0) = 10000, i.e., all funds
were invested in RA.

Modeling results are given in Tables 1-5.

Figure 5 shows graphs of tracking the desired
portfolio value. Here and further in the graphs time 7 is
given in relative units.

Figure 6 shows the necessary changes in the
RA investments to achieve the portfolio value not less
than the desired one.

Figure 7 shows the necessary changes in the RLA
investments to achieve the portfolio value not less than
the desired one.

Figure 8 shows the tracking for the payment function
(desired portfolio value).

Figure 9 shows the necessary changes in the RA
investments to achieve the portfolio value not less than
the desired one.

Figure 10 shows the necessary changes in the RLA
investments to achieve the portfolio value not less than
the desired one.

Figure 11 shows the tracking for the payment
function (desired portfolio value).

Figure 12 shows the necessary changes in RA
investments to achieve the portfolio value not less than
the desired one.

Figure 13 shows the necessary changes in the RLA
investments in to achieve the portfolio value not less
than the desired one.

Figure 14 shows the tracking for the payment
function (desired portfolio value).

Figure 15 shows the necessary changes in RA
investments to achieve the portfolio value not less than
the desired one.

Figure 16 shows the necessary changes in the RLA
investments to achieve the portfolio value not less than
the desired one.
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Table 1. Tree depthupton=1

Model 1 Model 2
Tree depth Investments Investments
b o el RLA share| RA share Deposit i i o el RLA share | RA share Deposit
0 10000 1 0 0 10000 0 1 0
1 10340 1.028 —0.028 —0.368 11750 0.725 0.272 -35.890
Vp Fp Vp Fp
1.030- 104 1.20- 104
Vp Vp
1.024 - 104 1.16- 104
1.018-10% 1.12-104
Fo
1.006 - 104 1.04 - 104 E
p
[ - N
1.000 - 10 1.00 - 10 —
0 0.2 0.4 0.6 0.8 1.0t 0 0.2 0.4 0.6 0.8 1.0t

(a) (b)
Fig. 5. Tracking the desired portfolio value: (a) Model 1, (b) Model 2.
Vp is the investments or portfolio capital, units of money; Fp is the payment function, units of money; tis time, arb. units

VS VS
500 1.300 - 104
20 I— \
— 9.775-10
540 T~

6.550 - 10°

~1.06- 103 T
3.325.10°

-1.58- 103
-2.10-108 100
0 02 04 06 08 10t 0 0.25 0.50 0.75 1,00 t

(a) (b)
Fig. 6. Necessary changes in the RA investments: (a) Model 1, (b) Model 2.
V, is the RA investments, units of money; tis time, arb. units

Vb Vb
1.210- 104 1.050 - 104
1.168 - 104
7.713-103
1.126- 104 /
4.925.103
1.084 - 10
1.042 - 104 | —] 2.138-10%
| /
/
1.000 - 104 -650
0 0.2 0.4 0.6 0.8 1.0t 0 0.2 0.4 0.6 0.8 1.0t

(a) (b)

Fig. 7. Necessary changes in the RLA investments: (a) Model 1, (b) Model 2.
V,, is the investments in RLA, units of money; tis time, arb. units
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Table 2. Tree depthupton=2
Model 1 Model 2
Tree depth | Investments in . Investments in ;
fhe et RLA share | RA share Deposit fho et RLA share | RA share Deposit
0 10000 1 0 0 10000 0 1 0
1 10260 1.067 —-0.067 —-0.874 11400 0.427 0.568 —54.988
2 10690 1.079 -0.079 —-1.089 11820 0.698 0.294 —93.140
Vp Fp Vp Fp
1.060 - 104 1.20- 104
%
1.048 - 10* b 1.16-10*
Vp /
1.036 - 10% 1.12.104
Fo
1.024 - 104 1.08-10%
1.012-10% 1.04-10% 1
1.000 - 104 1.00- 104
0 0.4 0.8 1.2 1.6 20t 0 0.4 0.8 1.2 1.6 20t

(a) (b)
Fig. 8. Tracking for the payment function: (a) Model 1, (b) Model 2.
Vp is the investments or portfolio capital, units of money; Fp is the payment function, units of money; tis time, arb. units

V. V

S S
500 1.300- 10

-20
\ 9.775-108

-540
6.550- 108

-1.06- 103
1 58. 107 3.325-10°
-2.10-108 100

0 0.4 0.8 1.2 1.6 20t 0 0.5 1.0 1.5 20 t
(a) (b)
Fig. 9. Necessary changes in the RA investments: (a) Model 1, (b) Model 2.
V, is the RA investments, units of money; tis time, arb. units
A Y
1.210- 104 1.050 - 104
1.168- 104 /

7.713-103

1.126 - 10%
T 4.925.10°

1.084 - 104
1.042-10% / 2.138- 108
1.000 - 104 -650

0 0.4 0.8 1.2 1.6 20t 0 0.5 1.0 1.5 20 t

(b)
Fig. 10. Necessary changes in the RLA investments:
(a) Model 1, (b) Model 2. V, is the RLA investments, units of money; t is time, arb. units
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Table 3. Tree depthupton=3

Model 1 Model 2
Tree depth | Investments in . Investments in .
E—— RLA share | RA share Deposit A — RLA share | RA share Deposit
0 10000 1 0 0 10000 0 1 0
1 10180 1.110 -0.111 —1.484 11190 0.538 0.456 —67.938
2 10610 1.100 -0.103 —1.450 11610 0.814 0.177 -106.597
3 11030 0.975 0.018 —2.705 11850 —0.024 1.024 -3.375
Vp Fp Vp Fp
1.10- 104 1.20-104
Vv
1.08 - 104 P 1.16-10%
Vp /
1.06 - 104 1.12.104
Fo
1.04.104 1.08'104
/ Fp/
1.02-104 1.04-104
/
// L
1.00- 104 1.00- 104
0 0.6 1.2 1.8 2.4 3.0t 0 0.6 1.2 1.8 2.4 3.0t

(a) (b)
Fig. 11. Tracking for the payment function: (a) Model 1, (b) Model 2.

Vp is the investments or portfolio capital, units of money; Fp is the payment function, units of money; tis time, arb. units

V.

S

500

-20

-540

-1.06- 108

-1.58- 103

-2.10- 108

Vy

1.210-10%

1.168 - 104

1.126- 10*

1.084 - 10*

1.042-10%

1.000 - 10%

V.

S

1.300 - 10*

9.775-108

/

6.550- 108

3.325- 108

/
__/

100
0.6 1.2 1.8 2.4 3.0t 0 0.75

(a) (b)

Fig. 12. Necessary changes in RA investments: (a) Model 1, (b) Model 2.
V, is the RA investments, units of money; tis time, arb. units

1.50 2.25 3.00 t

b

1.050 - 10*

-

7.713-108

4.925-10°3

2.138- 108

-650

0

0.4 0.8 1.2 1.6 20t 0 0.75

(a) (b)
Fig. 13. Necessary changes in the RLA investments: (a) Model 1, (b) Model 2.
V,, is the RLA investments, units of money; tis time, arb. units

1.50 2.25 3.00 t
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Table 4. Treedepthupton=4

Model 1 Model 2
Tree depth | Investments in . Investments in .
T ot RLA share | RA share Deposit N RLA share RA share| Deposit
0 10000 1 0 0 1-104 0 1 0
1 10080 1.159 -0.159 -2.078 1.057 - 10* 0.913 0.078 -100.38
2 10510 1.119 -0.119 -1.653 1.1-10% 0.977 0.013 —111.746
3 10930 0.970 0.030 —4.141 1.124 - 10* —-0.027 1.026 -1.617
4 11370 0.977 0.023 -3.411 1.146 - 10* 3.502- 1073 0.996 -3.804
Vp Fp Vp Fp
1.15.104 1.20- 104
v v
p
1.10- 104 1.16- 10 £
1.07-10% 1.12.10 ]
// Fp
1.03-104 1.08-10%
4_/ T
9.90- 108 1.04- 104
/
9.50- 103 1.00- 104
0 0.8 1.6 2.4 3.2 40t 0 0.8 1.6 2.4 3.2 40t

(a) (b)
Fig. 14. Tracking for the payment function: (a) Model 1, (b) Model 2.
Vp is the investments or portfolio capital, units of money; F'D is the payment function, units of money; tis time, arb. units

VS VS
500 1.300- 104
— \
-20
9.775-108

6.550 - 103

~1.06 - 10° \/ \ /
158.10° 3.325-108
-2.10- 103 100
0 0.8 1.6 2.4 3.2 4.0t 0 1 2 3 4t
(a) (b)
Fig. 15. Necessary changes in the RA investments: (a) Model 1, (b) Model 2.
V, is the RA investments, units of money; tis time, arb. units

Vb Vb
1.210- 104 1.050 - 104

1.168 - 104 \

7.713-108

1.126 - 10% / \
4.925.103

1.084 - 104 \/ / \
2.138-103

1.042- 104

1.000- 10* -650
0 0.8 1.6 2.4 3.2 40t 0 1 2 3 4t

(a) (b)
Fig. 16. Necessary changes in the RLA investments: (a) Model 1, (b) Model 2.
V, is the RLA investments, units of money; tis time, arb. units
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Table 5. Tree depthupton=5

Model 1 Model 2

Tree depth I?}Y:i;[ﬁglsi ;n RLA share | RA share Deposit htl;l,:sptg:g 1s1 gn RLA share | RA share Deposit
0 10000 1 0 10000 0 1 0
1 9815 1.095 —0.095 —0.379 10480 0.934 0.056 —101.88
2 10220 1.034 —0.034 —0.140 10910 0.979 0.011 —111.062
3 10630 0.971 0.028 —3.587 11130 —0.025 1.025 —2.593
4 11060 0.976 0.023 —3.602 11350 0.003 0.996 —4.519
5 11500 0.980 0.019 —2.986 11580 —0.01 1.01 —1.555

Figure 17 shows the tracking for the payment
function (desired portfolio value).

Figure 18 shows the necessary changes in
RA investments to achieve the portfolio value not less
than the desired one.

Figure 19 shows the necessary changes in the
RLA investments to achieve the portfolio value not less
than the desired one.

Negative deposit shares observed in Tables 1-5 can
be interpreted as “short sales.” Negative deposit fractions
present in Tables 1-5 mean borrowing of funds. Such
results within the framework of this dynamic model are

Vp Fp
1.20-10%

1.15-10%

1.10- 104

1.05-10%

1.00- 10%

9.50- 103

(a)

explained by the fact that no restrictions were imposed
on the investments and deposits.

It can be seen that portfolio reforming according to
the dynamic model allows us to provide a given level of
the payment function.

It is of interest to compare the error of the dynamic
model based on the tree structure of RA price changes
with the general model of RA price changes [13]. Tables 6
and 7 summarize the errors of investment estimation.
Here oV is the error of portfolio value; oV is the error of
RA investment; 6V}, is the error of RLA investment; ox is
the error of RA quantity; oy is the error of RLA quantity.

Vpr
1.20-10%

1.16-10%

/

1.12-104

1.08-10%

1.04-10%

1.00- 104
0 1 2 3 4 5 t

()

Fig. 17. Tracking for the payment function: (a) Model 1, (b) Model 2.
Vp is the investments or portfolio capital, units of money; Fp is the payment function, units of money; tis time, arb. units

V,

S

500

-20

-540 \\
-1.06 - 10°

-1.58- 103

-2.10- 108
0 1 2 3 4 5t

(a)

%

S

1.300- 10*

\/
9.775-108 /\

6.550 - 103 \ /

N/

0 1.25 2.50 3.75

100
5.00 t

Fig. 18. Necessary changes in RA investments:
(a) Model 1, (b) Model 2. V is the RA investments, units of money; tis time, arb. units
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Vb Vb
1.210-10% 1.050 - 104
1.168 - 104 / \
7.713-103
1.126- 104 /
\ 4.925-103
1.084 - 10% / \
1.042. 104 / \ 2.138-10°
\//\
1.000 - 104 -650
0 1 2 3 4 5 t 0 1.25 2.50 3.75 5.00 t

(b)

Fig. 19. Necessary changes in the RLA investments. (a) Model 1, (b) Model 2.
V, is the RLA investments, units of money; tis time, arb. units

Table 6. Estimation of the Model 1 error

Tree depth / Tree structure of RA prices Natural change in RA prices Gain in model accuracy
mvestment o oV, oV, oVl oVl o1 Z_’;l ofl | okl
oV ol
1 6.44 61.5 61.7 15.4 84.9 83.3 2.4 1.4 1.3
2 12.3 26.3 219 21.25 37.0 34.0 1.7 1.4 1.6
3 18.64 417 410 39.0 581 575 2.1 1.4 1.4
4 25.1 340 354 61.49 625 654 2.4 1.8 1.8
5 26.9 234 238 73.7 552 556 2.7 2.4 23

Table 7. Estimation of the Model 2 error

Tree depth / Tree structure of RA prices Natural change in RA prices Gain in model accuracy
investment o2 oV,2 o2
s i (14 8 ol cl2 oV 2 cl2 s ol o7,
1 194.4 5003 302 339.7 875 531 1.7 1.7 1.7
2 210.3 52.8 157 366.2 98.2 269 1.7 1.9 1.7
3 370.3 981 637 743.6 1726 1083 2.0 1.8 1.7
4 367.8 560 493 781.0 1900 1959 2.1 3.4 4.0
5 370.0 559 280 843.2 1685 1288 23 3.0 4.6
As follows from Table 6, the error of the dynamic CONCLUSIONS

model based on the tree structure of RA price changes
is smaller than for the conventional model, and the
gain in accuracy of the model increases with increasing
investment horizon. Thus, for the portfolio value
the gain in model accuracy varies from 2.4 (n = 1)
to 2.7 (n = 5); for the RA investments, the gain in
accuracy varies from 1.4 (n = 1) to 2.4 (n = 5); for
the RLA investments, the gain in accuracy varies
from 1.3 (n=1)to 2.3 (n=5).

Accuracy gains are also observed for Model 2.
For example, the gain in accuracy of portfolio value
estimation ranges from 1.7 (n=1)to 2.3 (n =5).

The study analyzes a securities portfolio comprising
assets having different risk levels, as well as risk-free
assets and deposits. A binomial model was used to
model the RA price structure. The main objective of the
study was to develop a management model for tracking
the benchmark portfolio. For this purpose, a quality
criterion in the form of a quadratic function served as
the basis for the construction of the management model.
The developed model belongs to the class of dynamic
programming models for determining the optimal
management strategy using feedback.
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The study considers two approaches to portfolio
formation. The first approach involves initial investment
of capital in RLA and subsequent management carried out
through RA. The second approach, conversely, includes
initial capital investment in RA, with management
is carried out through RLA. In order to optimize
management for achieving the desired objective, the
study applies a linear control law to determine the
optimal values of the control parameters based on the
current state of the system and the target value of the
benchmark portfolio.

By using the described dynamic management model
based on the tree structure of RA prices the accuracy of
evaluating investments inthe portfolio can be significantly
increased. For the first approach (Model 1), there is an

increase in evaluation accuracy from 2.4 to 2.7 times,
while the second approach (Model 2) increases
evaluation accuracy from 1.7 to 2.7 times.

Thus, the developed model can become a useful tool
for financial analysts and investors by allowing them
to make better informed decisions when forming and
managing a securities portfolio. The model can be used
to carry out a more accurate determination of the optimal
amount of investments, leading to higher investment
efficiency and better results for investors.
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Abstract

Objectives. The study of proton transport in membrane structures represents a significant technological task in the
development of hydrogen energy as well as a fundamental problem in bioenergetics. Investigation in this field aims
at finding out the physical mechanisms of fast proton transport in the meso-porous structures in polymer electrolyte
membranes, which serve as electrochemical components of hydrogen fuel cells. The objectives of the research in the
field of bioenergetics are to elucidate the molecular mechanisms of effective proton transport in transmembrane
channel proteins, as well as along the surface proton-conducting structures in biological membranes. To investigate
the molecular mechanisms of the direct proton transport along the water-membrane interface, we developed a model
of proton movement along quasi-one-dimensional lateral domain structures in multicomponent lipid membranes.
Methods. The developed approach is based on a model of collective excitations spreading along the membranes
in the form of acoustic solitons, which represent the regions of local compression of polar groups and structural
defects in hydrocarbon chains of lipid molecules.

Results. The results of modeling showed that the interaction between an excess proton on the membrane surface
and a soliton of membrane compression leads to the proton being trapped by an acoustic soliton, followed by its
transport by moving soliton. The developed model was applied to describe effective proton transport along the inner
mitochondrial membrane and its role in the local coupling function of molecular complexes in cell bioenergetics.
Conclusions. The developed soliton model of proton transport demonstrated that collective excitations within lipid
membranes can determine one of the factors affecting the efficiency of proton transport along interphase boundaries.
Further development of the theoretical approaches, taking into account dynamic properties of polymer and biological
proton-conducting membranes, can contribute to the study of a role of surface proton transport in cell bioenergetics,
as well as to the investigation of transport characteristics of the proton-exchange polymer membranes developed for the
hydrogen energy industry.
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e Submitted: 15.07.2023 ¢ Revised: 24.09.2024 ¢ Accepted: 23.01.2025

For citation: Kadantsev V.N., Goltsov A.N. Lateral proton transport induced by acoustic solitons propagating in lipid
membranes. Russian Technological Journal. 2025;13(2):111-120. https://doi.org/10.32362/2500-316X-2025-13-2-
111-120, https://elibrary.ru/ATOWXW

Financial disclosure: The authors have no financial or proprietary interest in any material or method mentioned.

The authors declare no conflicts of interest.

© V.N. Kadantsev, A.N. Goltsov, 2025
111


https://doi.org/10.32362/2500-316X-2025-13-2-111-120
https://elibrary.ru/ATOWXW
mailto:appl.synergy@yandex.ru
https://doi.org/10.32362/2500-316X-2025-13-2-111-120
https://doi.org/10.32362/2500-316X-2025-13-2-111-120
https://elibrary.ru/ATOWXW

Lateral proton transport induced Vasiliy N. Kadantsev,
by acoustic solitons propagating in lipid membranes Alexey N. Goltsov

HAYYHAA CTATbA

JlarepajbHbIi NPOTOHHBIA TPAHCIIOPT,
UHAYUUPOBAHHBINA PACIPOCTPAHEHUEM AKYCTHYECKUX
COJIMTOHOB B JIMIIMAHBIX MeMOpaHax
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Pesiome

Llenu. ViccnepnoBaHve NPOTOHHOIO TPaHCMoOpPTa B MEMOPaHHbLIX CTPYKTypax SIBIIETCS BAXHOW TEXHOJIOMMYECKOM
3apadveli B 0611aCT BOOOPOAHOM 3HEPreTukuy, a Takke npeacrasnset cobon pyHaaMmeHTanbHyo npobnemy 6mo-
aHepreTukn. Llenbio aTux nccnenoBaHnii sBSETCS BbiiICHEHNE GU3NYECKUX MEXAHM3MOB ObICTPOro NPOTOHHOIO
TpaHcrnopTa B Me30-MOPUCTbIX CTPYKTYPaAX MOAUMEPHbIX 3/1EKTPOJSIUTHLIX MEMOPAaH, SBASIOLMXCS 3NIEKTPOXUMU-
4eCKMUMU KOMMOHEHTaMM BOAOPOAHbIX TOM/IVMBHBIX 3/IEMEHTOB. B 0611acTn 6MO3HEPreTUKN 3T UCCeA0BaHMS Ha-
npaBJieHbl HAa BbISICHEHVSI MOIEKYNISIPHBIX MEXaHN3MOB 3 GdEKTMBHOIO MPOTOHHOIO TPaHCMNopTa B TpaHCMeMbpaH-
HbiX 6efikax-KaHanax 1 B NMOBEPXHOCTHbLIX NPOTOHMPOBOAALLMX CTPYKTYypax 6uonormyecknx memobpaH B cuctemMax
61o3HepreTnkn kneTkun. C Lenbio ccnegoBaHns MOJIEKYSIPHBIX MEXAHM3MOB HAaNPaBIEHHOrO TPaHCNopPTa NPoOTO-
HOB B paboTe paccMaTprBaeTCA MOAESb ABUKEHUS MPOTOHOB B KBA3MOAHOMEPHbIX NlTaTepasibHbIX JOMEHHbIX CTPYK-
Typax B MHOrOKOMMOHEHTHBIX JIMMUAHbIX MeMOpaHax.

MeToabl. B ocHOBE pa3BrBaeMoro noaxoaa NexnT Moaesb KONIEKTUBHbIX BO3OYXXAEHUIA TUMNa aKyCTUYECKNX COJN-
TOHOB, KOTOPbIE MPEACTaBAAIT COO0M NnepemMeLlaLrecs BAoJb MeMOpaHbl 061aCTV NOKaNbHOrO CXaTus nosnsap-
HbIX FPYMNM 1 CTPYKTYPHbIX AePEKTOB B NOACUCTEME YINIEBOAOPOAHbIX Llene NMNUAHbIX MOMEKYJI.

PesynbTatbl. [10kasaHo, Y4TO y4eT B MOAENV B3aMMOAENCTBUSA N3OLITOYHOrO NMPOTOHA HA NOBEPXHOCTM MeMbpa-
Hbl C CO/IMTOHOM CXaTusi MeMbpaHbl MPUBOAUT K 3aXBaTy MPOTOHA aKyCTUYECKMM COJIMTOHOM C €ro rnocsieayto-
lWwMM TpaHcnopTom. PaspaboTaHHas MOAENb MPUMEHSIETCS K ONMUCAHMI0 MexaHn3mMa 3bdEKTUBHONO NPOTOHHOIO
TpaHcnopTa BAOJIb BHYTPEHHE MUTOXOHAPUAIbHO MeMOpPaHbl 1 €ro posiv B CONPSiXeHn GYHKLUMOHUPOBAHUSA MO-
NEKYNSPHBbIX KOMMJIEKCOB B CUCTEME BUO3HEPIETUKN KIETKN.

BeiBOoAbl. Pa3Butas CONMMTOHHAas MOAEsb NMPOTOHHOrO TPaHCMopTa nokasana, YTo KOJUIEKTMBHbIE BO30OYXAEHUS
B JIMMUAHbIX MeMOpaHax MOryT onpenensate GakTopbl, BAusioWmMe Ha 3PPEeKTUBHOCTb NPOTOHHOIO TPaHCMOP-
Ta BOONb MexXdasHbIX rpaHuvl,. JanbHelwee pasBmuTMe TEOPETUYECKNX NOAXOA0B, YHUTLIBAIOLLMX ANHAMUYECKNE
CBOIACTBa MOJIMMEPHbIX U BUONOrMYECKNX NPOTOHMPOBOASALMX MeMOPaH, MOXET BHECTU BKIan, B UCCNen0oBaHue
PO MOBEPXHOCTHOIO TPaAHCMOpTa NPOTOHOB B GUMO3HEPreTUKY KIETKU, a TakKe B UCCIeA0BaHNEe TPAHCMOPTHBLIX
XapakTepucTrk paspabdaTbiBaeMbIX MPOTOHHO-0OMEHHbIX MOJIMMEPHbIX MEMOpPaH BOAOPOAHOM 3HEPreTUKM.

KnioueBble cnoBa: NPOTOHHLIN TPAHCMOPT, MPOTOHMPOBOASALLME CTPYKTYPbI, UMUAHbIE MEMOpPaHbl, JOMEHHbIE
CTPYKTYPbI, KOMNEKTUBHAS AUHAMMKA, COJIMTOHbI

e Moctynuna: 15.07.2023 » Oopa6oTaHa: 24.09.2024 ¢ MpuHaTa k ony6nukoBaHuio: 23.01.2025

Ana untupoBanus: KagaHues B.H., FonbuoB A.H. JlaTepanbHblii NPOTOHHbLIN TPAHCAOPT, MHAYLMPOBAHHbIA pacnpo-
CTpaHeHneM akyCTUYeCKNX CONIMTOHOB B NIMNUOHbIX MeMbpaHax. Russian Technological Journal. 2025;13(2):111-120.
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INTRODUCTION

Experimental and theoretical studies of proton
conductivity of materials and systems are currently
carried out in two distinct scientific and technological
fields: hydrogen energy and bioenergetics of living
systems. The development of proton-conducting
materials is of particular interest today for the
production of components of electrochemical devices,
especially fuel cell membranes for the manufacture
of hydrogen power plants, batteries, electric vehicle
power units, etc. [1]. With proton batteries already
emerging as a competitive alternative to lithium-ion
technologies, research in this field is aimed at creating
efficient polymeric (e.g., perfluorinated sulfopolymers)
and solid-state proton electrolytes. The replacement of
lithium ions with protons as charge carriers in hydrogen
fuel cells significantly increases the conductivity of the
electrolyte due to the high mobility of protons in the
electrolyte membrane.

In most polymeric proton-exchange membranes of
hydrogen fuel cells, fast proton transport takes place due
to hydrate layers of water in the membrane structure—
or, more precisely, along the nanoscale structures formed
by water molecules in mesoporous structures of polymer
materials. The specific proton conductivity of proton
exchange membranes can reach values in the range of
1073 to 107! S/cm [2], while the proton conductivity of
bulk water is in the range of 107° S/cm, i.e., five orders
of magnitude lower than the conductivity of polymer
membranes. However, the molecular mechanisms of the
high proton conductivity of near-surface water in porous
polymeric materials, whose properties are anomalously
different from those of bulk water, are still not fully
understood.

While the study of physicochemical mechanisms of
fast proton transport in membrane structures represents
an important technological task of hydrogen energetics,
it is also a fundamental problem in the field of
bioenergetics. Here, studies are aimed at elucidating the
molecular mechanisms of proton transport in the system
of oxidative phosphorylation in cell mitochondria,
in transmembrane channels, and in surface proton-
conducting structures of biomembranes.

Artificial polymeric proton-exchange membranes
have much in common with biological lipid membranes in
terms of their structure and molecular composition: both
polymeric membranes and biological membranes consist
of amphiphilic molecules with hydrophobic chains and
acidic groups. In both systems, the proton-conducting
hydrate layer of water molecules forms a hydrogen
bonding structure at the interface, along which fast two-
dimensional diffusion of protons is assumed to occur.
The physical mechanisms of efficient proton transport
in hydrophobic channels of protein molecules and the

surface layer of mitochondrial membranes are currently
the subject of intensive research in cell bioenergetics.
However, although Mitchell’s chemiosmotic theory gives
a general idea of the functioning of the mitochondrial
bioenergetic system, it needs further development based
on new experimental data on the functioning of individual
components of the oxidative phosphorylation system
and on the spatial organization of the entire system of
adenosine triphosphate (ATP) molecule synthesis in
the mitochondrial membrane [3-5]. In particular, new
experimental data on the structure of inner mitochondrial
membranes have not only demonstrated their structural
and organizational function, but also revealed the
important coupling and integrating role that they fulfill in
the functioning of the whole system of electron transport
processes and ATP synthesis [6, 7]. In particular, recent
experimental data on fast proton transport across
mitochondrial and artificial membranes [8, 9] supported
the hypothesis of a local coupling of respiration and
phosphorylation due to the near-membrane transport of
partially dehydrated protons [10-12].

Several possible molecular mechanisms for the fast
lateral transport of protons along the membrane interface
through bound water molecules over long distances
are currently under consideration. The first of these is
the Grotthuss mechanism of proton transport along
the hydrogen bond chain (structural diffusion) [13].
A second potential mechanism is based on the
diffusion of protons within the hydroxonium ion H;O*
(vesicular diffusion) [14]. A third approach describes the
process of co-diffusion of a lipid molecule with a strongly
bound proton. Effective proton transport along the
membrane-bound water interface can also be envisaged
in terms of a combination of structural and vesicular
diffusion [15]. To date, no conclusive experimental
evidence can be adduced in favor of one or another
mechanism of proton transport. However, all proposed
mechanisms are based on experimental data confirming
proton retention at the membrane-water interface that
ensure the efficient two-dimensional diffusion of protons
with limited release into the bulk phase [7, 16, 17]. The
retention of protons at the membrane surface has been
studied in experiments on bilayer membranes [18, 19]
and liposomes [20]. Moreover, part of the energy stored
in the form of partially dehydrated proton has been
shown to be incorporated into ATP synthesis [21]. The
causes of proton affinity to interfaces and surface proton
transport have also been studied theoretically [22-24].
The results of these studies showed that the mechanism
of proton retention at the membrane surface is
determined by electrostatic interaction and the entropic
barrier. The polar groups (PG) of lipid molecules have
also been found to significantly affect the rate of proton
surface transport [25]. Here, the PG composition is
assumed to influence the formation of one-dimensional

Russian Technological Journal. 2025;13(2):111-120

113



Lateral proton transport induced
by acoustic solitons propagating in lipid membranes

Vasiliy N. Kadantsev,
Alexey N. Goltsov

proton-conducting structures of hydrogen bonds of
water molecules bound to the membrane [9].

In work [5], proton-conducting lateral structures,
representing quasi-one-dimensional domain structures (DS)
in the cristae of inner mitochondrial membranes enriched
with cardiolipin molecules were considered. Based on the
Grotthuss mechanism, the authors have developed a model
of proton transport along hydrogen-bonded chains of water
molecules interacting with cardiolipin PGs in proton-
conducting membrane structures. The interaction of the
proton subsystem and the lipid PG subsystem has been
shown to lead to the formation of a two-component soliton,
whose motion corresponds to the coordinated movement
of the proton and soliton of compression along the lipid
membrane [5].

A similar theoretical approach to modeling the
soliton transport of protons has also been developed for
polymer membranes [26]. In the proposed model, proton
transport as part of the hydroxonium ion H;O" occurs
due to collective excitations of the soliton-like type
spreading in ordered chains of hydrogen bonds formed
by water molecules on the membrane with sulfide
surface groups. The model establishes the relationship
between the soliton mobility and the parameters of the
spatial structure of the surface sulfide groups.

The present work considers a model of alternative
proton transport realized by proton trapping by an
acoustic soliton moving along proton-conducting
structures in lipid membranes. This mechanismis closer
to the vesicular mechanism, where an acoustic soliton
rather than a hydroxonium ion acts as a proton carrier
(vesicle). The work is based on the model of acoustic
soliton formation and propagation in quasilinear
DSs proposed in our previous study [27]. Nonlinear
excitations of the soliton-like type represent regions of
local compression of lipid PGs and structural defects
in the subsystem of hydrocarbon chains (HC) moving
along the membrane molecular structures.

The experimental observation of soliton-like
excitations in lipid monolayers and bilayers has been
carried out in a number of experiments using different
excitation and registration methods. The excitation of
acoustic soliton-like pulses and their dissipationless
motion were observed in experiments with optical
generation of solitary waves in lipid monolayers [28].
Excitation of elastic soliton-like pulses was also found
in liposomes in the temperature range of the lipid
phase transition. Acoustic waves accompanying the
propagation of a nerve impulse in an axon were shown
to have one of the characteristic properties of solitons,
i.e. two colliding nerve impulses pass through each other
without changing their shape [29].

The present work considers a model of proton
trapping by an acoustic soliton and its subsequent
transport. The possibility of such trapping and the

resulting mechanism of charge transport by acoustic
solitons through one-dimensional nonlinear molecular
structures has been discussed in [30, 31]. It is assumed
that lateral proton transport in lipid membranes can
occur in a similar way as a result of proton trapping
by a soliton, and that quasi-one-dimensional DSs in
multi-component membranes may represent proton-
conducting channels on the membrane surface.

1. MODEL OF THE LATERAL TRANSPORT
OF APROTON TRAPPED BY A SOLITON
IN A QUASI-ONE-DIMENSIONAL DS
OF A LIPID MEMBRANE

We consider the model of a one-dimensional chain
of lipid molecules forming a quasi-one-dimensional DS
in mixed lipid bilayers. In the model, two subsystems
are distinguished: the membrane surface formed by PGs
of lipid molecules and the inner hydrophobic region of
the membrane formed by lipid HCs [32]. In [27], we
developed a model of soliton-type collective excitations
representing the regions of local displacements of lipid
PGs p(x, f) from equilibrium positions and structural
defects of the kink type in the lipid HC subsystem,
which is described by the HC deviation from the normal
to the membrane surface u(x, ?):

x=Vt
p(x,t) =—p, sech? A (1)

u(x,t) = u, tanh s _AVt s )

where V' is the soliton velocity and the lipid PG
equilibrium position p,, is determined by the following
equation:

2
XUy

- X
MQ3

Po

Here, M is the mass of the PG of lipid molecule; y is
the constant of interaction between lipid PGs and HCs,
which accounts for the change in HC conformation upon
PG displacement from the equilibrium position; €, is the
characteristic frequency of a chain of the lipid PG; A is
the kink width. u, = +(|G|/B)"? is the HC equilibrium
state in the Ginzburg—Landau double-well potential:

1 1
Up(u)= -3 | G(T) | u? + ZBM4,

where G(T) = E(T/T,— 1) and B are potential parameters;
E, is the potential barrier height; 7 is the temperature
of the main phase transition of the membrane, at which
lipid melting occurs [27, 32].
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The soliton solution for the PG displacement
p(x, £) < 0 (1) describes the compression strain in the
lipid PG subsystem associated with the defect in the
lipid HC system. For protons in the near-membrane
layer, which are trapped in such a structure, the presence
of a soliton appears as an additional interaction energy.
The solution u(x, #) (2) in the form of a kink in the
region of coordinate x = V¢ describes the deviations
of lipid molecule HCs in opposite directions, which is
characteristic of structural defects like dislocations in
liquid crystals.

In the proposed model, the motion of a proton
trapped by soliton of compression in a lipid PG chain is
described by the wave function y(x, #) which satisfies the
time-dependent Schrodinger equation:

L oy(x,t) R Oty(xt) B
lh—at +2m ol U(x,H)y(x,t)=0, (3)

where U(x, f) = op(x, t) is the potential well generated by
negatively charged PGs of lipid molecules in the soliton
region; ¢ is the parameter of the electrostatic interaction
between the proton and the PGs of lipid molecules in
the soliton region; m is the mass of the proton; & is the
Planck constant.

The solution of the time-dependent Schrodinger
equation Eq. (3) was sought in the following form:

Yoo =@ i @)

where the spatial coordinate & = x — V¢ associated with
the soliton motion at velocity V is introduced.
Substituting (4) into (3), we obtained the
stationary Schrodinger equation for the real part of the
amplitude @(&) of the proton in the potential well U(E):

K2 62(p B
E‘@HE—U(E)](P—O, 5

where U (&) =-op,, sech? [%]

Equation (5) can be transformed into the equation
for generalized Lagrangian functions, as follows:

d do g2
— 1227 |+ | s(s+1)— =0, (6)
dz[ : dz} {S(S ) 1—82}p

where the variable z = tanh(A7!€) and the following
notations were introduced:

g = AV2mE V‘hz’"E; 5= %(—1 +4/1+8mopyAZh~2 ) (7

In this case, Eq. (6) has a solution in the following
form:

e[ E)
¢, (&)= 4, sech (Aj

X F(a—s, e+s+1,e+1, %(1 —tanh(A‘lé))j, (®)

where 4, is the normalization factor of the wave
function; F' is a hypergeometric function representing
a polynomial of degree n under the condition e —s = —n
(n=0,1,2,...)[33].

This condition gives the following expression for
the proton energy levels in the potential well U(&):

h 2
E =——(—1+2n + 1+ 8mo Azh‘z) .

Thus, the potential well U(E) contains a finite
number of stationary energy levels for a proton trapped
by a soliton in the PG chain of lipid molecules. For the
ground level at n = 0, the wave function (8) has the
following form:

@y (&) = 4, sech® [%) )
10.000
L-0.008
1-0.016 E
1-0.024 %
1-0.032
1-0.040

60

X, nm

Figure. Wave function of the ground state of proton ¢(§)
(solid line) in the potential well U(§) generated by soliton
of compression p(&) (dashed line) of lipid molecule PGs in
a quasi-one-dimensional lipid DS

The figure shows the proton wave function ¢((&) (9)
calculated for ¢ = 1 with the normalization factor
A= 0.42. The calculation was performed for the soliton
parameters obtained based on the following experimental
data. The characteristic frequency Q; = 10" Hz was
estimated according to the experimental data for the
oscillation frequency of the lipid membrane [32]. The
velocity of the trapped proton was determined by soliton
propagation velocity V (Egs. (1) and (2)), which was
estimated by us to be in the range of 50-100 m/s [5].
The kink width A = 8 nm was estimated on the basis
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of experimental data on the size of the defect region
in the HC subsystem formed in membrane structures
at the temperature near the main phase transition
temperature [34]. In this case, the soliton region
includes about 10 lipid molecules located along the
one-dimensional DS. The kink solution for the HC
displacement u(x, ) describes a dislocation-type defect.
Negative and positive values of u(x, t) correspond to the
deviations of lipid molecule HCs in opposite directions.
The soliton solution for the PG displacement p(x, 7)
describes the compressive deformation in the PG
subsystem caused by a defect in the HC subsystem.

2. DISCUSSION

In the present work, we developed a model of proton
motion in quasi-one-dimensional lateral DSs, which are
assumed to play the role of proton conducting structures
in multi-component cell membranes [27, 35]. The
proposed approach is based on the model of collective
excitations in lipid membranes such as acoustic solitons
which represent regions of local PG compression and
structural defects of lipid molecule HCs coordinately
moving along the membrane.

The model takes into account the electrostatic
interaction of a membrane-bound proton with soliton of
compression. This interaction leads to the proton trapping
by amoving acoustic soliton and its subsequent transport.
In contrast to the model of proton soliton transport
previously developed by us on the basis of the structural
proton diffusion mechanism (Grotthuss mechanism) [5],
in this work, we considered an alternative model of
proton transport. The proposed model overcomes two
problems of'the structural proton diffusion model. Firstly,
in contrast to the Grotthuss mechanism, a proton trapped
by the soliton does not undergo a large number of jumps
along the hydrogen bond chain over a short distance
of 2.5 A, which significantly increases the velocity of its
movement. Secondly, the described approach provides
proton transport that is strongly coupled to the region of
local compression of PGs moving along the membrane
surface in the form of a soliton. The experimentally
observed effect of proton retention at the membrane
surface implies the strong local interaction of the proton
with lipid PGs that is inconsistent with the data on proton
delocalization and its movement along the membrane
surface.

The developed model can be applied to describe
proton transport along the surface of the inner
mitochondrialmembraneintheoxidativephosphorylation
coupling system, which has been experimentally
established to possess a unique spatial organization.
The cryo-electron tomography method has revealed an
ordered cluster oligomeric structure formed by parallel
rows of respiratory complexes and ATP synthase dimers

located on the folds of the cristae of mitochondrial
inner membranes [7]. The formation, morphology,
and dynamics of mitochondrial cristae are determined
by structural rearrangements of lipid membranes,
which are highly sensitive to the physiological state
of mitochondria [36]. The small distance (~50 A)
between the rows of proton pumps and ATP synthase
molecules provides conditions for direct and fast
proton transport to ATP synthases along the cristae
membrane. Currently, considerable interest is shown
in investigating the molecular mechanisms of proton
transport in mitochondrial membranes and determining
the factors that influence its efficiency [16, 17, 37].
Based on the developed approach, we proposed that
this research should not only consider the influence of
the membrane surface structure on proton transport, but
should also take into account the dynamic properties of
biomembranes, in particular the formation of collective
excitations in lipid bilayers. Through the consideration
of elastic excitations of the membrane in the proposed
model, proton transport is accompanied by the transfer
of membrane deformation energy stored by the acoustic
soliton. This approach links lateral proton motion to
the non-equilibrium dynamics of mitochondrial cristae
by coupling transport and dynamic processes at the
biomembrane surface [38]. The energy of the local
membrane elastic oscillations transferred together with
the charge may additionally be hypothesized to contribute
to functioning and synchronizing membrane proteins,
receptors, and ion channels [39, 40] in particular, those
involved in synchronizing the functioning of oligomeric
protein complexes making up the mitochondrial oxidative
phosphorylation system. The experimental detection
of proton transport, accompanied by the propagation
of elastic excitations along membrane surfaces, may
confirm the contribution of collective excitations to the
effective proton transport in the inner mitochondrial
membranes, as well as to the coupling mechanism in the
oxidative phosphorylation system.

CONCLUSIONS

The results of theoretical and experimental studies in
the fields of bioenergetics of mitochondrial membranes
and polymeric proton-exchange membrane technology
of hydrogen fuel cells allowed the elucidation of
many common features of surface proton transport
in biological and artificial membranes. Two primary
mechanisms of efficient proton transport—structural
diffusion (Grotthuss mechanism) and vesicular
transport—are considered in the study of both systems
to confirm the role of a membrane bounded layer of
structured water, in which proton transport is localized.
In polymer membranes, this was demonstrated by the
detection of fast proton transport at low membrane
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hydration. In mitochondrial membranes, the same
effect was confirmed in the experiments that showed
the localization of protons in the surface layer of
the inner mitochondrial membrane in the oxidative
phosphorylation system. In both artificial and biological
membranes, a significant influence of membrane
composition and structure (surface acidic groups) on
proton conductance was discovered. The soliton model
of proton transport developed in this paper showed that
the collective excitations of lipid membranes together
with their structural properties can determine the factors
that influence the proton transport efficiency. The
further development of theoretical approaches that take
into account both structural and dynamic properties

of polymeric and biological proton-conducting
membranes can contribute to the study of the role of
surface proton transport in cell bioenergetics, as well
as to the investigation of transport characteristics of
polymeric proton-exchange membranes developed for
hydrogen energetics.
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Abstract

Objectives. The work set out to develop a method for estimating the objective function (OF) landscape convexity
in the extremum neighborhood. The proposed method, which requires no additional OF calculations or complicated
mathematical processing, relies on the data accumulated during extremum search.

Methods. Landscape convexity is characterized by the index of power approximation of the OF in the vicinity of the
extremum. The estimation of this index is carried out for pairs of test points taking into account their distances
to the found extremum and OF values in them. Based on the analysis of estimation errors, the method includes the
selection of test points by their distances from the found extremum and the selection of pairs of test points by the
angle between the directions to them from the found extremum. Test functions having different convexities, including
concave, were used to experimentally validate the method. The particle swarm optimization algorithm was used
as an extremum search method. The experimental results were presented in the form of statistical characteristics
and histograms of distributions of the estimation values of the degree of the OF approximation index.

Results. The conductive experiments confirm that the proposed method provides a reliable estimation of power
index range bounds upon condition of appropriate definition of trial points and trial point pair selection parameters.
Conclusions. The proposed method may be a part of OF landscape analysis. It is necessary to complement it with
the algorithms for automatic adjustment of trial points and pairs of trial points selection parameters. Additional
information may be provided by analyzing the dependencies of power index estimations and trial point distances
from extrema.
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HAYYHAA CTATbA

MeToa oLleHKH BBINYKJIOCTH peiibeda
HeJieBbIX QYHKIUU B MIpoLecce MOUCKa IKCTpeMyMa

A.B. CmupHos ©

MUP3A — Poccuiicknii TexHosIorn4ecknii yumsepceutet, Mocksa, 119454 Poccus

@ AsTOp Ana nepenvcku, e-mail: av_smirnov@mirea.ru

Pesiome

Lenu. Uenbio paboTel siBnseTcs paspaboTka MeToda OUEHKWM BbINykNocTn penbeda uenesont GyHkumm (Lid)
B OKPECTHOCTSIX 9KCTPEMYMA, He TpeOyIoLLLEro BbINMOSIHEHNS AOMNOIHUTENbHbLIX pacyeToB LM 1 cnoxHoi matematu-
yeckom 06paboTku, a MCMONb3YIOLLEro TONbKO AaHHble, cObMpaemMble B MPoLLEcce noncka akcTpeMmyma.

MeTopbl. BbinyknocTb penbeda XxapakTepusyeTcsi nokasaTefieM CTeneHu CTeneHHon annpokcumaumm Lid
B OKPECTHOCTSX akcTpemyma. OueHka 9TOoro nokasaTesiss OCYLLECTBASETCS Mo napam NpPoOHbIX TOYEK C Yy4EeTOM
VX PaCCTOSHUI A0 HalAEHHOro akcTpeMymMa u 3HadeHui Lid B H1x. Ha ocHoBe aHannaa norpeLHoCcTen Tako OLeH-
K1 B MeToAe NpeayCcMOoTPeHbl 0TOOP NPOBHbLIX TOYEK MO UX PACCTOSAHUSM OT HalOEHHOro aKcTpeMymMa 1 oTbop nap
NPOOGHLIX TOYEK MO Yriy MeXAy HanpaBieHUSIMIN Ha HUX U3 HANOEeHHOr 0 3KCTpeMyma. [1ns akcneprMeHTanbHOM Npo-
BEPKM METOAA MCMONb30BaNIMCb TECTOBbIE DYHKLMN C Pa3inNYHON BbIMYKJIOCTbIO, Kak BbiMykKJble, Tak U BOTHYThIE.
B kauecTBe MeToaa nouvcka akcTpeMyma npuMeHsiics anroputMm pos Jactuy, (particle swarm optimization, PSO).
Pe3ynbTaTbl 3KCNEpMMEHTOB NPeacTaBAS/IMChL B BUAE CTATUCTUYECKMX XapakTepuUCTUK U rTMcTorpaMmm pacrnpenene-
HWIA 3HAYEHMIN OLLEHKM MoKasaTesisi CTeneHn cteneHHon annpokcumauum L.

PesynbTaTbl. 9KCNEpMMEHTbI MOKasanau, YTo Npu COOTBETCTBYIOLLEM BbiGope napamMeTpoB 0TOopa NpPobHbIX ToHek
M UX Nap MeTon, AaeT AOCTOBEPHbIEe 3HaYEeHUs FpaHuL, AMana3oHa, B KOTOPbI NonaaaloT OLLEHKN rnokasaTtens ctene-
HW CTEeNeHHON annpoKCUMauunm.

BbiBoAbl. [1peanoxeHHbI MeTo4 MOXET CTaTb HaCTbio METOAVKM aHanm3a cBoCTB penbeda Lid. [Ans atoro Heob-
XOOVMO OOMOJIHUTL €ro anropuTMamMm aBToMaTUYeCckolr HacTPOMKM NnapamMeTpoB 0T6opa NPOBHLIX TOYEK U UX nap.
MoBbleHEe NHPOPMATUBHOCTU METOAa MOXET ObITb AOCTUIHYTO NyTEM aHaNM3a pacnpeaeneHuns OLeHoK nokasa-
Tesns CTeneHn No PaccTOSHMUSAM MPOBOHbLIX TOYEK OT 3KCTPEeMyMa 1 HarnpaBieHUSM Ha HUX.

Kniouesble cnoBa: penbed Leneson GyHKLNK, Bbinyknas GyHKUUS, BOrHyTas GyHKUUSA, CTENEHHasa annpokcuma-

unda, nokasaTtesib cteneHun, rmctorpaMmma

e Moctynuna: 28.05.2024 » Aopa6oTaHa: 26.07.2024 ¢ MpuHaTa k ony6nukoBaHuio: 12.02.2025

Ana yutnpoBaHusa: CmupHos A.B. MeTton oueHKM BbINyKNOCTM penbeda Lenesbix QyHKUMA B MPoLEeCCe noucka
akcTpemyma. Russian Technological Journal. 2025;13(2):121-131. https://doi.org/10.32362/2500-316X-2025-13-2-

121-131, https://elibrary.ru/EWCRYQ

Mpo3payHocTb GUHAHCOBOW AEeATEeNIbHOCTU: ABTOP HE MMeeT GMHAHCOBOWM 3anHTEPECOBAHHOCTM B NPEACTaB/EH-

HbIX MaTepuanax nin Mmetogax.

ABTOp 3asBnseT 06 OTCYTCTBUM KOHPIMKTA UHTEPECOB.

INTRODUCTION

One of the most promising directions for the
development and improvement of methods for
searching for optimal solutions involves the study of the
landscape properties of the optimized target objective
functions (OFs) and a consideration of these properties
when selecting a search algorithm or/and tuning its
parameters [1]. This direction is usually referred to as

exploratory landscape analysis (ELA). ELA methods
are based on a definition and classification of the OF
landscape properties and the development of algorithms
for their quantitative evaluation by processing the results
of OF calculations at trial points [2-5].

In this paper, we will be interested in the convexity
characteristics of landscape properties, according to
which the OF landscape areas can be divided into convex
and concave ones.
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Let us give the definitions [6, 7]. Function f(x) is
called convex on the set X if for V(xl,xz)eXand
Ve [O,l] the following condition is satisfied:

F(x) <M (x)+(1-2) £ (x,), (1)

where X, =Ax; + (1- k)xz.

Function f{(x) is called strictly convex if the inequality
in condition (1) is satisfied strictly. Function f{x) is called
concave if the function —f{x) is convex. A strictly concave
function is defined similarly. The characteristics of
convexity are important for understanding the properties
of OFs. In particular, if the function is concave in the
neighborhood of the minimum point, such a minimum
will be unstable in the sense that an insignificant shift
from this point can lead to a significant increase in the
value of the OF [6, 8].

The set of ELA properties includes convexity
characteristics. The methodology of their estimation is as
follows [2, 3]. In the search area, a set of trial points {x,}
is formed, where the values of OF f(x;) are determined.
From this set, pairs of points {le, xﬂ} are randomly
selected, for which the value of f(xjk) at A = 0.5 is
determined, after which the difference A of the left
and right parts of (1) is calculated. Next, the convexity
probability of the OF is defined as the fraction of pairs
of points for which A<A_ ., where A = <0isa given
threshold. Such a property characterizes the OF on
average over the entire search area, rather than individual
landscape regions, in particular, the neighborhoods of
local extrema, which are of most interest. In addition,
to obtain each value of f{x;) it is required to perform
an additional calculation of OF, which in cases where
such a calculation is performed by modeling the object,
as in many optimization problems of the characteristics
of radio engineering devices [9], may require significant
time consumption.

In cases where the calculation of the OF gradient is
performed, the convexity of the OF can be checked at
each iteration by fulfilling the inequality [7]:

(o —x) (Y (%)-V/(x))>e @

where x, and x, are the coordinate vectors of the initial
and final iteration points; T is the transpose operation;
Vf(x) the OF gradient at x; ¢ is a small positive number.

Calculation of the gradient requires analytical
expressions for partial derivatives of the OF on
coordinates or application of the finite difference
method. In the latter case, the number of OF calculations
that require to be performed increases significantly.

The convexity of the OF landscape is also
characterized by the eigenvalues of the hessian
V2 f(x) —the matrix of second partial derivatives. The
function is convex if all eigenvalues of the Hessian are

nonnegative. The convexity of the landscape is
characterized by absolute values of the eigenvalues
along the corresponding directions. In [3], a set of
properties determined by the statistics of the ratio of the
maximum and minimum eigenvalues of the hessian is
introduced. In [10], a measure of the degree of convexity
in the form of the number of nonnegative eigenvalues is
proposed. However, the computation of the hessian
requires a significant number of additional calculations
of the OF values.

In recent years, the use of so-called surrogate OF
models for solving optimization problems has attracted
much attention. While such a model should preserve the
most important properties of the OF for the extremum
search algorithm, the calculation of the values of the
modeling function should require significantly less time
than determining the value of the OF itself [11, 12].
A sufficiently accurate OF model will also correctly
reproduce the convexity of the landscape. Although this
approach has excellent prospects, the construction of
corresponding models is associated with a large number
of calculations.

The task of this work is to develop a method
for estimating the convexity of the OF landscape
during the search for extrema, which does not require
the calculation of the OF derivatives and additional
calculations of the OF values beyond those performed
by the search algorithm itself, as well as does not require
the construction of the surrogate OF models.

ANALYSIS OF THE METHOD FOR ESTIMATING
THE CONVEXITY OF THE OF LANDSCAPE

Let us consider the problem of estimating the
convexity characteristics of the OF landscape f(x) in
the vicinity Qy of the local minimum x*, where the
following condition is satisfied:

f(x)>f(x*),VXeQX. (3)

We will search for a degree approximation of the OF
changes in the vicinity of x* in the form:

’ 4)

SO f (")~ F(x)=k[x—x"

where ||x|| is the Euclidean norm of the vector x. The
index of degree a is an objective characteristic of the
convexity of the OF landscape. At a > 1, OF is convex,
while at a. < 1, it is concave.

However, the index a does not depend on the value
of OF f{x") at the point of extremum, because when this
value changes by the same amount, the values of OF
at other points will also shift. Therefore, in order to
simplify the record, we will assume f{x") = 0 without
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loss of generality and consider (4) as an approximation
of the OF itself.

Suppose that the point x* is known, the OF is indeed
a power function of the form (4), and the values of
a and k are the same at all points of Q.. Let there be
two trial points x; and x, and the values of the OF at
them are f(x,), f(x,) respectively. Then from the system
of equations

f(xl):k“xl —X*“a 5

” (5)
£ (x2) = k[ =]
we find:
" ln(f("i))‘ln(f(xz))* ‘ ©
([, =x°]) =1, - x])

If the above assumptions are not fulfilled, this
estimate will be approximate. Let us estimate the errors
arising in this case.

Suppose that the local minimum position x’
found in the search process differs from the true
position x” (Fig. 1):

X =X +Ax. (7)

In this case we have the estimation:

ln(f(xl))_ln(f(xz)) '
In [, = x) = In|x; - <)

X3

&:

®)

*

Fig. 1. Analysis of errors at inaccurate determination
of the position of the OF minimum

By dividing (8) by (6) and expressing the distances
from trial points x,, X, to the true minimum x" through
the known distances to x’ using the cosine theorem, we
get:

&l =x)-m(fes ) _
(04

“ o il - x[)=In(lx; -x)

B ﬁ.Sln("x1 - x'"2 + ||A1;{||2 - 2||X1 - x'"”Ax" N 1)

O
in(x, - x)
05, x|+ [axff - 2[x; - x[-|ax]-cos,
In e, =)

Here y, and v, are the angles between the vectors
(x; —x'), (x, —X') and the vector Ax, respectively.

The value of K,, which does not depend on the
values of OFs in the trial points, is invariant to changes
in the scale of distance measurements, making it
a convenient characteristic of the estimation & error.
We will assume that "X1 - x'” > ||X2 - X'” and normalize

all distances to ||X2 - X'". Figure 2 shows the results of
calculating by (9) the dependencies of the value of K, on
the distance ||AX|| from the true to the found position of
the minimum for several combinations of parameters
given in Table 1. This assumption is based on the fact
that, as will be seen from the following analysis, the
angles between the directions to the sample points must
be sufficiently small to obtain reliable estimates Q..

Table 1. Parameters of examples of calculation of the
K, dependence on the distance ||Ax||

Examples [Ix; — x| [, — x| v, W,
Example 1 10 1 90 90
Example 2 10 1 100 80
Example 3 10 1 80 100
Example 4 10 1 30 30
Example 5 10 1 150 150
Example 6 3 1 90 90
Example 7 30 1 90 90
4.0
4
3.5
3.0 w L
A
2.5 y
LN
¥ 2.0
"l
*| 4
1.5 AR
p 1
1.0 —atu THE | al .
0.5
0
0.01 0.10 1.00 10.00
llAx]|
+ Example 1 4« Example 3 * Example 5 4+ Example 7
= Example 2 = Example 4 = Example 6

Fig. 2. Dependencies of the ratio K, of the estimate &
to the true value of a on the distance ||Ax|| from the true
to the found minimum position
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The above results allow us to conclude that the error
of the index estimation is small in cases when the
distances to both trial points are significantly larger than
the distance from the true position to the found position
of the minimum. More specifically, when the inequality
||Ax|| <0. 1||X2 - x'” is satisfied, the deviation of K, from
unity does not exceed 0.1, which can be considered
acceptable for approximate estimation of the convexity
of the OF landscape.

Next, we consider the estimation & error due to the
differences in the values of a, and a,, as well as k; and
k, along the directions from the point of minimum X" to
the points x, and x,. From (6) we obtain:

hl(f("l))_ln(f(xz))

(s, <) n(f )
el e i

IR Y (S
_a+ In(k /k; ) _

in(fx, =/ x> -x])

Aocln(“x1 - x*”-”xz -x" )
I, [ Jx, =)

O(.1+O(.2

(o}

) (10)

Oy — 0O
, Ao= 2 L
2

where o =

Let us take the arithmetic mean of the indices for the
two sample points O as the correct estimate of the
indicator a. From (10), we obtain the ratio for calculating
the absolute error of this estimation.

In(k /ky)

E =6-a= -
© (e )

Aaln (Hxl -x" ““Xz -x" )
([ = x] Jxo =x7[) -

The first summand shows the contribution to the
estimation & error of the difference in the k coefficients
at the two trial points, and the second summand shows
the contribution of the difference in the o indices.

Figure 3 shows examples of dependencies of the
error magnitude £, on the distance of the second trial
point from the minimum [[x, — x||. The parameters
are the distance of the first trial point from the
minimum ||x; — x'||, as well as the ratio k,/k, and the value
Ao introduced above, which characterize the differences
of the parameters of the degree approximation at the two
points. The values of these parameters for each example
are given in Table 2.

Table 2. Parameters of examples of calculation of the E
dependence on ||x, - x’|| values

Examples IIx, = x| kylky Ao
Example 1 1 2 0

Example 2 1 1 0.2
Example 3 10 1 0.2
Example 4 100 1 0.2
Example 5 10 2 0.2
Example 6 10 0.5 0.2

Example 1 shows the case when the exponent o
is constant in all directions, but the coefficient k varies.
The error increases with distance [|x, — x'|| as the
denominator of the first summand decreases. In the
next three examples, only the exponent o changes.
The dependencies are different for different values
of ||x; — x'|| due to the fact that the second summand
in (11)is not invariant to changes in the scale of distances.
The absolute value of £ with increasing [|x, — x| can
both increase and decrease, or even turn to 0 if the
equation [|x; — x| - IIx, — x'|| = 1 is satisfied. In the
examples presented in rows 5 and 6, both error
components are present. The direction of change and the
sign of the total error can be different depending on the
ratio of parameters.

0.35
0.30 ®
*
0.25 +
L 3

0.20 e 1
o5 T P TTrIglisedeleodblill

’ . PR 3

»> ¢ 9
Luc 010 AL 4 |4 4 4 lafd )

0.05 45— SR e

ooolteeaf el Telely
T L " L™

-0.05 Te. .

. I L
-0.10

* L
-0.15 +
-0.20
0.001 0.010 1.000
lIxo — x*|

+ Example 1 4 Example 3 * Example 5
= Example 2 = Example 4 * Example 6

Fig. 3. Dependencies of the difference E_ of the degree
index estimation & and the accepted as true value a
on the distance of the nearest sample point to the point
of minimum

Thus, the value of the error £ is affected by the values
of the differences between the parameters £ and o at the
two sample points, and these differences in most cases
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will be less the smaller the angle between the directions
to the sample points from the point of minimum.

The real OF is approximated by a step function of
the form (4). In the general case, the approximation will
have the form of a step series. Let us consider what
information about the convexity of the landscape can be
given by the estimation & by two trial points. Let the
OF be the sum of two degree functions:

f(x) =k Hx - x*Hal +k, ”x - X*H% (12)
The relation (8) takes the form:
m(k] [ x| gy " )
&= _
1 _ *

S I

iy ="+ ey =

in(fx, —x]) |

Figure 4 shows examples of dependencies & on the
distance between the first trial point and the
extremum |[|x; — x'|| for the combinations of parameters
given in Table 3.

Table 3. Parameters of examples of calculation of
dependence & on the values [x; — x|

Examples | o, 0, ky ky IIx, — x*||/\|x2 —x|
Example 1| 1 2 0.5 | 05 10
Example 2| 1 2 02 | 0.8 10
Example 3| 1 2 0.8 | 0.2 10
Example 4| 1 2 05 | 05 3

2.0

1.8 e

e . ’ o o R O
3 . " . * .

1.4 - - Tt

. *
L] * A
. * A 4 4 L
1.2 +——— e
td * A - b ‘ :
1.0 #
0.8
0 1 2 3 4 5
Iy = x|

+ Example 1 = Example 2 s+ Example 3 + Example 4

Fig. 4. Dependencies of the degree index & estimation
on the distance ||x, — x"|| at different combinations
of parameters in relation (13)

In all the considered examples, the estimation of the
degree index & changes from a smaller value o, to
a larger value o, as the distances of the reference points
to the minimum point increase. The rate of this change
depends on the ratios of the weight coefficients &, k, in (12)
(examples 2 and 3), as well as on the ratio of the distances
of the two reference points to the minimum
point (example 4). Similar regularities will occur with
a larger number of summands of the step series. These
results should be taken into account when analyzing the
convexity of the real OFs.

EXPERIMENTAL

The aim of the experiments was to test the possibility
of obtaining reliable estimates ¢ using the described
method. The methodology of experiments included
obtaining sets of trial points in the process of searching
for the minimum of the OF and subsequent processing
of the collected data to obtain estimates ¢ at different
parameters of selection of pairs of trial points. The
experiments were performed using MATLAB' programs.

The well-known and widely used particle swarm
optimization (PSO) algorithm [13], which, as the
experience of its use shows, allows finding extrema
of both convex and nonconvex OFs [14], was used
as a minimum search method. With the help of this
algorithm we searched for the minimum of test functions
from the set [15] often used in such studies, as well as
specially developed test functions. Information about
the test functions will be given below together with the
results of experiments. MATLAB function implementing
the PSO algorithm was modified to return to the program
calling it a data array containing the coordinates of all
swarm particles in all iterations and the corresponding
OF values. Subsequent processing of this data included
the following steps:

1. Determination of the coordinates of the found
minimum x’ and the value of the OF at this point
SX).

2. Calculation of distances of all trial points x from the
found minimum x’ and selection by fulfillment of
the inequalities d,;, <|x—x/|<d .., where
d i 4. are the set thresholds. The value d ;.

affects the estimation @& error determined by the

relation (9). The value &, determines the size of
the vicinity x’, within which the estimation o is
calculated.

3. Calculation of the entropy of the distribution of trial
points along the orthants of the coordinate system
centered on the point of the found minimum x'. The
entropy value is determined by the formula:

I https://www.mathworks.com/products/matlab.html.
Accessed February 14, 2025.
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Nort
H==% Rlog,F,
i=1

(14)

where P; is the probability of the point getting into
the ith orthant; Nort is the number of orthants equal
to 2VP; ND is the dimensionality of the search
space. This value gives an estimate of uniformity
of distribution of trial points in different directions
from the found minimum.

. Calculation of the angles ¢, between the directions
to the trial points x;, X; included in all possible pairs
from the previously selected trial points.

. Selection of pairs of points x,, X; for estimation of
the parameters of the degree approximation. The
selection conditions are formulated on the basis of
the above analysis of errors of the method.

[ -1
0 < Pppa 1nmz .
X, —

J

(15)

where ¢ . and C, are the given parameters,
and it is assumed that the point x; is farther from
the found minimum than the point X;. The value
of C, determines the minimum of the denominator
in (11). The value of ¢, determines the maximum
angle between the directions to the points of the pair.

Table 4. Initial parameters of the experiments

6. Calculation of the entropy of the distribution of the
selected pairs by orthants, similarly to item 3, which
gives an estimate of the completeness of information
about the indicator a in different directions.

7. Calculation of estimates of the degree approximation
index & for the selected pairs of points according to
relation (8). Formation of the histogram of the values
of these estimates. Calculation of statistical
characteristics of their distribution.

Examples of the results of application of the described
method are given below. In the cases of isotropic OFs, in
which the parameters of the power function (4) are the
same in all directions from the minimum, the proposed
method finds the values of these parameters with high
accuracy. Such examples are not considered here, and
attention is paid to anisotropic OFs, for which it is
expected that there are errors due to differences in the
parameters of the power function in different directions.
For all used OFs, the equation f{x") = 0 is satisfied, which,
as explained earlier, does not lead to a loss of generality
of the results.

The data are divided into two tables. Table 4
shows the initial parameters of 12 experiments. The
dimensionality of the search space in all experiments
is 4. The column “Npoim” gives the total number of trial
points collected during the search for the minimum.
The next column gives the distance between the found
minimum x’ and the true minimum position x*. This

Exp. Function Nooint x> — x| di d.. Prax @
1 ellips 1980 7.11-107° 1.00- 1078 10 10 2
2 ellips 1980 7.11-1073 0.001 10 10 2
3 ellips 1980 7.11-1073 0.001 10 2 2
4 ellips 1980 7.11-1073 0.001 10 10 6
5 ellips 1980 7.11-1073 0.001 10 2 6
6 diffpowers 1120 1.03 - 1072 1.00- 1078 10 10 2
7 diffpowers 1120 1.03 - 1072 0.001 10 10 2
8 diffpowers 1120 1.03 - 1072 0.1 10 10 2
9 diffpowers 1120 1.03-1072 0.1 10 30 2
10 TestLE4 1420 1.20-1073 1.00- 1078 10 10 2
11 TestLE4 1420 1.20-1073 0.01 10 10 2
12 TestLE4 1420 1.20-1073 0.1 10 10 2
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value is given for reference and is not used by the
algorithm since the true position of the minimum is
assumed to be unknown. The following columns contain
the values of the parameters by which the sample points
and their pairs are selected.

Table 5 shows the results of these experiments. Here
Neel. point and H point 4r€ the number of points selected
according to item 2 and the entropy of their distribution
over orthants, Npair, Hpair are the same parameters for
pairs of points selected according to item 5. The
following columns contain the parameters of the
distribution of the estimations & for the selected pairs:

minimum (min), mean (mean), median (med), maximum

Table 5. Results of experiments

(max), standard deviation (std), skewness (skew), and
kurtosis (kurt). Histograms of the estimation & values
for the experiments 5, 9, and 12 are shown in Fig. 5.
Let us proceed to analyze the results of the
experiments.
In experiments 1-5, we studied the function
ellips(x) [15], formed according to the equation:

/(%)= %)(xn — ) 106D g

n=l1

where x = (x,, ..., X)) are the coordinates of the point,
X =(x,..., Xyp) are the coordinates of the minimum.

Exp. Nsel_p ofit Hsel_p oftin Npair Hpair min mean med max std skew kurt
1 1978 3.845 202413 3.659 0.0003 1.916 1.926 6.545 0.414 0.590 9.351
2 1698 3.775 148938 3.515 0.0003 1.943 1.951 6.545 0.432 0.702 9.199
3 1698 3.775 41786 3.499 0.052 1.951 1.972 4.517 0.301 —0.045 9.988
4 1698 3.775 33095 3.263 0.929 1.940 1.947 3.523 0.231 0.658 7.901
5 1698 3.775 8982 3.222 1.025 1.953 1.969 2.799 0.142 | —0.038 7.830
6 1118 3.766 506 3.367 2.447 4.803 4.769 6.564 0.937 | —0.381 2.319
7 1118 3.766 506 3.367 2.447 4.803 4.769 6.564 0.937 | —0.381 2.319
8 744 3.668 123 3.305 2.755 4.924 4.941 6.249 0.877 | —0.382 2.277
9 744 3.668 3373 3.329 2.015 4.562 4.578 6.287 0.954 | —0.222 2.271
10 1419 3.706 24438 3.012 0.568 2.615 2.763 3.561 0.435 | —2.237 7.655
11 1196 3.710 1078 3.155 0.568 2.534 2.823 3.033 0.578 | —1.482 3.981
12 805 3.654 165 2.707 0.568 1.685 1.494 3.016 0.635 0.467 2.355

3500 250
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Fig. 5. Histograms of evaluation a: values: (a) experiment 5, (b) experiment 9, (c) experiment 12
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For this OF, the degree exponent a = 2 in all directions,
and the coefficient & varies in different directions in the
range from 1 to 10°.

In all experiments with this function, the mean
and median values of the estimate & are close to the
correct value of 2. The range of estimates from
minimum to maximum narrows as the constraints on
pair selection become stronger, and the standard
deviation decreases and reaches in experiment 5
a value of about 7% of the mean value, which can be
recognized as quite satisfactory. At the same time, the
shape of the distribution function of estimates turns
out to be symmetric and with a sharp peak (Fig. 5a).
The entropy of the distribution of selected points by
orthants is close to the maximum value of 4. The
entropy of the distribution of the selected pairs is
smaller, but from the histogram of this distribution
(not given here) we can see that in experiments 1-5 all
orthants are represented, i.e., all directions are taken
into account in the first approximation. This
is also true for the other functions considered
below.

In experiments 69, the function diffpowers(x) [15]
defined by the relation:

(x)= ff(xn s )(2+4(n—1)/(ND—1)), a7

n=l1

where the notation is the same as in (16). This function is
the sum of degree functions from different components
of the point coordinate vector. Degree exponents vary in
the range from 2 to 6.

In experiments 6-8, the parameter d _; increases
successively, and the number of selected pairs of points
decreases. In experiment 7, this leads to narrowing of the
range of estimates &, but in experiment 8, the number
of sampled pairs of points becomes too small, and the
lower limit of the range is shifted downward. In
experiment 9, the tolerance ¢, on the angle between
the points of a pair is increased. As a result, the number
of selected pairs has increased significantly, and the
boundaries of the range of estimates & (from 2 to 6) are
defined with acceptable errors. At the same time, the
histogram of & values for this experiment is significantly
different from zero in the whole range
from 2 to 6 (Fig. 5b), which is an indication of the
difference of the index in the degree approximation in
different directions.

In the standard set of test functions [15] there is no
function whose landscape in the region of minimum
can be made both convex and concave. To obtain
such properties, several additional test functions were
developed. Below we present the results of experiments

with one of them—TestLE4(x) calculated by the
following relations:

fx) =kz]",
Z=X-X,
” 1" Z(Klnznh(z )+ K,,22h(-z,)),  (18)
VA
” P — > M, 22h(z,) + Wy, 22h(=2,)),
Z| n=l
1, y>0,
h)= { 0, y<0.

The variables K, and W, are elements of
matrices K and W, which have dimensions 2 x ND,
and represent the values of coefficients and degree
exponents, respectively, along the positive and negative
directions of all coordinates of the search space. The
resulting values of the degree exponent & and coefficient
a along the direction to the trial point are obtained by
interpolation between the values of these quantities
along the coordinate axes. Thus, the possibility of
arbitrary setting of the parameters of the degree function
along different coordinates and smooth changes of these
parameters along intermediate directions is provided.

In experiments 10-12, the following parameter
matrices were specified:

(315 05 1 1235
15 21 07) 3105 1)

The function is convex in some directions and
concave in others, and the rate of change of the function
is also different in different directions. The range of
values of the degree exponent is from 0.5 to 3.

In experiments 10—12, the point selection threshold
d_., was consistently increased. As a result, the number
of selected points and pairs decreased. At the same time,
the maximum value of the estimate & decreased
insignificantly, the minimum value remained unchanged,
and the value of the distribution excess decreased
significantly, i.e., the distribution became more uniform.
The accuracy of estimation of the range & boundaries
can be considered acceptable. The histogram of
estimation values is different from zero in the whole
range from the lower to the upper boundaries.

These examples represent a part of the experimental
data obtained using different test functions. In addition,
besides the PSO algorithm, the differential evolution
algorithm [13] and covariance matrix adaptation
evolution strategy [16] were used.
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CONCLUSIONS

The experimental results confirm the feasibility of
the described method to obtain objective information
about the convexity of the OF in the neighborhood of
the found minimum at appropriate setting of parameters
of sampling points and their pairs.

The development of a more detailed method for
setting the selection parameters will require further
work. One of the possible options in this respect is to
automate the process of sequential change of these
parameters, rather than performing this operation
manually as was done when obtaining the results

described above. In this connection, the criteria for
selecting parameters can be obtained from statistical
characteristics and the shape of the histogram of the
distribution of estimates &. To obtain more
information about the convexity of the landscape, in
addition to that presented in the above histogram, it is
necessary to analyze the distribution of values & by
distances from the point of the found minimum, as
well as the multivariate distribution by distances and
directions.

The described method of convexity estimation can
become an integral part of the technique of analyzing the
OF landscape properties.
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Abstract

Objectives. Laser powder surfacing is a promising mechanical engineering technology used to effectively restore
worn surfaces of parts and create special coatings with valuable properties. In the research and development of
laser cladding technology, mathematical modeling methods are of crucial importance. The process of applying
powder coating involves moving the spray head relative to the surface of the part to form a roller or spray path,
whose sequential application results in the formation of coatings. The study sets out to evaluate methods of profile
approximation and optimization of technological parameters in laser powder cladding processes.

Methods. In order to describe the dependencies of the profile parameters of the deposition paths during laser
surfacing on the technological parameters of the process, mathematical modeling methods were used. The contours
of the profiles of the surfacing section were obtained by analyzing images of microphotographs of thin sections of
the cross sections of parts with applied surfacing. To approximate the curves of the section contours, methods of
linear and nonlinear regression analysis were used. The dependence of the parameters of the profile contours of
the surfacing section on the technological parameters of the spraying was represented by a two-factor parabolic
regression equation. The search for optimal values of spraying technological parameters was carried out using the
method of conditional optimization with linear approximation of the confidence region.

Results. A nonlinear two-parameter function was selected from three options for approximating functions of the
section profile of a surfacing track. Technological surfacing parameters were mapped onto a set of parameters of
the approximating contour line. Optimal values of the technological parameters of surfacing were obtained using
regression models of these mappings to provide the maximum value of the area of the surfacing contour under
restrictions on the proportion of the sub-melting area to the total cross-sectional area. The approximating function
of the cross-sectional profile of the surfacing track was used to calculate the optimal pitch of the tracks that provides
the most even surface.

Conclusions. The results of the study represent a technique for optimizing the technological parameters of laser
surfacing with powder metals to ensure specified characteristics of the deposition track profile and select the track
deposition step at which the most even deposition surface is achieved.

Keywords: mathematical modeling, laser cladding, section contour, approximation, regression analysis, optimization
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MaremMarnyeckoe MOIACJIUPOBAHNE TEXHOJIOTMYECKUX
apaMeTpoB MOPOLIKOBOM JIa3epHON HANJIABKH
HA OCHOBE AMIPOKCUMALIMA NPOPWIS TOPOKKH HANBLICHUSA
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Pesiome

Llenu. JlazepHasi NopoLLKOBas HarnjaBka — NepcrnekTMBHas TEXHONOMS B MalLIMHOCTPOEHMM, NOo3BoNsoWwas ad-
(dEKTVMBHO BOCCTaHaBNMBaATb U3HOLLEHHbIE MOBEPXHOCTU AETaNEN 1 CO34aBaTh CreLabHble NOKPLITUS C LEHHbIMU
cBoiicTBaMn. MeToapl MaTeMaTMyeckoro MOAENNPOBAHMS UMEIOT PeLLatoLLLEE 3HAYEHWE B UCCNIEA0BaHMM 1 PA3BU-
TUM TEXHONOMMN Na3epHon Hannaeku. Npouecc HaHeCEHWS MOPOLLKOBOro NOKPbLITUS NpeanofaraeT nepemMeLleHmne
pacnbUIMTENbHON FONI0BKM OTHOCUTENIbHO MOBEPXHOCTM AeTanu, 06pasys Basvk — LOPOXKY HanbieHus. MNokpbITys
dopmMUpyIOTCS NYTEM NOCNIEA0BATENBHONO HAHECEHUS 3TUX JOPOXEK. Llenblo nccneposaHms sBnseTcs n3yyeHve
pasnnyHbIX METOA0B annpokcumMaL M Nnpoduns 1 oNnTUMMU3aLms TEXHONOMMYECKNX NapamMeTpoB B MPOLLeccax no-
POLLKOBOW Na3epHON HanaaBKu.

MeTopabl. lcnonb3oBaHbl METOAbLI MaTeEMaTUYECKOro MOLENMPOBAHUSA O ONUCaHMS 3aBUCUMOCTEN napame-
TPOB NPOdUNSA OPOXEK HAMbBINEHUS NPU TA3EPHOWN HamnnaBke OT TEXHONOMMYECKUX NapaMeTpoB npouecca. MNony-
YeHKne KOHTYPOB NpoduIien ceveHns HannaBkn OCYLLLECTBIISNOCh MeTOAaMM aHann3a n3obpaxeHunin MUKPo@poTo-
rpaduinn WnndoB NONEPEYHbIX CEYEHUIN AeTanen ¢ Hannaekon. [na annpokcMMaumm KpUBbIX KOHTYPOB CEYEHNI
MCMNONb30BaAINCh MEeTOoAbl JIMHENHOIO U HENMHENHOrO PErPECCUOHHOI0 aHannsa. 3aBMCUMOCTb NapamMeTpoB
KOHTYpPOB Npodunel ceyeHns HanaaBkn OT TEXHOJIOMMYECKMX NMapaMeTPOB HamnblIEHUS annpoKCUMMpPOBanach
0BYX®daKTOPHbIM ypaBHeHMeM napabonuyeckoin perpeccun. NMonck onTUMasnbHbIX 3HAYEHMIA TEXHOJIOrNMYEeCKNX
napamMeTpoB HarbIIEHNS OCYLLLECTBASNAMN METOAOM YCOBHOM ONTMMN3ALUMN C JIMHENHOW annpoKCcUMaunen oBe-
puTenbHo obnacTu.

PesynbTaTbl. PacCMOTPEHbI TP BapuaHTa annpoKCUMUPYIOLWMX QYHKUMA NMPOPUna ceveHns GOPOXKKN Hamnnas-
KU1, N3 KOTOPbIX Obina BoibpaHa HeNMHeNHas AByxnapameTpuyeckas GyHKUmS. MNMonydyeHbl 0TOOpaxeHUs MHOXECTBa
TEXHOJIOMMYECKUX MAapaMeTPOB HamnaaBky BO MHOXECTBO NapaMeTpoB anmnpokCUMUPYIOLLEN NMHUN KOHTYpa. C nc-
NoJsIb30BAHMEM PErPECCUMOHHbIX MOAENEN AaHHbIX OTOOPAXEHWI HANAEHbI ONTUMalbHbIE 3HAYEHUS TEXHOMOMMYe-
CKMX NapaMeTpOB Haniaeku, o6ecneymBatoLLe MakCUManbHY0 BENNYMHY MJIOWAAM KOHTYpa HarniaBky Npu orpa-
HUYEHUSX Ha Jono obnacTy noannasneHns K 00Len nnowanmn ceyeHms. AnnpokcumMmpyoLwas GyHKuMs npopuns
CceYeHnst JOPOXKN HaNIaBKy NCMONb30BaHa A pacyeTa onTMMasbHOrO LWara HaHeCeHUs opoXek, obecneyrBato-
Lero Hanbosiee POBHYIO MOBEPXHOCTb HaMIaBKU.
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BbiBOoAbl. Pe3ynbTatbl NMPOBEAEHHOIO UCCEeA0BaHMSA MOMYyT pacCMaTpmBaTbCs B KA4eCTBE METOOMKM ONTUMM3a-
LN TEXHOJIOMMYECKMX NapaMeTpoB JIa3EPHONM HariaBky MOPOLLKOBbLIX METasns1I0B, NO3BONSOLWEN obecneunBaTb
3aaHHble XapakTePUCTUKN NPOGUIS JOPOXKN HAMNbINEHUS U Bbl6|/|paTb Lar HaHeCeHUd O0pPOoXeK, NP KOTOPOM

pocTturaetcs Hambonee POBHadA MNOBEPXHOCTb HarnaaBkWn.

KnioueBble cnoBa: matemMaTMyeckoe MOOEeNMpoBaHMe, Nna3depHasa HamnnaBka, KOHTYP CeYeHus, annpokcumaums,
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pOBaHMEe TEXHOJIOMMYECKMX MapaMeTpoB MOPOLLUKOBOM Na3epHOM HammaBkM Ha OCHOBE annpokcumaumn npodu-
NS JOPOXKM HanbeHus. Russian Technological Journal. 2025;13(2):132-142. https://doi.org/10.32362/2500-
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Mpo3payHocTb GMHAHCOBOW AEATENIbHOCTU: ABTOPbI HE UMEIOT PUHAHCOBOW 3aMHTEPECOBAHHOCTM B NPEACTaBNEH-

HbIX MaTepunanax nin Mmetogax.

ABTOpbI 3asBNSIOT 06 OTCYTCTBUM KOHGDINKTA UHTEPECOB.

INTRODUCTION

A promising technology in mechanical engineering,
laser powder cladding is used to effectively restore
the surfaces of worn parts, as well as to create special
coatings for parts having valuable properties such as
increased heat resistance, wear resistance, and chemical
resistance [1-3]. Various methods of gas-thermal
spraying of powder coatings [4—6] involve heating
powdered materials to temperatures higher than their
melting points and applying them to the surface of parts
using high-speed gas flows. In the case of laser cladding,
the source of particle heating is an infrared laser, whose
beam is focused directly on or near the surface of the
part. This allows more precise control of the temperature
of the material to be clad and more accurate positioning
of the cladding track. Due to these advantages, laser
cladding forms the basis of state-of-the-art additive
metal technologies [7].

Mathematical modeling methods are the most
important research tool in the development of laser
cladding technology [1, 8, 9]. Traditionally, the problems
of heat flux distribution over the cross-section of the
cladding material and the adjacent area of the workpiece
are solved. Both analytical and numerical methods are
used, among which finite element methods [10—12],
including those using universal engineering analysis
packages, have become very common in recent years.
At the same time, in practical terms, a very important
characteristic of the cladding process is the shape of the
cross-sectional profile of the cladding track [13]. The
laser cladding process, like the processes used in other
powder spraying methods, consists in the movement of
the atomizer head relative to the surface of the workpiece.
As a result, a roller—a spraying (surfacing) track—is
formed on the surface of the workpiece. By successive
application of the tracks the coating is formed. The
shape of the cross-sectional profile of the spraying track

determines the thickness of the coating and the quality
of its surface [14]. Due to the complexity of physical
and chemical processes occurring during the formation
of the sprayed track, modeling of the track cross-section
profile on the basis of physical principles is difficult;
therefore, in practice, track cross-section profiles are
approximated by processing microphotographs of
experimentally obtained cross-sectional slides of sprayed
tracks [15]. As approximating functions of the cross-
sectional profiles, rather simple mathematical functions
such as parabola, circle arc or ellipse have been used
in [16—18], although in practice the shape of the profile
can be more complex [15, 19]. In this regard, the aim
of the present work was to investigate by mathematical
modeling methods various methods of approximation
of cross-sectional profiles of spraying tracks with
subsequent optimization of technological parameters of
laser powder cladding.

APPROXIMATION
AND OPTIMIZATION METHODS

The contours of the cross-sectional profiles of
the sputtering tracks were obtained by processing
micrographs of cross-sectional slides of the sputtering
tracks with image analysis methods using the
Python OpenCV library. For this purpose, auxiliary
inscriptions (if any) were manually removed from the
image and the color space was converted to grayscale.
Next, an array of contours was extracted from the image
using the algorithm [20], in which the contour with
the maximum number of elements corresponded to the
track contour. To perform the procedures of image file
conversion and track contour extraction, we created
a Python program module that enables batch processing
of the scanned image array, returning a set of files in csv
format containing an array of coordinates of the selected
contour.
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An approximation of the section profile contour and
construction of mathematical models of dependencies
of approximating function parameters on technological
parameters of track spraying was carried out by methods
of linear and nonlinear regression analysis [21, 22]. The
mathematical formulation of these tasks was as follows.

Let there be a random function yj(xj, mj) €Y values
for the fixed x; € X c R, =1, .., n where o, is
a random event from Q for a given sigma algebra A and
probability measure P. The purpose of the approximation
is to recover in X the function Ey(x, ®) = n(x), which is
referred to as the regression function. In this work, we
consider three variants of regression functions of the
type n/(x, 0,), i = 1, 2, 3. Here n, are known functions
comprising regression models, whose specific type will
be described in the main part of the article, while 0, are
parameters from the given parametric sets ©, as
determined by the values of V-

Among the three regression models studied in
this paper, two are parametrically linear, while one is
parametrically nonlinear. The responses of the linear in
parameters model Y; can be represented in the form of:

Y= rl]in(xj: 0) + Sj = GTf(xj) + Sja (1)

where ¢ are random variables with distribution assumed
to be normal with zero expectation Ee; = 0 and diagonal

: : — K25 .0 = T
§ovar1ance matrix Esjsk =0 Sjk, 0=1(0,..96,)
is a vector of unknown parameters from R”; f(x) =
= (i), ..., fm(x))T is a vector of given, linearly
independent functions on the set X.

In matrix notation Y = (v, ...,y ), €= (¢}, ... ¢ )T,
F=(/(x)) /) (xj))§:1 the system (1) is written in
the form:

Y=F0+¢g, 2)

where £Y = F0 and the covariance matrix DY is equal to
Gzln, I, is a unity matrix. )

In the present work, the estimates 0 of the unknown
parameters @ were computed using the least squares
method (LSM):

n
0=argmin2(s;2(yj —n()cj,()))2 3)
00 ;=]

or in the matrix notations:

0= argmin(Y —FO)T (Y - FO). 4)
0<®

The solution of problem (4) is reduced to the well-
known formula of regression analysis

0=FTF)'FTY. (5)

The model adequacy dispersion s, which is an
unbiased estimate of the variance o2, in this case is
calculated by the formula s = SSreg/(n — m), where

58.eq = (Y ~FO)T (Y —F0). (6)

Since it was not possible to estimate the error
variance from parallel experiments in the present work,
the adequacy of the model could not be validated by
comparing the adequacy and error variance. Therefore,
the adequacy of the models was assessed qualitatively
by the closeness to unity of the value of the coefficient
of determination

R?=1-S55,/SS,; 7

where SS;; =(Y - Y)T(Y-Y), Yisthe average value
of the responses.

For calculations according to formulas (5)—(7),
a Python program module was created using the
linear algebra package numpy.linalg, which is used
to process csv files in batch mode with coordinates of
track contours obtained as a result of image processing
from microphotographs of cross-sectional profiles and
plot points of the original contours and regression lines
obtained as a result of calculating parameter estimates of
regression equations.

For the regression model that is parametrically
nonlinear, instead of representing the responses in the
form (2), we used the representation of:

Y=H(X,0)+¢, (3)

where H(X, 0) = (n(x,, ), ..., n(x,, 0))! is the vector of
values of the nonlinear function n(x, 0) at points X; with
parameters 0.

The formulation (4) of the LSM in this case takes the
following form:

O=argmin(Y - H(X,0))T (Y -H(X,®)).  (9)
V=0

Since the system of normal equations of LSM
becomes nonlinear, it is not possible to use the simple
formula (5) to calculate the parameter estimates.
Therefore, we used a numerical optimization method to
solve this problem [23]. Formula (6) for the nonlinear
model is as follows:

8S,eq = (Y ~H(X, 0)T(Y-H(X,0), (10)

while the general form of formula (7) for calculating the
coefficient of determination remains the same.

One of the three regression models, which was
selected according to the results of the adequacy analysis,
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was further used to build the dependencies of the shape
of the cladding track cross-sectional profile on the
technological parameters of the spraying process. For
this purpose, the calculated parameter estimates of the
selected model were used to construct mappings of the
set of technological spraying parameters u, € U ¢ R?2,
k=1, ..., p, into the set of profile line parameters
0=0@, ..., Gm)T. Since the parameter estimates 0 are
random variables and the technological parameters u,
are set parameters, linear regression analysis was used to
construct such mappings. The specific type of regression
functions is described in the main part of the paper.
These functions were further used to optimize the
technological mode of sputtering using the algorithms
described in [24].

CALCULATION RESULTS AND DISCUSSION

The cross-sectional profile of the clad track can
be divided into two areas [13]: the part located above
the workpiece surface comprising the cladding area,
while the part located below the workpiece surface is
referred to as the under-melting area, which is formed as
a result of deepening of the molten metal bath into the
volume of the workpiece. A comparison of methods of
approximating the cross-sectional profiles of the cladding
region by simple approximating functions—circle arc,
elliptical arc, sinusoid, and parabola—is presented
in [15]. According to the comparison of residual
dispersions of the compared approximating functions,
it was concluded that the parabola approximation is the
best option among the studied ones. It should be noted,
however, that the profiles of the roll sections studied in
this paper were quite regular in contrast to the profiles
presented in other works, including [13]. In addition,
the above approximating functions do not describe the
sub-melting region, whose profile turns out to be more
complex. In this connection, in the present work, first
of all, polynomials of higher order compared to the
parabola were studied as approximating functions.

Figure 1 shows the profile contour points obtained
by image processing in [13] and their approximations
by two types of polynomials. The first type of regression
model represented a seventh degree polynomial of the
following form:

5
y=>1-x2) 6k,
i=0

(11)

where 911- are the regression parameters, x € [-1; 1]c R
are the normalized values of the argument.

Hereinafter, the upper index y of the parameter 6
denotes the number of the approximating function,
while the upper index y of the argument x denotes the
degree.

The second type of polynomial approximating
function for the profile of the roll section, proposed
in [25] where it is called a biquadratic approximator,
takes the form:

y=(1=x2)(0F +07x2 + 03x*). (12)

In contrast to model (11), only even degrees of the
argument are retained here, thus achieving symmetry of
the profile with respect to the OY axis. Theoretically, this
symmetry, which should be fulfilled in coaxial surfacing,
was also taken into account in [15] when choosing
simple symmetric approximating functions. In both
models, the common term (1 — x?) is removed to zero
the functions at points x = +1. This may be explained
in terms of the practical convenience of representing
the argument of regression functions in a dimensionless
normalized form:

nat _
X0

T 4

xeond —

where x" is the value of the argument in natural units;
x°nd g the value in dimensionless scale;
x, = (max(x") + min(x""))/2 is the mean level;
Ax = (max(x") — min(x"2"))/2 is the step of variation.
Since both models (11) and (12) are parametrically
linear, their estimates are easily calculated using
formula (5). As can be seen from Fig. 1, both functions
adequately approximate the cladding region and the
sub-melting region. At the same time, the coefficient of
determination of function / was R = [0.995; 0.996] for
approximating functions of the cladding and sub-melting
regions, respectively, while that of function 2 was slightly
lower: R% = [0.985; 0.976]. Based on this, it would be
possible to adopt, for example, function (11) as the main
tool for approximating the track cross-section profiles.
However, when processing micrographs of less regular
profiles, the disadvantage of polynomial approximation
when processing complex or irregular profiles became
clear due to the appearance of additional extrema on
the approximating curve, which should not exist in
the physical sense. To address this issue, we propose
a nonlinear approximating function of the following

form:
= AcosB E)c s
g (2 j

where the approximation parameters, which were
calculated by the nonlinear estimation method, are
denoted as 4, B.

The convenience of the function (14) is its
symmetry due to having only two parameters: similar

(14)
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to functions (11), (12), it has zeros at x = £1. At the
same time, it always has only one extremum in the
interval x € [—1; 1].

Figure 2 shows the points of the profile of the
cladding track cross-section according to the processing
of microphotography [13] for cladding parameters:
laser power is 310 W, while powder feed is 29 g/m
and approximating curves are obtained by the three
regression functions considered above. As can be seen,
the polynomial functions adequately approximate
the upper part of this profile, but are not workable
for the lower part (the sub-melting region), whereas
function (14) adequately describes the entire profile,
including both the cladding region and the sub-melting
region.

0.4

0.3

0.2

Y, mm

0.1+

0.0+

-1.00-075-050-025 0 025 050 075 1.00
X, rel. units

Fig. 1. Points of the cladding track cross-section profile
according to microphotography processing [13] (positive
Y values—cladding area, negative Y values—sub-melting
area) and approximating curves:
by model (11)—function 7, by model (12)—function 2

0.3

0.2

0.1

Y, mm

0.0

-0.11

0.2 Function 2 —
-1.00 -0.75-050-025 0 0.25 0.50 0.75 1.00
X, rel. units

Fig. 2. Points of the cladding track cross-section profile
by microphotography processing [13]
and approximating curves:
by model (11)—function 7,
by model (12)—function 2,
by model (14)—function 3

Tables 1 and 2 show the parameters 4, B of the
approximating functions of the model (14) and the values
of Ax for various technological parameters of sputtering

NiCrl16 nickel-chromium alloy on a steel billet obtained
from the results of processing the images of profiles
given in [13]. These data can be used for validation of
mathematical models of cladding based on numerical
solution of the equations of hydrodynamics and heat
transfer using finite element methods [11, 12, 18]. By
considering a wide enough range of variation of cladding
parameters, it is possible to use the approximation
results to construct mappings of a set of technological
parameters of cladding into a set of profile line
parameters and thus solve the problem of optimization of
technological parameters. To construct such mappings,
the method of regression analysis with approximation
of profile parameter dependencies on technological
parameters by two-factor parabolic regression equations
of the following form was used in the present work:

0; =By + by +Dyxy + by +byx3 +bsxixy, (15)

where 0, are the profile parameters; x; and x, are the
laser power and powder feed in normalized units (13);
b,j=0, ..., 5 are the regression coefficients calculated
with the help of LSM.

Table 1. Parameters of approximation of cladding path
profiles at different spraying process parameters (upper
part of the contour)

Laser Vgower, POW(;E/:Irn feed, Ax,mm | Ag, mm B,
310 12 0.333 0.145 0.661
310 29 0.429 0.335 1.022
310 45 0.500 0.606 0.689
570 12 0.476 0.228 1.035
570 29 0.524 0.495 0.558
570 45 0.587 0.521 0.664
570 85 0.802 1.084 0.541
720 12 0.508 0.233 0.973
720 29 0.516 0.481 0.597
720 45 0.603 0.598 0.678
720 63 0.746 0.815 0.769
1150 12 0.619 0.248 0.893
1150 29 0.643 0.572 0.904
1150 45 0.778 0.721 0.654
1150 63 0.873 0.959 0.463
1150 85 1.095 0.988 0.506
1150 100 1.159 0.919 0.513
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Table 2. Parameters of approximation of sub-melting
area profiles at different technological spraying
parameters (lower part of the contour)

Laser \;}ower, Powzjrrn feed, Ax,mm | A, mm B,
310 12 0.333 —0.054 0.550
310 29 0.429 —0.158 0.367
310 45 0.500 —0.106 0.264
570 12 0.476 —0.245 2.518
570 29 0.524 —0.139 1.191
570 45 0.587 —0.323 0.365
570 85 0.802 —0.357 0.320
720 12 0.508 -0.213 1.088
720 29 0.516 —0.208 0.769
720 45 0.603 -0.317 0.431
720 63 0.746 —0.388 0.473
1150 12 0.619 —0.603 2.246
1150 29 0.643 —0.445 2.384
1150 45 0.778 —0.523 1.553
1150 63 0.873 —0.675 1.715
1150 85 1.095 —0.676 0.792
1150 100 1.159 —0.577 0.414

The values of the parameters Ax, 4, 4, B, B, given
in Tables 1 and 2, as well as the areas under the profile
curve S, S| calculated on their basis, were used as profile
parameters. Indices 0 and 1 of the parameters correspond

to the upper and lower parts of the profile, respectively.
The areas were calculated by numerical integration
of the profile functions (14) for the corresponding
technological parameters.

Table 3 shows the calculated values of estimates of
regression coefficients (15) for the studied parameters
and the coefficients of determination of the models. In
practice, the most interesting parameters are Ax, 4, 4,,
of which the first two characterize the half-width and
height of the cladding roll, respectively, while the third
characterizes the depth of the underfusion area into the
part volume. Regression models for these parameters, as
can be seen from Table 3, are characterized by R? values
close to unity, which indicates their adequacy.

The areas under the profile curve are also important.
They are used to calculate the relative share of the under-
melting area (under-melting coefficient):

p=_2
S Sy +S,

(16)

For high-quality cladding, the value of the
D parameter should be optimal: small values of D provide
an insufficiently strong bond between the cladding and
the substrate, while excessively large values worsen the
properties of the base material of the part.

The parameters of the mathematical models were
derived on the basis of the calculated values of the
regression equation coefficients: coordinates of critical
points and eigenvalues of Hesse matrices. The graphs
of regression surfaces were also plotted. According
to the analysis of the obtained regression models, the
dependencies of profile parameters Ax, 4, 4,, S, S| on
technological parameters x,, x, are monotonic in the
studied area of technological parameter changes,
while the dependence D(x,, x,) has the character of
a hyperbolic paraboloid. As an example, Figs. 3-5 are
plots of surfaces 4(x,, x,), Sy(x,, X,), D(x;, X,).

Table 3. Coefficients of regression equations of profile parameter dependencies on technological cladding parameters

Parameter b, b, b, by b, by R?
Ax 0.6932 0.1514 0.2539 —0.0083 0.0543 0.0356 0.9877
a, 0.7772 0.0339 0.4114 —0.0055 —0.1445 -0.0717 0.9543
a —0.3444 —0.1908 —0.1000 —0.0445 —0.0048 0.0406 0.9052
B, 0.6222 —0.0459 —0.1436 0.0225 0.1185 —0.0918 0.5243
B, 0.6396 0.6522 —0.7602 0.0881 0.2115 —0.2000 0.7039
Sy 0.9716 0.2314 0.8311 0.0162 0.0200 0.0824 0.9704
M 0.4409 0.3013 0.3442 0.0466 0.0876 0.1216 0.9594
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Fig. 3. Dependence of the cladding roll height
on normalized values of laser power
and powder feed rate
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Fig. 4. Dependence of the cross-sectional area
of the cladding roll on the normalized values
of laser power and powder feed rate
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Fig. 5. Dependence of the relative share
of the sub-melting area on normalized values
of laser power and powder feed rate

The choice of values for the cladding profile
parameters depends on the specific requirements of
the product. If there is no optimization problem and
it is only necessary to provide some specified profile
characteristics, the construction of contour curves
of regression functions can be used. As an example,
Fig. 6 shows contour curves for functions S(x;, x,)
and D(x,, x,). Having selected the required values of
each function, the values of technological parameters
x; and x, necessary for their achievement can be
obtained as coordinates of the intersection points of
the corresponding isolines. Thus, in particular, the
values of coordinates x; = —0.753, x, = —0.283 meet
the requirement S, = 0.6, D = 0.25. The coordinates are
calculated from the solution of the nonlinear system of
equations:

So(xl,xZ) _0.6 = 0,
D(x;.%,)— 025 =0,

An alternative option formulates the problem
of finding the conditional extremum of one of the
indicators in terms of constraints on the values of the
others. For example, the coordinates of the conditional
maximum of the function S(x,, x,) under the constraint
D(x,, x,) = 0.35, which is calculated by the conditional
optimization method with a linear approximation
of the confidence region [23], were the values
Xopt = (0.350, 0.748).

1.00
0.751
0.501
0.251

—-0.25
-0.50 A

-0.751

-1.00
-100 -075 050 025 O 025 050 075 1.00

X4

Fig. 6. Contour curves of regression functions Sy(xy, X,)
for levels {0.4, 0.6, 0.8, 1.0} and D(x,, x,)—for levels
{0.25, 0.30, 0.35}

Once the optimum values of the technological
parameters of surfacing have been selected, the
optimum step of track application can be calculated.
The technological process of surfacing consists in the
sequential application of powdered material on the
surface in the form of tracks with a certain step, which
we will further denote w. If the step of application is
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smaller than the width of the track profile, the profiles
overlap, and the material of the second track fills the
space between these profiles [15]. In this case, the
problem arises of choosing the optimal value of w at
which the excess material formed during the overlapping
of profiles completely fills the free space between them.
n [26], the optimal values of w for the tracks of some
simple profiles are calculated. Let us calculate the
optimal value of w at approximation of a profile by
function (14), which parameters 4,,, B, are calculated by
regression equation (15).

Figure 7 shows the scheme for calculating the
optimal value of w: curve / corresponds to the profile of
the first track, while curve 2 corresponds to the profile of
the second track overlapped with the first one. The excess
material formed due to overlapping profiles theoretically
forms curve 3, which is obtained by summing up the
profiles of tracks of curves / and 2 in the area of their
overlapping. The optimum step of overlapping of tracks
will be such that the area of the area ABC of intersection
of profiles of tracks will be equal to the area of the area
BDE located above the overlap zone. In this case, the
molten metal from the area under curve 3 will evenly fill
the free space between the tracks and the surface of the
coating will be optimally smooth.

Taking into account the symmetry of the figures
with respect to the vertical line FG, passing through the
point of intersection of profiles B with dimensionless
coordinate {, the optimal superposition of tracks assumes
the equality of areas of areas ABG and BDF, which can
be expressed as follows:

& B,| T L B T
AOC—!;AO cos”0 (Ex]dx =£A0 cos™0 (Exjdx. 17)

Hence, it follows that

1
€= £COSBO (ngdx.

It is clear that the optimal value of the track spacing
in dimensionless units can be expressed in terms of { by
means of the formula:

Wop =2~ 2(1 =) =26,

(18)

19)

In particular, for B(0.35, 0.75) = 0.544,
the optimal step value is w_, = 1.498, and for
B(—0.753, -0.283) = 0.700 is equal to Wopt = 1.409.

1.2 4

1.0+

0.8

0.61

y(x), mm

0.4 1

0.24

|
Alg| |c

40 05 0 05 10 15 20 25
C

Fig. 7. Scheme for calculating the optimal value
of the track overlap step

CONCLUSIONS

A method of approximating the profile of the
spraying track cross-section during laser cladding of
powder metals has been proposed for optimizing the
cladding process parameters on its basis.

A variant of nonlinear dependence that includes
two approximation parameters has been selected from
three profile approximating function variants. The
coefficients of the regression dependence equations of
the approximating function parameters were calculated
along with the contour cross-sectional area and the
underfusion coefficient on the laser power and powder
feed technological cladding parameters.

As a result of mathematical modeling of the
dependence of the parameters of the spraying track
cross-sectional profile function, the contour cross-
sectional area is shown to increase monotonically
with increasing laser power and powder feed, while
the dependence of the sub-melting factor on the above
parameters has the form of a surface with a saddle
point. For these contour characteristics, the problem of
conditional optimization of the contour cross-sectional
area with a restriction on the value of the sub-melting
coefficient is solved.

The approximating function of the cladding track
cross-section profile proposed in the present work
can be used to solve the problem arising in practice
of calculating the optimal step of track application to
ensure the achievement of an even cladding surface.
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Abstract

Objectives. The problem of restoring defocused and/or linearly blurred images using a Tikhonov-regularized
inverse filter is considered. A common approach to this problem involves solving the Fredholm integral equation of
the first convolution type by means of discretization based on quadrature formulas. The work sets out to obtain an
expression of the point scattering function (PSF) taking into account pixel size finiteness and demonstrate its utility
in application.

Methods. The research is based on signal theory and the method of digital image restoration using Tikhonov
regularization.

Results. Taking into account the finiteness of the pixel size, discrete PSF formulas are obtained both for the case of
a defocused image and for the case of a linearly blurred image at an arbitrary angle. It is shown that, while differences
between the obtained formulas and those traditionally used are not significant under some conditions, under other
conditions they can become significant.

Conclusions. In the case of restoring images at the resolution limit, i.e., when the pixel size cannot be considered
negligibly small compared to the details of the image, the proposed approach can slightly improve the resolution.
In addition, the derived formula for the discrete PSF corresponding to linear blur in an arbitrarily specified direction
can be used to solve the problem without the need for prior image rotation and account for the blur value with sub-
pixel accuracy. This offers an advantage in terms of improving the resolution of extremely fine details in the image,
allowing the obtained formula to be used in solving the adaptive deconvolution problem, where precise adjustment
of PSF parameters is required.

Keywords: blurred image, defocused image, resolution limit, finite pixel size, discrete PSF, image restoration,
Tikhonov regularization, regularization parameter
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HAYYHAA CTATbA

BoccranoB/ieHue U300paskeHUl ¢ UCIOJIb30BAHUEM
AUCKPETHON (PYHKIMH PACCEIHUA TOYKH, MOJTy4YaeMOH
C Y4€TOM KOHEYHOCTH pasMepa MUKcess

B.5. denopos @,
C.T. Xapnamos,
A.B. depopos

MUP3A — Poccumickuni TexHosorn4eckni yamsepceutet, Mocksa, 119454 Poccus
@ AsTOp An5 nepenvicku, e-mail: feodorov@mirea.ru

Pesiome

Llenu. PaccmatpuBaeTcs 3a4a4a BOCCTAHOBIEHNSI PACHOKYCUPOBAHHOMO U/UN IMHENHO CMa3aHHOro 3obpaxe-
HUS C UICMOIb30BaHMEM PErynsapmu3npoBaHHOro no TMXOHOBY MHBEPCHOIo ¢duinbTpa. PacnpocTpaHeHHbIM Noaxoa0M
K PELLEHUIO 3TOM 3a1a4L SIBISIETCS PELUEHVE UHTErpasibHOro ypasHeHus ®pearonbma 1-ro poaa Tmna ceBepTku ny-
TEM ero AMCKpeTn3aumun Ha OCHOBE KBaapaTypHbiX popmyi. Llenb paboTbl — nonyunTh BeipaxeHne GyHKUUKN pacce-
AHUS Toukn (PPT) ¢ y4eTOM KOHEYHOCTU pasmepa NUKCESs U NPOAEMOHCTPUPOBATL €ro NoJIE3HOCTb.

MeToabl. ViccnenoBaHve OCHOBBLIBAETCS HA TEOPUM CUTHANOB M METOAEe BOCCTaHOBNEHUS UMdPOoBbIX M306paxe-
HUI C NCMNOJIb30BAHNEM TUXOHOBCKOW PErynapmnaaumm.

PesynbTatbl. [NonyyeHbl dopmynbl auckpeTHol OPT kak ansa cnyydas pacpoKyCUpPOBAHHOMO, Tak 1 s ciyyas nv-
HENHO CMa3aHHOro Mog, MPOU3BOJIbHBLIM YIIOM 13006paxeHsl, C YHETOM KOHEYHOCTM pasmepa nukcens. Paccmo-
TPEHbI OTNNYUA NOJTYHEHHbBIX GOPMYS OT TPAANLMOHHO NCMNONb3YEMbIX, MOKA3aHO MPU Kakmx YCIOBUAX 3TN OTINYNA
NPakTU4eCKn NcHe3atoT, a NPU Kakmx — MOryT 0KasaTbCs CYLLEeCTBEHHbIMU.

BeiBoAbl. [py BOCCTAHOBNEHMM N306paxXeHWii Ha Npeaesne paspeLuarLlein cnocobHoCT, T.e. Korga pasmepbl Muk-
Cesisi He MOTyT CHMTaTbCS NPEHEBPEXMMO MasibiMV B CPaBHEHMM C AeTaNsiMU N300paxeHuns, npeajiaraeMelii noaxom,
MOXET HECKOJIbKO y/y4llaTh paspelleHne. Kpome Toro, nonyydeHHas dopmyna amckpeTtHoint GPT, cooTBETCTBYIO-
e NMHeHOMy cMagy 1306paxeHurs B MPOM3BOJIbHO 3a4aHHOM Harnpas/ieHUn, NO3BOJIIET HE TOJIbKO PeLlaThb 3a-
navy 6e3 Heob6X0AMMOCTM NpeaBapuTesibHOr0 MNOBOPOTAa N3006paeHNs], HO 1 YYUTbIBATb BEJINYMHY CMa3a C TOYHO-
CTblO [0 AONEN NUKCeNs. ITO faeT NPENMYLLLECTBO B NJ1aHE MOBbLILLEHVS pa3peLleHns NnpeaenbHo MeKNX aetanen
n3006paxeHunst 1 NO3BOJIIET UCMOJIb30BaTh AaHHYI0 GOPMyYIy NpU PeLLeHNN 3a4a4m aaanTUBHOW AEKOHBOJIOLMN,
korga TpebyeTcsa ToYHas noacTpolika napameTtpoB PPT.

KniouyeBblie cnoBa: cma3zaHHoe n306paxeHune, pacdokyCupoBaHHOE N300paxeHne, paspeLlatoLLas CrnocobHOCTb,
KOHEYHbI padmep nukcens, anckpetHas @PT, BOCCTaHOBNEHNE N3006paxeHns, perynspusanms no TUXoHoBY, KO3hdu-
LMEHT perynsipusaumm

e Moctynuna: 14.05.2024 » fopa6oTaHa: 01.07.2024 ¢ MpuHaTa k ony6nukoBaHuio: 30.01.2025

Ansa uutupoBaHusa: Pepopos B.b., Xapnamos C.I"., ®epopos A.B. BoccTaHoBNEHME N300paxeHMin C MCNOIb30BaHNEM
OVCKPETHOM PYHKLMN pacCesHUSA TOYKK, NMOJly4aeMOM C yHEeTOM KOHEYHOCTM padmepa nukcens. Russian Technological
Journal. 2025;13(2):143-154. https://doi.org/10.32362/2500-316X-2025-13-2-143-154, https://elibrary.ru/GXAGAW

MpospayHocTb pMHAHCOBOM AeATENbHOCTU: ABTOPbI HE UMEIOT PUHAHCOBOM 3aMHTEPECOBAHHOCTY B NMPEeACTaB/IEH-
HbIX MaTepuanax nnvu MeToaax.

ABTOpPbI 3a9BNAI0T 06 OTCYTCTBUN KOHDNKTA MHTEPECOB.
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Victor B. Fedorov,
Sergey G. Kharlamov, Alexey V. Fedorov

INTRODUCTION

In the contemporary world, the quality of images of
various objects is critical in many fields. These include
medical imaging, astronomy, earth remote sensing from
satellites, security monitoring, and video surveillance.
In order to meet the growing demand for high quality
images, researchers are challenged to improve image
reconstruction and processing techniques. One of the
main challenges involves the recovery of images that
have been distorted by uniform linear motion of the
object or camera, leading to linear blur and defocus.

The present work continues the authors’ earlier
study [1] to explore the issue of restoring a linearly
blurred or defocused image for a case where the blur
parameters are known. So far, this problem has been
the subject of many investigations. For example, the
theory of solving inverse non-correlated problems, which
includes the problem of image restoration, is the subject
of fundamental works [2-5]. The image restoration
problem is also specifically addressed in the fundamental
works [6—10] published in the period leading up to the
early 1990s. The state of the art in this field is described
in [11-15]. However, all the above studies are based on
point spread function (PSF) expressions that assume
that the pixel size is infinitesimally small. By contrast,
the present work derives PSF expressions that take
pixel size finiteness into account, which offers several
advantages. Firstly, considering the finiteness of the pixel
size allows for some improvement in recovery quality
when recovering images captured at the resolution limit
of the camera, where the pixel size cannot be considered
as negligibly small compared to the image details. This
is true for both linearly blurred and defocused image
reconstruction. In addition, the obtained PSF expressions
are continuously dependent on the blur parameters, which
allows easy adjustment of these parameters to the required
values within fractions of a pixel. In particular, the value
and direction of linear blur values can be easily selected.

The study aims to demonstrate the advantages of
the proposed discrete PSF model that accounts for the
finite pixel dimensions. The paper includes a rigorous
mathematical derivation of the specified PSF equations
and their comparison with traditional approaches. The
theoretical results are confirmed by numerical simulation
of the distortions under consideration and their
elimination by deconvolution using the A.N. Tikhonov
regularization.

1. THE 2D DISCRETE PSF WITH A LINEAR BLUR
OF THE IMAGE IN AN ARBITRARY DIRECTION

We consider a rectangular panel of light-sensitive
elements, which is an M x N pixel matrix. The pixels are
assumed to be square-shaped and to fill the entire panel

without gaps; let w be the pixel size. Each pixel is

assignedapairofindices(m,n), m€ 0,M —1; n€ O, N -1,
the pixel in the upper left corner of the panel having
indices (0, 0). We relate this panel to the Cartesian
coordinate system Oxy, with the origin in the upper
left corner of the panel, such that the center of the
pixel with indices (m, n) lies at the point with
coordinates (mw +w/2, nw+w/2). The Ox axis is vertically
down, while the Oy axis is vertically to the right.

Let the function p(x, y) define the luminance field of
the points of the panel generated by the light flux forming
the image at some instant of time 7. The function p(x, )
is logically independent of z. Then the luminance energy
accumulated by the pixel with indices (m, n) for the
exposure time T of the image moving relative to the
panel (focused flux) is equal to

glm,n] =
(m+)w  (n+hw 1
= [ ax [ ayfpCe—vCont y=v, (o
mw nw 0

where (v (x, y), vy(x, y)) are Cartesian components of the
velocity vector of the image point with coordinates (x, ).
So far, we have been considering the general case where
different pixels can have different velocities.

The 2D Kotelnikov interpolation series can be used
to represent the luminance field, as follows:

_ incl X —m lsinel 2 —
p(x,y)—z Zp[m,n]smc[w m]smc(w nj, (1)

meZ nel
where p[m, n] = p(mw, nw).

Substituting this expression into the integral, we
obtain the following:

q[k’l] = z Z hk,[[k_m5l_n]p[msn]a

meZ nel
where
th[ma"] =
p kw, Iw)t v, (kw,lw)t
= wzjsinc(m —u]sinc(n X ar=
0 w w
1
kw,l v (kw,Iw)t
= wztj.sinc(m —Vx(—W)Tthinc{n X T lar
0 w w

Here, it is taken into account that the velocity field
of the image motion within a pixel can be considered
almost constant and equal to its value in the upper left
corner of the pixel; in this case, the multiplier w?t is
considered equal to one.
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Under the assumption that the velocity field is
constant over the entire pixel matrix, the 2D convolution
is the following:

qlk,11= Y > hlm,n)plk —m,I—n], ()

meZ neZ

where the kernel of this convolution is defined by the
following equation:

1

H[m,n] = jsinc(m —ug)sinc(n—u Hdt,  (3)
0
where u, = v/w, u, = v v/w are the displacement

components in pixels for the exposure time.

With u, = u,= 0, we have h[m, n] = sinc(m)sinc(n) =
= §[n]d[m], as it should be.

The examples of the graphs of the discrete kernel
calculated by Eq. (3) are shown in Fig. 1.

In the general case, taking into account the finiteness
of the pixel matrix size, we have a 2D finite convolution:

min(m, K—1) min(n, L-1)

glmnl= Y >

k=0 /=0

Wk, plm—k,n=1], (4)

where meO,M —-1;ne0,N~1 and array p[:, :] is
assumed to be of size M x Nj array A[:, :] is of size K X L;
and array q[:, :] is of size (M + K) X (N + L).

In particular, when u, = 0 (no vertical displacement),

1
H[m,n] = S[m]jsinc(n —u,t)dt,
0

u,=20
u,=5

X

where 6[m] is a discrete delta function, i.e., in the absence
of the vertical velocity component, the 2D convolution
actually reduces to the 1D convolution with the kernel,
as follows:

1
h[n]= j sino(n — u,,)dt.
0

In this case, taking into account the finiteness of the
pixel matrix size, we get

min(k,M 1)

glkl= >,

m=0

h[m]plk —m],

where k€ O,M —1.

If we add the multiplier 1/w? to the right-hand side
of Eq. (3) and then proceed to the limit at w — 0, taking
into account that the kernel does not depend on the
integer indices m, n but on the corresponding continuous
variables x = mw, y = nw, we obtain the equation of the
following form:

1
h(x,y) = j 8(x = v, T)d(y — v, T)dt.
0

Although this equation is used in some literature
on optics (e.g., [16]), it is not suitable for direct
discretization in this form. It can only be discretized
by replacing the delta function it contains by a suitable
regular function; such a replacement by the scaled sinc
function leads back to Eq. (3). However, a slightly
different transformation procedure is also possible to
obtain an expression suitable for discretization:

=S

Fig. 1. Examples of graphs of the 2D discrete kernel of linear blur calculated by Eq. (3)
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h(x,y) = j Ly (OB(x = v, T)3(y = v, Tt)dlt =

where 1(0;1)()/) is the indicator function of the interval (0; 1).
Thus, given that the sinc function, when appropriately
scaled, plays the role of the Dirac delta function in the
space of functions with a finite frequency spectrum, we
obtain

. 1 Ve
h(x,y)= I(O;v T)(y)smc —|x——=y 1|
y w v
y

The scaling factor 1/w appearing in this substitution

is discarded for convenience. Then, assuming again

x = mw and y = nw, we obtain the discrete analogue of
the last equation, as follows:

hm,n]= huy[n]sinc{m—u—xn], 5)
Uy

V. T
where u, =LEN, huy[n] is the function of the
w

integer argument at the extreme values of the argument
n=0, u, equalto 1/2;atn=1,2, ..., u,— 1 equal to 1, and
at all other n equal to 0, that correspond to the quadrature
formula of trapezoids.

It should be noted that the value of the horizontal
blur u, in Eq. (5) is assumed to be a positive integer,
whereas this equation imposes no such restriction on the
value of the vertical component of the blur u ; u, can
take any real value in this equation.

In particular, if we set u . = 0 in (5), then considering
the identity sinc(m) = 8[m], we get h[m, n] = huy [n]8[m].
Since o[m] only differs from zero when m = 0, the
2D kernel h[m, n] is replaced by a 1D kernel, which is
most commonly used in the literature to describe
horizontal linear blur (e.g., [8, 14, 15]).

Equation (5) can be considered as an alternative to
Eq. (3). Like Eq. (3), it allows the recovery of a linearly
blurred image with arbitrary blur direction. However, in
contrast to Eq. (5), Eq. (3) removes the restrictions on
the values of the horizontal blur U, which can be any
real number in Eq. (3), as well as the value of the vertical
component of the blur u . Thus, the use of Eq. (3) offers
a number of advantages. First, considering the real value
of blur within a fraction of a pixel can increase the
resolution of details of the restored image when restoring
an image at the resolution limit, as shown in [1]. Second,
the discreteness of the parameter determining the value
of the horizontal blur can be an obstacle when applying

the discussed image restoration method as a basis for
solving the problem of adaptive deconvolution when the
direction and value of the blur are not precisely known.

2. THE 2D DISCRETE PSF
AT IMAGE DEFOCUSING

For simplicity, we consider a model where the image
is defocused according to the Gaussian law. Although
the Gaussian model is not usually used for high quality
optical systems such as telescopes and microscopes, it
can be used to demonstrate the method for constructing
a discrete PSF taking into account the finiteness of pixel
sizes. In addition, Gaussian defocus is typically used for
demonstration purposes only (e.g., [14]). If required, the
Gaussian function can be replaced by any other function,
e.g., the Airy function, which corresponds to the case
where diffraction is the only cause of defocusing. Here,
there are no fundamental restrictions.

Let the function p(x, y) be the intensity of the light
flux entering the aperture of the lens. Then, due to the
assumed defocus of this flux, the luminance field of
points on the light-sensitive panel is defined by the
convolution integral

2.,.2
+00 400 uz+v

1 Con(ow)?
xX,y)=——— x—u,y—v)e MW dydy,
q(x,y) (o) _{o _{O p(x—u,y=v)

forming the image during the exposure time 1, where
o is the parameter determining the degree of defocus and
w is the pixel size.

Substituting Eq. (1) into this integral, we get the
following:

1

q(x,y)ZT Z Z plm,n] x
2now meZ nel
+00 _ u2
x J. sinc(x “ —mje 262w? x
7

—00
+00 v2
. -V =5
x du _[ smc(y —nje 262w? dy
w

—00

Thus, assuming that x = wi, y = wk, k,l €Z, we
obtain the following:

gk 1) =2% S Y plmnlx

)
NG W™ 11eZ nel

+00 u2
. U\ — 535
X I s1nc[k—m——je 262w? du x
w
—00
+00 v2
. v —T5 5
X Jsmc(l—n——je 26%w? dy.
w
—00
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Going to the limit at w — 0 in the obtained formula,
given that sinc(x/w)/w — 3(x), we arrive at the discrete
convolution of the image p[m, n] with the traditional
kernel representing a Gaussian grid function. In fact,
the discrete convolution kernel traditionally used in this
problem is obtained in the limit, as follows:

2,2

me+n

1

2no

e 202

sy [m.n] =

However, without going to the limit, replacing
u/w and v/w in the last two integrals by u and v,
respectively, gives the following:

q(k,l)—
meZneZ
+00 _i
X j sinc(k—m—u)e 20 du x
—00
+o0 e
x Isinc(l—n—v)e 202 dy.
—00

Thus, similar to linear blur, we have a 2D discrete
convolution of the form (2), whereas in the case of

defocus, the corresponding kernel is separable, as
follows:
hlm, n] = h[m]h,[n], (6
where
+0 _u
hyk]= I sinc(k —u)e 20%du =(sinc * g)(k),
2
g(z)= e 202 , here, the asterisk stands for the

J_c

1D analogue convolution operation.

We consider the convolution f{z) = (sinc * g)(z).
According to the convolution theorem, the Fourier
transform of the function f{z) is the following:

F(v)= 10505 (v)e—21'c2(vc)2 ,

where it is taken into account that the Fourier image of
the function sinc(z) is an indicator function of the
interval (—0.5; 0.5), while the Fourier image of the

2
Gaussian function g(z) is the function —e —2(w)" o

T
verify the latter, recall that the Fourier image of the

e—m(z/M)? /g, e—m(v/1)?

function is the function

(in this case, A = \/ﬂc).

Since h,[k] is the Fourier original of the function F(v)
at the point z = k, we have the following:

0.5
hl[k]: I e—2(nvc)2ei2nvkdv:

-0.5
0.5

0.5

(7
e~2(mo)? cos(2mvk)dv.

The last equation is due to the fact that the imaginary
part of this integral should be zero. This can be verified
directly, since there will be an odd function in the imaginary
part under the integral. In the limit at ¢ — 0, we have
h,[k] = 3[k]. The graphs of the 1D kernel (7) for different
values of the parameter ¢ are shown in Fig. 2. It can be
seen that already at 6 = 1.0 the values of the kernel (7) are
practically indistinguishable from the limit values at w — 0.

3. DECONVOLUTION

We consider Eq. (4), which is a finite 2D linear (in each
dimension) discrete convolution. The equation is solved
using Discrete Fourier Transform (DFT; i.e., 2D DFT).
For this, the linear convolution under consideration should
first be represented as a cyclic convolution as follows:

glm,n] =
M+K-1N+L-1 ( )
> > HkNplm =)y (=D,
k=0 1=0

where (m—k)y, p,(n—10)y,; are modulo M + K
and modulo N + L residuals, respectively,

me0,(M +K —-1),ne0,(N+L-1), and all arrays are
assumed to be of equal size (M + K) x (N + L). This
requires adding M null rows and N null columns to the
array h[:, :], and K null rows and L null columns to the
array pl[:, :] (null rows and columns can be added, for
example, to the number of the last rows and columns).

Then, according to the discrete cyclic convolution
theorem, we get the following:

Q[m, n] = H{m, n]P[m, n], €))

where me0 (M+K D),ne0,(N+L-1); H[:;, :] =
=fit(al:, ), OL:, :1=fit(ql:, :]), P[:, :] = fit(p[:, :]) are the
2D DPFs of the correspondmg arrays.

The problem of reversing the convolution consists
in solving Eq. (8) with respect to the array p[:, :], given
the array ¢[:, :]. This task is known to be ill-conditioned,
i.e., very sensitive to errors in the original data, as
well as to noise. Therefore, it is not possible to use
the Eq. (9) directly for its solution; rather, it is necessary
to use special regularization methods [2—8]. We use the
A.N. Tikhonov regularization method, which considers
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Fig. 2. Examples of 1D kernel graphs (normalized to the maximum) corresponding to the Gaussian defocus;
the dashed line shows the plots of the Gaussian curves giving the kernel limits at w— 0

the reciprocal formula with a regularization term instead
of directly reversing Eq. (9), as follows:

H[m,n]

A = P + oy

Qlm,n], (10)

where o > 0 is the regularization parameter to choose
for maximum restored image quality (¢ = 0 means
no regularization), R[:, :] is an array corresponding
to a chosen regularization function, and s > 0 is the
regularization order. In each case, the regularization
function and order are chosen individually.

For example, the regularizing array R[:, :] can be
calculated as follows:

R[m, n] = R [m] + R,[n], (11)
where
Rl[m]z
2
m
n( ) s me0,(M+K)/2-1,
_ M+ K
RM+K[m—M+K} me(M+K)/ 2—1,(M+K)—1,

Ry[n]=
" 2
n( j R ne0,(N+L1)/2-1,
N+L
RN+L[n—N+L}, ne(N+L)/2-L(N+L)—1

(if one of the numbers here, M + K or N + L, is odd, then
dividing that number by 2 means the integer part of such
a division), or as follows:

R[:, ;] =ft(A[:, 1)), (12)
where A[:, :] is some difference approximation of the
2D Laplace differential operator (expanded to a matrix
of the desired size with zero rows and columns). The
regularization order s is usually chosen low: s =0, 1, 2.

It should be noted that, since we are always restoring
an image of finite size, the so-called “edge effect” is
inevitable. This is due to the fact that the real image to be
restored does not have edges with smoothly decreasing
brightness, which are always obtained when modeling
a blurred or defocused image (when blurring an image
of finite size). Therefore, when modeling such an image,
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the smoothly decreasing edges should first be cut off in
order to make the image resemble reality. Additionally,
prior to reconstruction, its edges should be restored or
smoothed in some way. Otherwise, the reconstructed
image may contain strong artefacts in the form of the
so-called Gibbs effect.

4. MODELING RESULTS

The original image used to model the defocused
image, the resulting defocused image and the result of
restoring it using the kernel that considers finite pixel
sizes are shown in Fig. 3. The image with the larger pixel
size is shown in Fig. 4. The results of deconvolution
using two different PSFs are shown in Fig. 5, where the
first does not consider pixel size finiteness (Fig. Sa),
while the second does (Fig. 5b). The Gaussian defocus
parameter is chosen such that there are noticeable
differences between the graphs of the two PSFs.
Comparing the results shown in Fig. 5, it is clear that the
PSF taking into account the finiteness of the pixel size
produces a significantly sharper image.

A similar result is shown in Fig. 6, which shows the
reconstruction of the image linearly blurred in a given
direction (6 pixels horizontally and 2 pixels vertically)
using a kernel that accounts for the finiteness of the
pixel size. A series of reconstructed images of different
images with different errors in the parameters of the
reconstruction kernel that determine the estimated blur
vector is shown in Fig. 7. Here, the error values are
25%, 12.5%, 6%, and 0% of the true blur components.
It can be seen that, firstly, there may exist situations
where error values, even when expressed in fractions of
pixels, can significantly worsen the result of the image
restoration. Secondly, a successive monotonic reduction
of'the error values provides a monotonic improvement in
image quality. This suggests the possibility of optimizing
the parameters of the kernel used to solve the adaptive
deconvolution problem.

Fig. 3. Reference image and its Gaussian
defocus at o = 2 along with the result
of the convolution
with the regularization parameter a = 107
and the regularization order s = 1

Fig. 4. Reference image (double grain size compared to Fig. 3) and its Gaussian defocus at 0 = 0.4
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Fig. 5. Convolution results of the defocused image
from Fig. 4 with regularization parameter a=107°
and regularization order s = 1

Fig. 7. Reconstruction results of the linearly blurred
image from Fig. 6 with successively decreasing error
of blur parameters, regularization parameter a= 1073,
and regularization order s = 1

CONCLUSIONS

The numerical modeling demonstrates the good
performance of the proposed method offering the
following advantages. Firstly, by taking into account the
finiteness of the pixel size—or more precisely, taking into
account the blur parameters within a fraction of a pixel—

Fig. 6. Reference image, its linear blur, and the result the resolution of the image details can be improved
of its restoration with regularization parameter a = 1073 when the pixel size limit is reached. Importantly, this
and regularization order s = 1 is achieved without image interpolation. Secondly, the
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resulting convolution kernel equation for the linear blur
makes it possible to recover the image blurred at any
angle, not only horizontally. This does not require any
prior image rotation to reduce the problem to restoring
the horizontally blurred image. In this case, the blur
values can be quite high, for example several tens of
pixels. Thirdly, since the equation permits the use of blur
parameters that are not necessarily expressed in terms of
the integer number of pixels, a convenient opportunity

arises to use it in solving the adaptive deconvolution
problem, where its continuous dependence on both blur
parameters may be required.
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