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Abstract

Objectives. The article substantiates the relevance of automatic docking of autonomous mobile robots. Specific
examples show that the implementation of the automatic docking functions of autonomous robots reveals the
potential for creating multi-agent systems with a transformable structure. The aim of the work is to develop means
for automatic docking of autonomous mobile robots in complex scenarios and an uncertain environment.
Methods. The proposed approachtoautomatingautonomous mobile robotdockingisreduced to a modification ofthe
counter-growth rapidly-exploring random tree (RRT) method. It is based on the parallel execution of a decentralized
route planning algorithm with mutual coordination of distributed computing processes. The effectiveness of the
complex of algorithmic and software tools developed was evaluated using computer and natural simulation methods.
The final series of full-scale experiments was carried out on the example of JetBot Al kit Nvidia platforms for automatic
docking of autonomous robots. This was performed using the means and methods of intelligent control, visual
navigation, technical vision and wireless network communication.

Results. The study analyzed the features of automatic docking as one of the tasks of group control of autonomous
robots. This is part of multi-agent systems, capable of reconfiguring structures for purposeful changes to the existing
set of functional properties and application possibilities. The study also proposes a decentralized modification of the
counter-growth RRT method. This allows the movements of autonomous mobile robots in the course of their mutual
approach and subsequent docking to be planned. A set of software-algorithmic tools was developed to automate
the docking of autonomous robots. A series of model and full-scale experiments were carried out to confirm the
effectiveness of the approach developed herein.

Conclusions. The modification presented herein of the counter-growth RRT method, traditionally used for planning
the movements of manipulators and mobile platforms, is complementary to the tasks it resolves. This enables the
docking of autonomous robots to be automated. The results obtained open up the potential for universal schedulers
with extended functionality for autonomous robot control systems to be designed.

Keywords: autonomous robot, intelligent control, group control, multi-agent robotic system, automatic docking,
counter-growth RRT method
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HAYYHAA CTATbA

ABTOMATH3a1IMsl CTBIKOBKH ABTOHOMHBIX MOOMJILHBIX
POOOTOB HA OCHOBE PAa3BUTHS METOAA MOUCKOBBIX
CJIy4YaAHHBIX JIePEeBbEB CO BCTPEYHBIM POCTOM

B.B. Flony6os @,
C.B. MaHbKkO

MUP3A — Poccuiickunii TexHosorndeckuii yamsepceutet, Mocksa, 119454 Poccus
@ AsTOpP AN nepenvcku, e-mail: golubov@mirea.ru

Pesiome

Llenu. B ctatbe 060CHOBaHa akTyaslbHOCTb 3a4a41 aBTOMATUYECKOM CThIKOBKM @BTOHOMHbIX MOBOU/TbHBLIX POOOTOB.
Ha KOHKpEeTHbIX NprMepax noka3aHo, YTo peanmsaumns GYHKLMA aBTOMATUYECKOM CTbIKOBKM aBTOHOMHbIX POOOTOB
OTKPbIBAET MEPCNEeKTMBbl CO30aHNSA MHOrOareHTHbIX CUCTEM C TpaHCHOPMUPYEMON CTPYKTYypoli. Llenbio paboTbl
aBnseTcs pa3paboTka cpeacTB aBTOMATUYECKOM CThIKOBKM @BTOHOMHbIX MOOUIIbHbLIX PO60TOB, PYHKLMOHMPYIOLLMX
B YCJIOBUSIX CJIOXKHbIX CLLEH M HEOMpPeaeNeHHOCTM OKpy>XKatoLein 06CTaHOBKU.

MeTopabl. lNpeanaraembiii N0gX04 K aBTOMATU3aLMN CThIKOBKM @BTOHOMHbIX MOOUIIbHBIX POOOTOB CBOAUTCS K MOAM-
dunkaumm MeToaa NOMCKOBbLIX CIyYanHbIX AEPEBLEB CO BCTPEYHLIM POCTOM Ha OCHOBE NMapasnfiefibHOro BbIMOJIHEHUS
LELEeHTPanM30BaHHOMO anropntMma naaHMpoOBaHMSA MapLUPYTOB C B3aMMHOM KOOpAuHaLMen NpoLLeCcCOB pacnpene-
JIEHHbIX BbluMcneHnin. OueHka 3 eKTUBHOCTN pa3paboTaHHOro KOMMeKca anropuTMMUYEcKUX 1 NPOrpaMmMHbIX
CPEeLCTB OCYLLECTBASANACH C MOMOLLbIO METOA0B KOMIMbIOTEPHOIO M HATYPHOIrO MOAENMPOBaHUS. 3akiounTebHas
cepus HaTypHbIX 3KCMEPUMEHTOB NMPOBOAMIIACH HA NPUMEpPE aBTOMATUHECKOM CTbIKOBKM @aBTOHOMHbIX POOOTOTEX-
Huyeckux nnatdopm «JetBot Al kit Nvidia», BbiInonHIEMOM C npuBie4eHNEM CPEeACTB U METOA0B MHTENEKTYa/lbHOro
ynpaBJieH1s, BU3yasibHOM HaBUraumm, TEXHUYECKOr0 3peHns N 6eCNPOBOOHOM CETEBOW CBA3N.

PesynbTaTthl. [1poBeaeH aHanMa ocobEeHHOCTEN aBTOMATUYECKOM CTbIKOBKM, Kak OOHOM M3 3afady rpynnoBOro
ynpaBfieHUs aBTOHOMHbIMWU POBOTaMKM B COCTABE MHOIOAreHTHbIX CUCTEM, CNOCOBHbIX PEKOHPUIYPUPOBAThL CBOKO
CTPYKTYPY 419 LieNIeHanpaBfieHHOro M3MEeHeHNs MMetoLL,erocs Habopa GYyHKLUMOHAsbHbLIX CBOMCTB 1 BO3MOXHOCTENM
NPUKNALHOro NpuMeHeHus. NpepnoxeHa AeLeHTpanmM3oBaHHas Mogndukaums MetTona NnoucKOBbIX Cy4anHbIX ae-
pEBbLEB CO BCTPEYHLIM POCTOM, MO3BOJISOWAa 00ecneynTb N1aHMpPoBaHME NepeMeLL,EeHNii aBBTOHOMHbIX MOBWIb-
HbIX POOGOTOB MO X04Y NX B3aMMHOIo CONMXKEHUS 1 NocneayoLen CTelkoBkU. Pa3zpaboTaH KOMMIEKC NPorpaMMHO-
aNropuTMUYECKMX CPEACTB aBTOMATU3aLMN CTbIKOBKM aBTOHOMHbLIX pPOOOTOB. [poBeneHbl Cepun MOOENbHbIX
1 HaTYPHbIX 9KCMEPUMEHTOB, NOATBEPANBLUNX 9P DEKTUBHOCTL Pa3BMBAEMOIrO Noaxoaa.

BbiBoabl. [MpeacrasneHHas mogndunkauma MeTona noUCKOBbIX Cy4anHbIX 4ePEBbEB CO BCTPEYHLIM POCTOM, Tpa-
OVUMOHHO NMPUMEHSEMOro AS MAaHNPOBAHUS NepPeMELLEHNN MaHUNYAATOPOB M NOABMXHbIX NaaTtdopm, A0MoJ-
HSIET COCTaB peLLaeMblxX UM 3aJad, No3BoJsAS 06ecneymTb aBTOMaTMU3aLUMI0 CTLIKOBKM @aBTOHOMHbIX po0O0TOB. lMo-
Jly4EeHHbIE pe3ynbTaTbl OTKPbLIBAOT MEPCNEKTUBbI CO34aHNSA YHUBEPCA/IbHbIX MIAHMPOBLUMKOB C PaCLUMPEHHBLIM
DYHKUMOHANOM AJ151 CUCTEM YNPaBAeHUs aBTOHOMHbIMU po6oTamu.

KnioveBble crioBa: aBTOHOMHbI POOOT, UHTENIEKTYaIbHOE YNpaB/ieHMe, rpynnoBoe ynpaBiieHe, MHOroareHT-
Hasi poboTOTEXHNYECKAs CUCTEMA, aBTOMaTUYeCcKasi CTbIKOBKa, METOZ, MOUCKOBbIX CTy4aiHbIX EPEBLEB CO BCTPEYHbIM
poCTOM
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Mpo3spayHocTb pMHAHCOBOW AEATENIbHOCTU: ABTOPbI HE UMEIOT PMHAHCOBOM 3aMHTEPECOBAHHOCTU B NMPEACTaB/IEH-

HbIX MaTepunanax nan metoaax.

ABTOpPbI 3a9BASIOT 06 OTCYTCTBUM KOHMIMKTA MHTEPECOB.

INTRODUCTION

Modern examples of semi-automatic and autonomous
robots must have a set of capabilities consisting of:
analyzing received information; evaluating the situation
at the current moment of time; and planning actions with
subsequent implementation in accordance with specified
quality criteria.

The specific character of group control of robots
within a joint grouping requires mutual coordination.
This includes motion planning and routing. The analysis
of'the specific features of these tasks, taking into account
admissible formulations, is an extremely important
issue. It is this issue which largely predetermines the
choice of suitable algorithmic solutions.

FEATURES OF AUTOMATIC DOCKING
AS A TASK OF GROUP CONTROL
OF AUTONOMOUS ROBOTS

In a wide range of tasks for group control of robots,
automatic docking can also be considered typical
for certain application domains [1]. An illustrative

example of this can be seen in the high-precision
movement of elements of large-sized structures using
KUKAomniMove (KUKAAG, Germany) robotic
transportation platforms (Fig. 1). Such platforms are
used in the aviation and machine-building industries
in the assembly of airplane bodies, high-speed trains,
and other large-sized products. KUKAomniMove is
a multi-wheeled robotic platform capable of operating
in remote or semi-automatic control. When required,
robotic transportation platforms of this type, equipped
with special interface devices, can dock with each
other under operator control to transport objects of the
appropriate weight and size.

In the case of robots with a transformable structure,
the automatic docking of mechatronic-modular elements
with autonomous mobility is a composite step, resulting
in the synthesis of a new configuration, as shown in
Fig. 2 [2-6].

Automatic docking operations can in general be
characterized in terms of the complexity of an a priori
unknown environment. This environment is determined
by the following factors: significant initial distance
of robots from each other; lack of mutual visibility

(d)

Fig. 1. KUKAomniMove (KUKAAG, Germany) robotic transportation platform: general view of the platform
and the manual remote control (a); docking facilities (b); robotic transportation platforms in the docked state (c);
transportation of large-sized products (d)
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Fig. 2. Reconfigurable mechatronic-modular robot SMORES (UPenn, USA): autonomous mechatronic module (a);
automatic docking of modules (b); synthesized structure (c)

conditions; and the possible presence of obstacles. The
detection range of obstacles is limited by the parameters
of information-measuring devices. In cases when both
robots play an active role in automatic docking, the
formulation of the problem is also of special interest and
complexity. One promising approach to the creation of
special tools, designed to manage automatic docking
functions of autonomous robots as part of the software
and algorithmic support of their control systems, is the
development and decentralization of the counter growth
rapidly exploring random trees method: RRT-Connect.

DEVELOPMENT OF THE COUNTER GROWTH
RAPIDLY EXPLORING RANDOM TREES
(RRT) METHOD FOR THE AUTOMATION OF
AUTONOMOUS MOBILE ROBOT DOCKING

The main feature of the RRT family methods is an
original approach to the robot motion planning based on
the construction of the tree-like models of changes in its
admissible states [7, 8].

If in the classical version of the RRT method,
the tree synthesis is performed from the point of the
robot’s initial state until reaching a given target state,
then the RRT-Connect version assumes that both the
initial and target points of the route are the root nodes
of tree structures. The process of tree formation is thus
completed at the moment of the first mutual interlocking
of the generated branches [9]. The RRT-Connect counter
growth (rapidly exploring random trees) method [10],
focuses on resolving route construction between two
points. It can thus serve as an effective tool for planning
the movements of autonomous mobile robots of different
structures [11] in the course of their mutual convergence
and automatic docking [12—14].

The application of the RRT-Connect method in
resolving the automation of docking of autonomous
mobile robots requires its modification in accordance
with requirements regulating the introduction of
necessary changes and additions, as follows:

e decentralization of the computational procedure with
division into parallel processes of tree generation

with counter-growth according to a single algorithm

for both participants of the docking operation;

e coordination of processes performed at the level of
mutual exchange of data on the current configuration
of formed trees and observed constraints;

e initialization of root nodes of synthesized trees at
the points of initial location of the robots before the
start of their docking operation with reference to
a common coordinate system;

¢ simultaneous completion of tree generation processes
at the first mutual interlocking of branches.

Figure 3 shows a generalized block diagram
of the algorithm which implements a decentralized
modification of the counter growth RRT-Connect method
for robot motion planning during automatic docking. The
software implementation of the algorithm must enable
the constructed tree and the entire route network to be
reinitialized for transformation when detecting obstacles
as the robot moves along the previously laid path.

The basic ability of automatic docking of autonomous
robots in an obstacle-laden environment based on the
decentralized modification of the RRT-Connect method is
confirmed by the results of complex computer simulation.
Fragments are shown in Fig. 4.

EXPERIMENTAL TESTING
OF SOFTWARE-ALGORITHMIC RESOURCES
FOR AUTOMATION OF THE AUTONOMOUS
MOBILE ROBOTS DOCKING BASED
ON THE DECENTRALIZED MODIFICATION
OF THE RRT-CONNECT METHOD

A series of in situ experiments at a specialized
laboratory test site was carried out, in order to assess
the practical feasibility of an approach based on the
application of a decentralized modification of the
counter growth RRT-Connect to automate the docking
of the autonomous mobile robots. A general view of
the research site is shown in Fig. 5a. It was designed to
debug and verify the means and methods of intelligent
and group control of autonomous mobile objects. It uses
a large fleet of mobile robotic platforms such as Jetson
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Initialization of the initial
configuration (node/tree)
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number of iterations

Data exchange on the current tree
configuration and tree growth constraints
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Generation of a new conflict-free branch

4

Update of the current configuration of both
trees and the attempt to merge them

Tree
merging

A

Yes [€
A

Data transfer and storage

Y

End

Fig. 3. Generalized block diagram of an algorithm
implementing a decentralized modification
of the RRT-Connect method for robot motion planning
during automatic docking

Nano JetBot Al kit Nvidia (NVIDIA and Waveshare,
USA)!, network equipment for maintaining wireless
communication channels and external surveillance
cameras for monitoring the working environment and
resolving visual navigation tasks.

The JetBot Al kit Nvidia Mobile robotics platform
is shown in Fig. 5b). It has a wide range of potential
capabilities and is equipped with a Jetson Nano
(NVIDIA, Waveshare, USA) high-performance
microcomputer, a small video camera (and, if necessary,
other information-measuring means), a wireless network
communication device, and an autonomous power
supply based on rechargeable batteries.

I https://www.waveshare.com/jetbot-ai-kit.htm. Accessed
January 15, 2022.
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(c)

Fig. 4. Computer simulation of automatic docking
of autonomous robots in an obstacle-ridden environment
based on decentralized modification of the counter
growth rapidly exploring random trees method
RRT-Connect

(b)

Fig. 5. Specialized laboratory testing site for debugging
and verification of tools and methods of intellectual and
group control of mobile objects (a) based on Jetson
Nano JetBot Al kit Nvidia autonomous mobile robotics
platforms (b)

The generalized structure of the set of software-
algorithmic tools for automatic docking of the
autonomous robots is shown in Fig. 6 and includes:

e motion planning subsystem based on a decentralized
version of the RRT-Connect method;

e navigation subsystem to determine the current
coordinates and orientation of the robot;

e sub-system for obstacle detection and mapping
subsystem based on on-board camera image
processing;

Russian Technological Journal. 2024;12(1):7-14
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e wireless network communication subsystem for
mutual data exchange with the second docking
participant;

e motion control subsystem, which ensures movement
of the robot along the formed route.

The principles of the navigation subsystem
construction are based on the image processing from
external surveillance cameras with recognition and
localization of ArUco-labels [ 15] used for robot marking,
as shown in Fig. 7.

The requisite information interaction of autonomous
robots at all stages of planning and implementation of
their automatic docking is achieved in accordance with
the standards of Wi-Fi-technology of wireless network
communication using the user datagram protocol.

The motion planning subsystem is based on the
decentralized version of the counter growth rapidly
exploring random trees method RRT-Connect. It forms
a route network for building the trajectory of the robot’s
convergence with the second docking participant.
Mutually directed tree growth, simultaneously generated
by the planners of both robots, is coordinated through
wireless network communication channels with the
exchange of necessary data sets.

Navigation
subsystem

The composition of the information transmitted
reflects the current configuration of trees, as well as
the location of obstacles observed by the subsystem
for their detection and mapping. At the same time,
the areas outside the coverage area of the external
situation sensory control means are considered free of
obstacles.

The end of the planning stage at the moment of the
first interlocking of the branches of the synthesized
trees determines the transition to the next stage of the
automatic docking of the autonomous robots. This is
associated with the control of their movement along
the routes formed towards the proposed meeting
point.

When previously unobserved obstacles are detected,
the robot movement is suspended. The resumption of
schedulers and restart of route construction procedures
are based on a decentralized modification of the counter
growth RRT-Connect method.

Secondary initialization of the scheduler requires
the iterative implementation of the following
actions:

e re-initialization of the route tree, checking the
conditions of compliance with new constraints for

From the on-board
video camera

l

Obstacle
detection
and mapping
subsystem

Motion planning subsystem
(based on the decentralized version of RRT-Connect)

A

\ 4

Data exchange

with the second —— - Wireless communication
docking
participant

P A

subsystem

Y

Motion control
subsystem

Fig. 6. Generalized structure of the on-board set of software-algorithmic means
for the automatic docking of autonomous mobile robots

(b)

(d)
Fig. 7. Fragments of a full-scale experiment on emulation of automatic docking of the autonomous mobile robots
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intersection of its branches with the boundaries of

detected obstacles;

e removing all branches of the tree which do not
satisfy the check conditions;

e removing branches that have lost connection with
the root vertex as a result of the previous step;

o if the integrity of the path to the rendezvous point
with the second robot is broken, the process of
generating the reconstructed tree is resumed
before the route to the new meeting point is
established;

e transition to the motion continuation phase.

The workability and efficiency of autonomous
robots automatic docking based on the decentralized
modification of the counter growth RRT-Connect
method are confirmed by the results of full-scale
experiments, fragments of which are presented in
Fig. 7.

CONCLUSIONS

An analysis of Russian and foreign literature shows
that the emphasis placed on the development of the
rapidly exploring random trees method is due to the
wide possibilities of its application in resolving motion
planning problems of both mobile and manipulation
robots. These include robotic systems with an onboard
manipulator (including those with a redundant or
reconfigurable structure) on a transport platform.
The modification presented herein of the method
complements the composition of problems resolved by it.
It also allows us to enable the automation of docking of
autonomous robots. The results obtained open potential
for the creation of universal schedulers with extended
functionality for control systems of autonomous robots.
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Abstract

Objectives. Defects in the form of layering may occur during lamination in the production of multilayer printed circuit
boards (MPCB). These defects cannot be detected by optical and electrical methods of output control. However,
they can lead to breaches of the mechanical mode of operation and failures while running radioelectronic devices.
In order to detect such defects, the acoustic emission (AE) method is proposed. This is based on the occurrence and
propagation of acoustic waves in MPCBs caused by the presence of defects. The aim of this study is to investigate
the possibility of using the AE method to detect defects in multilayer printed circuit boards. These defects can occur,
in particular, in the lamination process.

Methods. A mechanical processes modeling program (for research on the MPCB model) and various samples
of two-layer printed circuit boards with pre-introduced defects (for experimental studies) were used to study the
propagation of acoustic signals in the MPCB in the presence of defects. A solenoid mounted on the MPCB was used
as a source of acoustic signals, while a piezoelectric sensor was used to receive signals. Data processing was carried
out by comparing AE signals obtained for a serviceable MPCB sample and for MPCB samples with defects.
Results. Simulation of the acoustic signal propagation in MPCBs in serviceable and faulty (with a rectangular defect
in the form of delamination) states was carried out to show the difference in the received signals at the sensor
installation point. Experimental studies were also conducted to examine the AE method applicability for detecting
defects of various sizes and quantities.

Conclusions. The studies demonstrated that the AE method allows the presence of defects in MPCB occurring
during the lamination process to be detected effectively and reliably. This study proposes a new approach
to non-destructive testing of MPCB using the AE method. This method significantly increases the reliability of MPCBs
and the efficiency of their production processes.

Keywords: acoustic emission, multilayer printed circuit board, defect detection, delamination, non-destructive
testing
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nJjiare MeToa0M aKyCTHYEeCKON IMUCCUU
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Pe3iome

Llenu. MNpu npon3sBoacTBE MHOFOCNOMHbIX NeYaTHbIx niaat (MIM1) B npouecce naMMHUPOBAHUS B HUX MOTYT BO3HU-
kaTb fedekTbl B BUAE paccnoeHnin. OHM He 0OHaPYXMBAKOTCS ONTUYECKMMU U 3NIEKTPUYECKMMN METOAAMN BbIXOL-
HOrO KOHTPOJIS, HO B MpoLecce aKcrnyaTtaumm pagnoanekTPOHHOro CpeacTBa MOryT Bbi3BaTb HAPYLLEHWST MEXaHW-
4yeckoro pexuma paboTbl U NPUBECTU K 0TKa3aM. [1ns obHapyxXeHus Takux AedekToB NpeanaraeTcs Ucrnosib3oBaTb
MeTO[, akyCTM4eckon ammccum (AD), OCHOBAHHbIN Ha BO3HUKHOBEHUM U PACAPOCTPAHEHUN aKyCTUHYECKUX BOJIH
B MIM, BbI3BaHHbIX Hann4mMem gedexkTos. Llenbio AaHHOro nccnefoBaHus SBASETCA U3yHeHEe BO3MOXHOCTU UC-
nosib3oBaHusa metoaa AD ans obHapyxeHus aedektos MMM, BO3HMKAOLLMX, B YaCTHOCTH, B MPOLECCE NaMUHMPO-
BaHWS.

MeTopabl. [1na nccnefoBaHus pacnpocTpaHeHms akycTudeckux curHanos B MMM npu Hannyuum gedekToB UCMOob-
30BasIMCb NPOrpaMma MOAENMPOBAHMS MEXaHNYECKMX MPOLLECCOB (159 nccneposaHusa Ha moaenuv MIMM) n pasnuy-
Hble 06pasLbl ABYXCNOMHbIX NeYaTHbIX NaT C 3apaHee BHECEHHbIMU AedekTaMm (AN 9KCNepUMEHTasIbHbIX MCChe-
[0BaHuin). B kayeCcTBe MCTOYHMKA aKyCTUHECKUX CUMHAIOB UCMONb30BasICA CONEHOMT, YCTAHOBAEHHbIN Ha MM,
a s npuemMa CUrHanoB — Nbe30asiekTpuyeckunii gatink. O6paboTka AaHHbIX MPOBOAMIACE NYTEM CPaBHEHUSI CUT-
HanoB AD, Nony4YeHHbIX Ans ncnpasHoro obpasua MMM n ana o6pasuos MMM ¢ pedektamu.

PesynbTarsl. [[poBeaeHO MOAENMpoOBaHne PacnpoCTPaHEHMS akyCTU4eckoro curHana 8 MMM B ncnpaBsHom u He-
MCNPaBHOM (C NPAMOYroibHbIM AedEKTOM B BUAE PACCAOEHUS) COCTOSIHUSX, KOTOPOE NoKasano pasnvyne nosy-
YEHHbIX CUIHANOB B TOYKE YCTAHOBKM AaTymka. Takxke Obliv NPOBEAEHbI SKCMNEPUMEHTaSIbHbIE UCCEL0BAHMS C Le-
JIbI0 N3y4eHUs1 NPUMEHUMOCTU MeToaa AD ons BbigBNeHUS AedEeKTOB pa3nn4yHOro paaMmepa 1 Koan4ecTsa.
BbiBoAbl. VlccnenoBaHus nokasanum, 4to meton AD no3BosisieT A0CTaTO4YHO 9D PEKTMBHO 1 AOCTOBEPHO 0OHAPYXM-
BaTb Hann4me gedektos B MII1, BO3HMKAIOLLMX B NPOLLECCE NTaMUHUPOBaHVS. B gaHHOM nccnepoBsaHum npeanara-
€TCS HOBbIN MOAXon, K HepaspyLliatowemy KoHTpoato MMM ¢ ncnonb3osaHmem metoga A3, KOTOPbIN MOXET 3Ha4YN-
TEsbHO MOBLICUTb HaAexXHOCTb MMM n adpdeKTNBHOCTb MPOLLECCOB NX MPON3BOACTBA.

Kniouesble cnoea: akKyCcTn4yeckasa amMmmccua, MHOrocCoHas ne4yaTtHasa nnara, 06Hapy>KeH|/1e nedekToB, paccnoe-

HWe, HepaspyLualLWuii KOHTPOb
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npO3pa'~lHOCTb d)l/lHaHCOBOVI AeaTesibHOCTU: ABTOpr HEe UMeloT q3|/|HaHCOBOI7I 3anHTEepPeCcoBaHHOCTW B nNpeacTaB/ieH-

HbIX MaTepunanax nin MmetTogax.

ABTOpPbI 3a9BASIOT 06 OTCYTCTBUM KOHMIMKTA MHTEPECOB.

INTRODUCTION

Multilayer printed circuit boards (MPCBs) are
an important component in many electronic devices.
As such, their quality control is critical to ensure the
reliability and functionality of the devices. One of
the most important steps in MPCB production is the
lamination process. This involves joining multiple
layers of copper-clad dielectric material, in order
to form a multilayer board!. Laminating is prone
to defects such as delamination, cracks, and voids
which can degrade the PCB electrical and mechanical
properties.

A variety of non-destructive testing methods such
as X-ray inspection, optical microscopy, and ultrasonic
inspection have been developed to detect defects in
MPCBs. However, these methods have limitations in
terms of cost, time, and accuracy. The non-destructive
acoustic emission (AE) method has attracted increasing
attention in recent years due to its high sensitivity,
real-time monitoring capability and non-contact defect
detection capability?.

Acoustic emission is a phenomenon associated with
the generation of elastic waves as a result of a sudden
and localized energy release within the material [1].
The AE waves can be captured and analyzed, in order
to obtain information about the location, magnitude, and
type of defect in MPCB material. Using the AE method
for detecting defects in MPCB has been investigated by
scientists and experts [2—4].

This study considers the possibility of applying
the AE method to detect defects occurring in MPCB
lamination process. A solenoid is used as a source for
generating AE signals, and a piezoelectric plate is used
as a sensor for capturing signals. The signals obtained
for the defective and serviceable MPCBs are compared,
in order to evaluate the efficiency of the AE method for
detecting defects.

1 Pokrovskaya M.V., Popova T.A. Materials and
structural elements of the REM. Textbook. Part 1: Material
science and structural materials. Moscow: RTU MIREA;
2021. 200 p. (in Russ.).

2 Nosov V.V.,, Yamilova A.R. Acoustic emission method.
Textbook. St. Petersburg: Lan; 2022. 304 p. (in Russ.).

The aim of the study was to develop a non-destructive
testing method for detecting defects in MPCB occurring
during the lamination process. This can significantly
improve the reliability and efficiency of MPCB
production. The work investigates whether the AE
method can effectively detect defects in MPCB which
may be formed during the lamination process. If this is
so, then what are the advantages and limitations of this
method compared to other existing ones.

LITERATURE REVIEW

Several studies have investigated the use of AE
method for detecting defects in PCBs. Zhao et al. (2015)
used the AE method for detecting defects in PCB during
the hole drilling process [5]. It was discovered that AE
signals can be used to distinguish between different
types of defects such as incomplete hole, burr, and
breakthrough. Liu et al. (2018) developed a method for
detecting delamination in MPCB using AE [6]. This
method used a pencil lead breakage as an AE source
and a piezoelectric transducer as a sensor for detecting
AE signals. The result showed that AE signals can be
used to detect the presence and location of delamination
in MPCBs.

Chen et al. (2020) investigated the use of AE
method for detecting defects in flexible PCB [7]. For this
purpose, a piezoelectric sensor was used to detect AE
signals generated by needle puncture of a flexible PCB.
It was found that AE signals can be used to determine the
location and severity of the defect and that this method is
sensitive to defects as small as 0.5 mm.

Although previous studies have shown the potential
of the AE method for detecting defects in PCB, there
are still problems in its implementation in diagnostic
practice. One of the problems is the need to use complex
algorithms for processing and analyzing different types
of signals and noise [8, 9]. Another problem is the
selection and optimization of the AE source and AE
sensor placement which can affect the sensitivity and
accuracy of the method [10].

Despite these problems, the AE method for detecting
defects in MPCBs has significant advantages. The AE
method is a non-destructive and non-contact method
which can be performed in real time without the need
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for expensive equipment’ [11, 12]. The AE signals
can provide information about the location and type of
defect, allowing the root cause of the faulty state to be
identified and the quality control of MPCB production to
be improved [13-15].

MODELING OF ACOUSTIC SIGNAL
PROPAGATION IN MPCB

Initial data for modeling

In order to verify the effectiveness of the analytical
simulation, 4BAQUS* software was used for the
numerical analysis of the accuracy of the piezoelectric
sensor response in the MPCB model. Plate modeling
MPCB is made of FR 4 foil-coated fiberglass (WAVGAT
authorization store, China) having 0.2 x 0.15 x 0.0015 m
in size. The characteristics of FR 4 material are presented
in Table 1.

Table 1. Material parameters of the studied MPCB

. Density, Elastic . .
Material i T Poisson ratio
FR 4 1850 24 0.136

Transient excitation is required to model the defect
effect on the AE signal propagation. In this paper, AE
signal is excited using the time dependence function
for excitation force F(f) (Fig. 1) [15] represented
mathematically as follows:

Foo (t/te ) t<t,,
F(t)=1{F, . (2—t0),t, <t<2,
0, 1221,

where ¢, is the time of achieving the maximum value of
excitation force ..

1.00 r T — T

Z0.80) =
$0.60}
£0.40| e S
Zo.20!

0.00 . .

0.0 1.0 2.0 3.0 4.0

Y
5.0 [x1.E-6]

Time, s

Fig. 1. Function F(t)

3 Sych T.V. The perfection of the acoustic-emission control
technology based on the finite-element analysis of the acoustic path.
Diss. Cand. Sci. (Eng.). Moscow: SGUPS; 2016. 149 p. (in Russ.).

4 https://www.3ds.com/products-services/simulia/products/
abaqus/. Accessed August 30, 2023.

The schematic diagram of the sensor and AE signal
source arrangement as well as the model in the ABAQUS
software are shown in Fig. 2.

- 0.15m
: : A
.
 AE source :
i ; 0.2m
v4 i f
: Sensori
> H v
0 X

(a) ()

Fig. 2. The schematic diagram of the sensor
and AE signal source arrangement (a) and the model
in the ABAQUS software (b)

In order to model the presence of a delamination
defect in the MPCB sample, a rectangular area 3 x 3.7 cm
was created in the ABAQUS software. The MPCB model
with a rectangular defect is shown in Fig. 3.

Fig. 3. The MPCB model with rectangular defect
of 3% 3.7 cmin size

The simulation studies wave propagation and piezo
sensor response to AE signals generated by a virtual
solenoid in the presence of a defect. The resulting
signals are used for further analysis and comparison with
the signals received from the MPCB sample without
defect. The experimental results enable the possibility
of using this approach for detecting defect in MPCB to
be evaluated.

Modeling result

The acoustic wave propagation at certain time
instants (0.12, 0.32, 0.64, 0.84, and 1.16 ps) in the
absence of defect in MPCB is shown in Fig. 4.

The sensor signal received in modeling in the
absence of a defect in MPCB is shown in Fig. 5.
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Fig. 4. Acoustic wave propagation in MPCB in the absence of a defect at time instants:
(a) 0.12 ps, (b) 0.32 us, (c) 0.64 us, (d) 0.84 us, and (e) 1.16 us
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Fig. 5. Sensor signal in the absence of defectin MPCB

and 1.16 ps) and the sensor signal are shown in Figs. 6.

and 7, respectively.
Next, the sensor signals are compared for the

absence and the presence of the defect (Fig. 8).

Similarly, in the presence of a defect in
MPCB (defect in the form of the 3 x 3.7 cm rectangle),
the process of acoustic wave propagation through
MPCB at the same time instants (0.12, 0.32, 0.64, 0.84,
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Fig. 6. Acoustic wave propagation in MPCB in the presence of the 3 X 3.7 cm defect at the following time instants:
(a) 0.12 s, (b) 0.32 ps, (c) 0.64 ps, (d) 0.84 ps, and (e) 1.16 us
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Fig. 8. Comparison of AE signals from the sensor with and without a defect in MPCB

The comparative results of the signals show
that the presence of a defect causes distortion in the
wave propagation process. This results in significant
differences (several times) in the signal amplitude
and signal arrival time compared to the case without
a defect.

EXPERIMENTAL STUDIES ON A TWO-LAYER
PRINTED CIRCUIT BOARD

Experimental setup description

An experimental setup was designed for this
study (Fig. 9). It consists of: UNO R3 ATMEGA16U2 +
MEGA328P chip for Arduino UNO R3 with breadboard
and USB cable (1) (IGMOPNRQ module store, China);
a piezoelectric plate of 27 mm in diameter (2) (K'Y WIN
ROBOT store, China); V3 power key (3) (Amperka,
Russia); 12VACsource(4)(Teslocom,Russia); TAU-0520
solenoid tuned to 10 Hz frequency (5) (Amperka,
Russia); two-layer printed circuit board (6) (WAVGAT
authorization store, China); computer equipped with

Table 2. Sensor parameters

Audacity software® used for capturing and analyzing
acoustic signals (7).

Fig. 9. The experimental setup

The technical characteristics of the acoustic signal
sensor are given in Table 2. The image and view of the
sensor are presented in Fig. 10.

5 https://www.audacityteam.org/. Accessed August 30, 2023.

No. Parameter Parameter value
1 Resonant frequency 3.5+0.5KHz
2 Resonant resistance <300 Ohm
3 Static capacity 28000 pF +30%
4 Storage temperature from =30 to +70°C
5 Plate material copper
6 External diameter D 27+ 0.1 mm
7 Internal diameter d 20+ 0.2 mm
8 Thickness ¢ 0.15 + 0.05 mm
9 Thickness T’ 0.35+0.05 mm
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Metal plate

___Ceramic

| Silver electrode

Fig. 10. Drawing (a) and view (b) of the piezoelectric sensor of acoustic signals

In the experimental study, a piezoelectric plate was
placed on the MPCB surface and was used to capture
sound waves propagating after the solenoid impacts on
the MPCB. The working mechanism of the piezoelectric
sensor operates in the presence of mechanical motion
in the solenoid only. In its absence, no electrical signal
is generated. This approach allows the level of external
noise to be significantly reduced, since the possibility of
signal recording occurs only when the solenoid impacts
on the MPCB.

Experimental results
in the absence of a defectin PCB

Audacity software is used for acquiring and
processing the signals. The software uses a normalized
representation of acoustic signals as floating point

numbers from —1 to +1; where —1 stands for the
minimum possible sound level; while +1 represents
the maximum one. This type of representation allows
Audacity to accurately represent the full range of sound
levels, while avoiding any potential loss of accuracy
which might occur with integer-based representations.
In addition, it simplifies mathematical operations on
audio signals such as mixing and processing, since all
signals are represented on the same scale.

Firstly, experimental studies are conducted on a two-
layer PCB without defects. Three mechanical shocks
were generated by the solenoid impacting PCB (with an
interval of 3 s between shocks), and the acoustic signals
were recorded by the piezoelectric sensor (Fig. 11). The
comparison of the resulting signals is shown in Fig. 12. It
was found that the signals received after three shocks are
the same, thus indicating the PCB material uniformity.

oam00 04800 oaste 4520 oas30 04840 oassn

P J\Mﬁ\/\f\

Ul U Ay

A /\ﬂ
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i

Fig. 11. The signal received from the sensor after 3 shocks in the absence of a defect
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Experimental results
in the presence of a defectin PCB

Next, experiments were performed on a board with
arectangular defect of 3 x 3.7 cm shown in Fig. 13. Three
mechanical solenoid shocks on PCB were recorded in
the same way (Fig. 14), followed by the comparison
of the resulting signals with the signal received in the
absence of the defect.

The presence of a defect is detected by comparing
the results with the result in the absence of a defect. The
comparative result is shown in Fig. 15.

The comparative results show significant differences
in signals in the presence and absence of a defect.
This indicates that the defect affects the acoustic wave
propagation and acoustic signals received by the sensor
significantly.

Fig. 13. PCB with a rectangular defect of 3 x 3.7 cm
(the defect is marked with a red frame)

o e o e
I;IZ
1 (e
' 1 T
3 .
/B
o i i = = S & /
[Audio Track#2 0

I | N

1 T D

v

anll

Fig. 14. The sensor signal after 3 shocks in the presence of a defect
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Research of the sensor sensitivity
to defects of different sizes

In order to study sensor sensitivity to defect
detection, two-layer PCB with defects in the form of
squares with different side sizes: 4, 5, 6, and 7 mm
were designed. Three mechanical shocks were applied
sequentially to MPCB with a defect, while the signals
from the sensor were compared with the signal for
MPCB without a defect. The research results are shown
in Figs. 16-19.

Signals relating to the 4 x 4 mm and 5 X 5 mm
square defects were found to be similar to those for PCB

without defects, thus indicating the sensor’s inability
to detect these types of defects. However, the signals
for the 6 x 6 mm and 7 x 7 mm square defects show
significant differences when compared to PCB without
defects, thus indicating the capability of the sensor to
detect these types of defects.

Next, the effect of the number of 5 X 5 mm square
defects on the sensor’s capability to detect defects was
investigated. For this reason, PCBs with two (Fig. 20),
three, and four 5 x5mm square defects were
designed. Then three mechanical shocks were applied
sequentially to the boards and the sensor signals were
recorded (Figs. 21-23).
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Fig. 20. PCB with two 5 x 5 mm square defects

(marked with a red frame)
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with the signal for PCB without defects

Table 3. Studied defects and possibility of their recognition

Defect Defect characterization (delamination) Is it possible to use the AE method?
1 Rectangle 2 X 3 cm Yes
2 Square 4 X 4 mm No
3 Square 5 X 5 mm No
4 Square 6 X 6 mm Yes
5 Square 7 X 7 mm Yes
6 Two squares 5 x 5 mm Yes
7 Three squares 5 x 5 mm Yes
8 Four squares 5 x 5 mm Yes

The signals for each case were observed to be
significantly different from those of PCB without
defects. This suggests that the number of defects can
affect the results obtained from the sensor.

The experiments showed the possibility of detecting
defects in PCBs using the AE method. However, its
sensitivity depends on the size and number of defects.
The results also highlight the importance of analyzing
the received signals to detect and localize defects in
PCB:s.

The final results on the possibility of recognizing the
studied PCB defects using the AE method are shown in
Table 3.

CONCLUSIONS
This paper examined the possibility of applying

the AE method for detecting defects as delamination in
MPCB. The modeling results for MPCB in serviceable

and faulty states with a rectangular defect of 3 x 3.7 cm,
as well as experimental studies for different sizes and
number of defects were analyzed.

The approach developed herein allows for
serviceable and faulty states of PCB to be recognized. It
also helps determine the sensitivity of the AE method to
the size of the defect being detected.

The research results permit the conclusion that the
AE method can be applied in diagnosing the technical
condition of MPCB, and that the results of physical tests
are comparable to numerical experiments.

The authors continue to conduct further research
towards developing a method for detecting defects in
MPCB by using the AE method based on artificial neural
networks. They also are working towards investigating
the application of AE method in tests on the impact of
harmonic vibration.
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Abstract

Objectives. The aim of this study is to develop and analyze parameters for a multifunctional audio module based
on the ADAU1701 audio digital signal processor in the SigmaStudio environment. This will be used for testing audio
devices in the following modes: routing of balanced and unbalanced audio channels according to the differential
scheme Di-Box/R Di-Box; spatiotemporal and dynamic audio processing; three-band monochannel cross-separation
with independent equalization; and correction of the frequency response of the audio channel with tracking notch
auto-suppression of electro-acoustic positive feedback in a given spectral band.

Methods. Visual-graphical architectural programming of audio modules in the SigmaStudio and Flowstone, as well
as algorithms for real-time signal audio measurements and analysis of experimental data in the REW and Soundcard
Oscilloscope are used.

Results. The characteristics of the Di-Box/R Di-Box circuit were studied, in order to estimate the effect of differential
signal conversion on the signal-to-noise ratio in the audio signal path. The characteristics of the reverberation and
saturation submodules were established. Furthermore, the effect of equalization modes on the frequency response
correction of a studio audio monitor was determined. The paper also studied the effect of an audio compressor on the
dynamic range and the level of the output signal. The experimental results of the submodule for compensating the
frequency response of an audio monitor using matched filtering were established, and the spectral characteristics
of the submodule for automatic suppression of electro-acoustic positive feedback were obtained.

Conclusions. The software architecture of a multifunctional audio module based on the ADAU1701 audio digital
signal processor for testing and debugging media devices in a given spectral-dynamic and spectral-temporal ranges
was designed. Balanced routing allows the effect of noise induced into the audio channel to be reduced 20-fold,
thus enabling calibration of pickup audio devices. The audio signal processing submodule provides: compression
response in the dynamic range from —27 to 18.6 dB with the possibility of equalization parameterization in the range
of 0.04-18 kHz; reverberation response in the range from 0.5-3000 ms; audio-channel cross-division into 3 with
the ability to adjust the amplitude-frequency response in the dynamic range from —30 to 30 dB. The auto-correction
submodule of the amplitude-frequency response allows the dynamic nonuniformity of the amplitude-frequency
response to be reduced by 40 dB. The auto-suppression submodule of electro-acoustic positive feedback provides
notch formant suppression up to =100 dB with an input dynamic range from —50 to 80 dB.

Keywords: audio module, ADSP, ADAU1701, visual-graphic programming, software-defined architecture,

audio-visual signal processing, audio signal, media-testing
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MeIUATECTUPOBAHMSA AYIUOYCTPOUCTB
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K.A. BounkoB
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Pe3iome

Llenu. Llenb cTatbn — nporpaMMHO-apxUTekTypHasi paspaboTka 1 napaMeTpUYeCcKnin aHanma MHOroyHKLMOHASTb-
Horo ayamomonyns Ha 6ase ADSP-npoueccopa (audio digital signal processor) ADAU1701 B cpene SigmaStudio
ONsi TECTUPOBaHMS ayAMOYCTPOMCTB B CIIEAYIOLLMX PEXMMAX: MapLUPYTU3aLms 6anaHCHbIX 1 HebanaHCHbIX ayamo-
KaHanoB no guddepeHumanbsHon cxeme «Di-Box/R Di-Box»; nmpocTpaHCTBEHHO-BpEMEHHAas U AMHAMMUYecKas
ayamoobpaboTka; TPEXMNONOCHOE MOHOKaHalIbHOE KPOCC-pa3aesieHne C HE3aBMCUMOW 3KBann3aLument; Koppekums
aMMANTYAHO-4aCTOTHOM xapaktepuctukn (AYX) ayamokaHana co cnejsilmm PexeKTOPHbIM aBTONOAABEHNEM
3NeKTPoaKyCTUYECKOM MosoXnTenbHol obpaTtHol ca3u (MOC) B 3agaHHO cnekTpasibHOW nosoce.

MeTopabl. Vicnonb3oBaHbl METOAbI BU3YyaSlbHO-rPadUyYeCcKoro apxXmTekTypHOro NporpaMmMmMpoBaHnsa ayamomMoaynen
B NpPOrpamMmMHbIX cpencteax SigmaStudio n Flowstone, anrOpnTMbl CUTHaNbHbIX ayAVMON3MEPEHUI N aHanmM3a akcne-
pUMeHTanbHbIX AaHHbIX B REW 1 Soundcard Oscilloscope.

PesynbTaTthl. ViccnenoBaHbl xapaktepnucTnku cxemnol «Di-Box/R Di-Box» anga oueHkn BanaHua aubdepeHumanb-
HOro Npeobpa3oBaHUs CUrHaNa Ha OTHOLLIEHWE CUMHaN/LWyM B ayamokaHane. [MprBeaeHbl xapakTepnucTmki cybmo-
nynein pesepbepaumn 1 catypauun. NokasaHo BAMSIHUE PEXMMOB SKBanM3aumm Ha Koppekumio AYX cTyauiiHoro
ayamoMoHuTopa. MiccnenosaHo BO3OENCTBME ayaMmokoMnpeccopa Ha AUHaAMNYEeCKUIA Anana3oH 1 YPOBEHb BbIXOS-
Horo curHana. lNMpoBeneHbl pe3ynbTaThl IKCNEPUMEHTaNIBHOIO UCCeA0BaHMS CyOMOayNs KOMMNEHCALMOHHOM KOp-
pekunn AYX ayamomMoHnTopa npy NOMOLLM COrIacoBaHHOM GunbTpaumm, a Takxke nosyyeHbl CNeKTPasbHble Xapak-
TEPUCTUKN CyOMOAyNs aBTONOAABNEHUS anekTpoakycTuyeckon MOC.

BbiBoAbI. PazpaboTaHa nporpamMmMHas apxmtekTypa MHOrodyHKLMOHanLHOro ayanomoayns Ha ADSP-npoueccope
ADAU1701 gnga TecTmpoBaHns 1 OTAaAKN MEANAYCTPONCTB B 3aJaHHOM CMeKTPanbHO-AMHAMNYECKOM AMana3oHe.
BanaHcHas mapwpyTtunsaums B 20 pa3 cHMXaeT BANAHNE HABOAMMbIX HA ayAMOKaHasn WyMOB, YTO MO3BONSET Ka-
nmbpoBaTtb 3BYKOCHMMatoLWme ayamnoyctponcTtea. Cybmoaynb ayanoobpadboTkn obecneymBaeT KOMIPECCMOHHYIO
XapakTePUCTUKY C ANHAMUYECKNUM AMana3oHoM oT —27 no 18.6 b ¢ BO3MOXHOCTbIO 9KBaNM3auVMOHHOM napamMe-
Tpusaumn B ananasoHe 0.04-18 kl'u; peBepbepaumnoHHyio xapakTepnucTuky B ananasoHe 0.5-3000 mc; ayaumoka-
HaNbHOE KPOCC-pa3aenieHne Ha 3 4acTOTHbIX nogavanasoHa ¢ perynmpoBko AYX B AMHaMMYECKOM AnanasoHe
ot —30 no 30 nb. Cybmoaynb aBToKOppeKkumn AYX nossonsieT cHu3uTb Ha 40 ob anHamunyeckylo HepaBHOMEp-
HocTb AYX. Cybmonynb aBTonoaaBneHuns anektTpoakyctuieckon MOC obecneunBaeT pexekTopHoe hpopMaHTOMNO-
nasneHve oo —100 ab npwn BxogHOM AnHamMmmnyeckom guanasoHe ot —50 go 80 ab.

KnioueBble cnoea: ayamomonyns, ADSP, ADAU1701, Bu3yanbHo-rpaduyeckoe nporpaMmMmpoBaHme, nporpaMmMHo-

KOHbUrypnpyemMas apxnutektypa, ayamoBuayanbHas o6paboTka CUrHanos, ayamocurHan, MmeguaTecTupoBaHme
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npospaqucn. ¢I/IHaHCOBOﬁ AedaTesibHOCTU: ABTOpr He NMetoT CDI/IHaHCOBOIz 3anHTEepPeCOBaHHOCTW B NpeacTaBieH-
HbIX MaTepunanax nnm MetTogax.

ABTOPbI 3a9BNSIOT 06 OTCYTCTBUM KOHMMKTA MHTEPECOB.

INTRODUCTION

The development and operation of radio-electronic
devices and device-applications for digital processing

In this paper, we set out to create a digital
architecture for the multifunctional laboratory audio
module in the SigmaStudio® environment, and analyze
its characteristics in the aims of resolving the specialized

of audio signals based on the specialized architecture of
ADAU audio processors (Analog Devices, Inc., USA)!
using virtual studio technology (VST) are very relevant.
They are widely used in producing mixing consoles,
audio effects processors, and means of dynamic,
frequency, spatial-temporal, and signal audio correction.
The study covers the area of signal radio acoustics
along with audio-visual systems and technologies
including in-circuit media testing and studies the
characteristics of audio paths of audio digital signal
processors (ADSP) (Fig. 1) [1].

tasks of debugging and studying the multimedia devices
and complexes [2]. These tasks include: switching and
transformation of balanced and unbalanced audio paths;
studying the parametric impact of dynamic and spatial-
temporal processing effects on audio signal; creation of
submodule architecture for automatic correction of the
amplitude-frequency response (AFR) of audio monitors
in diffuse sound field; creation of submodule architecture
for the automatic (tracking) suppression of electroacoustic
positive feedback; and creation of submodule architecture
of the three-band crossover with independent graphic

DEVICES AND SYSTEM SOLUTIONS FOR SOUND PROCESSING

Analog converters Digital Software System (embedded :
(including digitally controlled) (signal audio processors) (VST/VSTi audio plug-ins) in digital/matrix audio mixer) :
L I
Rack audio modules, pedal assemblies, and embedded DSP modules Cpntro/ "
,,,,,,,,,,,,,,,,,,,,,,,,,,,, via sequencer ADSP
| | or VSTHOST
T

T
CONVERTERS AND DECODERS
(conversion interfaces)

T
AUDIO EFFECTS TOOLS
(transformative or corrective
sound processing)

SYNTHESIZERS
(signal generation
or sound design)

1
Panning-balance

Frequency-dynamic Dynamic Spatiotemporal Functional processing module
processing module processing processing (with defined/controlled processing
(filters)* module* module* impulse response)* module, etc.*
Equalizers Compressors Reverberators Effect processors Mixer architecture
s R i — Analog with DSP
> Crossovers Expanders ;L Echo delay module
& . BEROUTUIE- - ]
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o080 @
" o noebiilis ¢
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console |
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* Number of audio processing tools are combined into single modules
Fig. 1. ADSP classification

! https:/www.analog.com/ADAU1701. Accessed November 10, 2022.
2 https://wiki.analog.com/resources/tools-software/sigmastudio. Accessed February 20, 2023.
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Fig. 2. ADAU1701 ADSP processor

equalization in low/mid/high-frequency (LF/MF/HF)
audio ranges with specified parameterization of frequency
spectrum and corresponding goodness and gain/attenuation
coefficients.

The software architecture for the audio module is
based on the SigmaStudio environment and uses the
ADAUI1701 audio processor (Fig. 2) encoded by the
SigmaLink-USBi programmer (Analog Devices, Inc.)
via 12C interface (Fig. 3). The audio module has a non-
volatile EEPROM M24C64 memory manufactured by
STMicroelectronics (France), 2 analog inputs with analog-
to-digital converter (ADC) and 4 outputs with digital-
to-analog converter (DAC) connected to JACK-Audio
connectors of the stereo/mono configuration, respectively.
The module is powered by a programmer with an output
voltage of 3.3 V. The dynamic ranges and signal-to-noise
ratio (SNR) of the 32-bit ADC/DAC are 100/104 dB,
respectively. The signal audio processor is clocked
by the external 12.288 MHz quartz resonator and is
controlled (broadcasted) in real-time from the SigmaStudio
visual-graphic design environment. The ADAU1701 is
capable of operating with sampling frequency up to
192 kHz (with the specified clocking mode in the
multifunctional audio module design being 48 kHz) [2].

The circuitry for the ADAU1701 processor of the
signal audio module is shown in Fig. 4 [2]. On processor
ports 2/4 (ADC inputs), there are resistor capacitor (RC)
bandpass filters cutting constant and HF components
out of the signal [3]. The circuit audio signal outputs
correspond to ports 43-46 connected through RC
bandpass filters.

The following pins and buses are brought out to the
audio interface connector of the I12S serial bus (ensuring
communication between the audio module and the
programmer): G is GND, MCLK is 32 pin of the
ADAUI1701 chip, LR is MP4, BCLK is MP5, SDATA
is MPO, 3V3 is 3.3 V power supply, and RST is
RESET (Fig. 4).

The software and architectural configuration of
the multifunctional ADSP-audio module consisting of
5 system switchable submodules is shown in Fig. 5.
The signal audio module has 2 physical JACK-Audio
inputs Inputl (Fig. 5, item /) connected via ADC

Fig. 3. SigmalLink-USBi programmer

to the first submodule. This is the R Di-Box reverse
direct box (Fig. 5, item 2) which performs switching
of balanced (differential) and unbalanced lines.
The protection of the audio system against input
level overload is provided by the Limiterl digital
block (Fig. 5, item 3) with a specified limitation from
—24 up to +24 dB. The input level of the audio signal
is controlled by the Singlel fader power controller
within the range from —30 up to +30 dB. The selected
audio module path is rooted on the ‘1 x N — 1” digital
switch (Fig. 5, item J5), as follows: the top position
is adding the Effects audio submodule to the audio
path (Fig. 5, item 6); the second from top position is
the audio signal pass-through mode (Fig. 5, item 7); the
third from top position is adding the AutoCorrection
submodule to the audio path (Fig. 5, item §&); and the
fourth position is adding the Crossover submodule to
the audio path (Fig. 5, item 9). The first three cross-
routes lead to S Mixerl signal mixer (Fig. 5, item 70)
allowing controlling the dynamic level of the output
signal within the range from —30 up to +6 dB. In this
case, the audio signal from the Crossover submodule
output is fed directly to DAC2 and DAC3 physical
outputs and through the Add2 addition block to the
DACI1 output (Fig. 5, item /4).

The S Mixerl signal mixer is connected to the
switch ‘1 x N — 2’ (Fig. 5, item //) which allows
the routing of the output audio signal to be selected
between balanced and unbalanced lines. In the upper
position, the signal is switched to the Di-Box paraphase
submodule (direct box) (Fig. 5, item /2) from where
the direct signal goes to the DACO physical output. The
inverted signal (with a phase shift of 180°) goes to the
DACI output. In the second case, the signal goes to
the DACO physical output. Addl and Add2 auxiliary
addition blocks (Fig. 5, item /3) allow the number
of required pins of the audio module functional
architecture circuit to be reduced.

The submodules (Fig. 5, items 2, 6, &, 9, and 12),
the numerical analytics of which are outlined in [4],
define the Box architecture of the multifunctional audio
module and form an independent software-defined
configuration.
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Fig. 5. Software-architectural configuration of ADSP module: 7 is Input1; 2 is R Di-Box submodule; 3 is Limiter1;
4 is Single1 input power controller; 5 is digital switch ‘1 X N — 1’; 6 is Effects audio submodule;
7 is audio through-pass mode; 8 is AutoCorrection submodule; 9 is Crossover submodule; 70 is S Mixer1 signal mixer;
11 is digital switch ‘1 x N — 2’; 12 is Di-Box submodule; 13 is Add1 and Add2 addition blocks;
14is ‘DACO, 1, 2, 3’ outputs

3 Analog Devices. ADAU1701 Datasheet. 43 p. https://pdfl.alldatasheet.com/datasheet-pdf/view/159293/AD/ADAU1701.html.
Accessed February 20, 2023.

4 GOST 2.710-81. Interstate Standard. Unified system for design documentation. Alpha-numerical designations in electrical
diagrams. Moscow: 1zd. Standartov; 1985 (in Russ.).
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1. STUDYING AND ANALYZING
THE CHARACTERISTICS
OF DI-BOX/R DI-BOX SUBMODULES

When an audio signal is transmitted over an
unbalanced coaxial cable, the interference noise
induced in the channel including interference from
other audio lines of multicore switching can result in

a significant decrease in SNR [4]. In this case, it would
be sensible to use differential phase-symmetric lines
with mono-balanced switching, for example, between
an audio console and an audio device included in
the line This would form a Di-Box circuit, as shown
in Fig. 6, where switching is performed by means of
TRS-TRS (tip, ring, sleeve) or TRS-XLR (external line
return) connections.

Double TRS-TRS cable

Console input

Double TRS-XLR cable

Console input

Send D
Return :I

Tip=Input
Ring=Gnd
Sleeve=Gnd

Unbalenced
(50k Ohms)

Balance line

~

Left

Balance line

Pinl - Ground
Pin2 - Het (+)
Pin3 - Cold (-)

Bolonced

TRANSFORMER (60 Ghms)

[ Dusl
Passive
Direct

Box

Unbelonced
{50k Ohms)

Pinl - Ground
Pin2 - Hot [+)
Pin3 - Cold ()

Balanced

TRANSFORMER (600 Ohms)

Fig. 6. Mono-balanced implementation of TRS-connector audio routing: (a) in-circuit return/send audio line (with
built-in balanced audio device circuit at the input/output); (b) embedding an intermediate analog Di-Box transformer
in the line with the ability to select (switch) the ground of the source (audio mixer) or receiver (audio monitor, etc.) [6]
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Thus, the software-defined circuit of R Di-Box
submodule is implemented at the input of the
multifunctional audio module (Fig. 7a). This allows for
the connection of a balanced line, for example, from
an audio mixing console to a stage box [5]. One of the
input channels passes through the submodule unchanged,
while the second is phase inverted. Then at the receiver,
the second channel signal is subtracted from the first
channel signal, in order to compensate for in-phase
interference swept into the differential line. In the case
of an unbalanced connection, no audio signal is fed to the
second channel.

The Di-Box submodule is installed at the ADSP
module output (Fig. 7b). This allows the unbalanced
mono signal to be converted into balanced—differential
one necessary for compensation of additive noise
induced on the audio path line. Using this submodule in
the test mode is of practical interest when analyzing the
effectiveness of noise immunity of audio systems upon
the impact of external electromagnetic interference
and noise exceeding —20 dB on the coaxial TRS audio
line>.

In order to study the time-response characteristics of
the Di-Box submodule, a test sinusoidal signal with an
amplitude of 35 mV at tone frequency of 1 kHz generated

by a virtual signal generator equipped with the Soundcard
Oscilloscope software [7] is fed to the input. Additive
noise is added to this broadband with normal distribution.
The experimental circuit (Fig. 8) uses the Xenyx
X1622USB analog mixing console (Behringer, Germany)
with mono channel panning capability as a SNR mixer.
This is necessary because the two audio signals received
from the stereo TRS output of the submodule (used in the
balanced routing mode) require strictly separation with
respect to panning. Interference located in the center of
the stereo panning should be added for equal dynamic
effect on both balanced channels.

The received differential signal goes through the
coaxial lineto R Di-Box submodule (second audio module
implementing the circuit for balanced signal reception)
based on the auxiliary ADSP audio module. Here it is
converted into a single-channel signal and sent to the
audio interface sound card. An oscillogram of the signal
with compensated interference is recorded there (Fig. 9)
using the Soundcard Oscilloscope software [5].

Analysis of the oscillograms depicted in Figs. 9c, 9d,
and 9f shows that the balanced connection increases
SNR by 26 dB. However, this scheme does not allow for
compensation of the independent interferences induced
on each channel separately.

:

Fig. 7. Software-defined circuit of Di-Box/R Di-Box submodule combination based on ADAU1701:
(a) R Di-Box module functional implementation; (b) Di-Box module functional implementation

5 Applied Research and Technology (ART). dPDB Owner’s Manual. 2 p. https:/artproaudio.com/framework/uploads/2018/06/

om_dpdb.pdf. Accessed February 20, 2023.
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Fig. 8. Scheme of the experimental research on the balanced line submodule for suppressing broadband additive
interference in TRS audio line. Behringer UMC404HD is audio interface; Behringer K8 is studio audio monitor;
and Behringer ECM8000 is measuring microphone

2. DEVELOPING, ANALYZING,

AND PARAMETERIZING THE CHARACTERISTICS
OF SUBMODULE OF THE THREE-BAND
CROSSOVER WITH INDEPENDENT
GRAPHIC EQUALIZATION

The signal crossover is a multiband filter which
divides audio signal into two or more frequency sub-bands
adapted to the effective operation of electrodynamic cones
designed for operation in different frequency bands [8].
The architecture of the circuit for the Crossover digital
submodule implemented in the project allows the audio
signal to be divided into three bandwidth channels of audio
frequencies: low (40-250 Hz); middle (0.25-3 kHz); and
high (3—18 kHz).

The three-band crossover submodule consists
of a Crossoverl pre-equalization block (Fig. 10a,
item /) which divides the audio signal into three sub-
bands directly, a set of filters (paragraphic equalization
line) in each channel with dynamic adjustment of
amplification/attenuation (AMP/ATT) of 10 dB (Fig. 10a,
items 2—4), and volume faders for each individual
channel (Fig. 10a, item 5). These are adjustable within
the dynamic range from —30 to +30 dB.

The configurable architecture of the pre-
equalizer (cross-filter, Fig. 10, item /) the AFR of which
is shown in Fig. 11 allows the separation boundaries of
bandpass channels to be adjusted. It also enables the signal

in a given band to be amplified or attenuated, the filter type
selected, and a rigid connection to be created between
their boundaries. It also inverts channel polarities, thus
resulting in attenuation of the signal in the intersection
of frequency bands [9]. Paragraphic equalization blocks
formed from a discrete set of bandpass filters perform
an independent equalization in LF/MF/HF channels
according to fader presets shown in Fig. 10a.

The laboratory application of the three-band
crossover submodule in the media test mode is actually
of practical interest when processing audio signals
within specified frequency bands, its spectral routing, as
well as when testing, calibrating, and correcting AFR of
audio monitors [8].

In the case of the experimental electroacoustic
analysis of signal shaping and correction of frequency-
dynamic characteristics of audio channels at the
output of the digital crossover submodule, the AFR
of each equalization line filter is recorded (Fig. 10).
Electroacoustic measurements are carried out on the basis
of the automated laboratory bench (Fig. 12) controlled by
the RoomEQWizard (REW)® software package consisting
of the Behringer UMC404HD audio interface (with
calibration script), the Behringer ECM8000 measuring
microphone (with calibration file), and the Behringer
K8 studio audio monitor.

¢ https://www.roomeqwizard.com/. Accessed December 02,
2022.
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Fig. 9. Timing diagrams of the characteristics of the balanced audio path arranged according
to the Di-Box/R Di-Box scheme:
(a) signal at balanced connection without induced noise; (b) additive noise; (c) signal at balanced connection with noise
induced in the direct channel, SNR = 9 dB; (d) signal at balanced connection with noise induced in the inverted channel,
SNR =9 dB; (e) signal at unbalanced audio path connection and additive noise; (f) sum of direct and inverse (backward
inverted) signal at R Di-Box, SNR =35 dB

Russian Technological Journal. 2024;12(1):30-58

38



Software-architectural configuration of the multifunctional audio digital
signal processor module for signal mediatesting of audio devices

Andrey V. Gevorsky,
Mikhail S. Kostin, Konstantin A. Boikov

For reason of the purity of AFR measurements,
the hardware presets of audio devices, architectural
acoustics of the studio laboratory, as well as mutual
positions between the measuring condenser microphone
and audio monitor are not changed. Figure 13 shows
the results of electroacoustic measurements of bandpass
components at preset leveled value 0 dB for equalization
crossover line filters, as well as at some fader position set
arbitrarily (Fig. 10a, items 2—4).

Controlling the presets of the equalization line
allows the AFR of the audio monitor to be adjusted
for specified characteristics of the frequency-dynamic

balance at bandpass separation and audio signal
panning (Fig. 14) [1]. In Figs. 13a and 13b, the AFR
dynamic increase by 6 dB preset by the crossover is
observed in the vicinity of 125 Hz frequency. A dynamic
drop of 18 dB is observed in the region of 64 Hz. The
dynamic increase in AFR by 12 dB at 800 Hz and the
decrease in amplitude by 16 dB and 18 dB at 500 Hz and
1200 Hz, respectively, can be seen in Fig. 13d, as opposed
to Fig. 13c. In the vicinity of 8 kHz frequency (Figs. 13d
and 13e), a decrease in amplitude of 14 dB appears;
while in the vicinity of 5 and 16 kHz, an increase of
16 dB occurs.
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Fig. 10. Software-defined architecture
of the three-band crossover submodule circuit:

(a) functional blocks:

1 is graphic pre-filtering equalizer;
2is paragraphic LF equalizer;
3is paragraphic MF equalizer;
4 is paragraphic HF equalizer;

5 is fader block for output volume control;
(b) parameterization of bandpass filter settings of the equalization block (frequency,
goodness, limiting dynamic level of bandpass/notch AFR, AMP/ATT coefficient)
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Fig. 13. AFR of the studio audio monitor formed by a digital crossover submodule in a given spectral region at preset
leveled position 0 dB for filters (left) and arbitrary parameterization of the equalization line (right):
(a), (b) LF audio channel; (c), (d) MF audio channel; (e), (f) HF audio channel

The measurements show that the three-way
crossover submodule divides the audio signal
into three audio-frequency channels: 20-250 Hz,
0.25-3 kHz, and 3-18 kHz. It also allows for
repeatable AFR adjustment in each of them within the
range from —30 dB up to 30 dB with the possibility

of parametric correction. This allows this submodule
to be used for audio signal routing in three-way
loudspeaker systems, enabling independent research
of each channel and panning the power spectral
density function (PSDF) of the acoustic signal by
frequency (Fig. 14).
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3. ANALYZING THE COMPOSITE ARCHITECTURE
CHARACTERISTICS FOR THE AUDIO EFFECTS
SUBMODULE

The Effects audio effect submodule (Fig. 15)
includes equalization, reverb, compression, and
saturation blocks which form an insert line for audio
signal processing. The audio mixer which admixes
signals of the reverberator and saturator effects to the
original audio signal (soundcheck) is installed at the

x
i

N
| DR—

1=

7~ * LFO

submodule output with the ability to adjust the output
levels of each of them. The digital architectural elements
of the Effects submodule and its functional-graphical
topology are shown in Fig. 15.

3.1. Analyzing and parameterizing the audio
compressor characteristics

When analyzing the dynamic characteristics of the
compressor which provides automated gain control in
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Fig. 15. Software-defined Box architecture of the audio effects submodule circuit: 7is Compressori;
2is Param EQ1 parametric equalizer; 3 is V Chor1 saturation block; 4 is Reverb submodule;
5is soundcheck signal route; 6 is ‘N x M Mixer1’ audio mixer; and 7 is ‘N x M Mixer1’ audio mixer adjustment window
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Fig. 16. Audio effects submodule presets:
(a) initial amplitude response of the audio compressor
(this mode does not affect the character

of the test LFM signal passing); P

(b) equalization response

of the submodule leveled at 0 dB w
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the mode of equalizing the dynamic range of the digital
submodule input signal, the level 0 dB needs to be set
on the mixer for the channel with the signal bypassing
the reverberator and saturator and minimum values for
the rest. Figure 12 shows the experimental electroacoustic
laboratory bench. It corresponds to the program switching
of the audio module to the Effects submodule mode.
Equalizer (Fig. 15, item 2) is not involved, i.e. its AFR
has a leveled zero dynamic value over the entire spectral
band (Fig. 16). The submodule is tested using a monotonic
linear-frequency modulated (LFM) signal of Sweep type
within the range of 0.02-20 kHz and amplitude of 63 dB
specified in the RoomEQWizard package.

The AFR of the audio monitor with free compression
response is shown in Fig. 17. The signal level is —38.2 dB
relative to full scale (dBFS). The AFR dynamic range is
about 96 dB due to the roll-off in the LF region.

In order to evaluate the impact of the submodule
compression response on the audio channel AFR,
the graphic compressor presets may be changed by
shifting the position of the compression response by
20 dB (Fig. 18).

SPL, dB

20 30

Fig. 17.

40 50 60 80 100 200 300 400 600 800 1k 2K 3K 4K S5k 6K 8K 10K 20k

Frequency, Hz

(a)

Level OK

-38.2 dBFS
63 dB SPL

(b)
Testing results for LFM signal of the audio path

without compressor (reference AFR formation):
(a) AFR of the audio monitor with free compression
response (not subjected to the Effects submodule
and compressor presets); (b) signal parameterization
of RoomEQWizard presets (peak audio signal level
relative to full scale in dBFS at the microphone)
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Fig. 18. Audio effects submodule presets: specified
compression response with comparator threshold value
of 20 dB (compander mode)

Figure 19 shows that the AFR level is increased
by 25.7 dB including 5.7 dB of inherent noise in the
audio channel. The AFR dynamic range of the audio
monitors is 85 dB: i.e., 11 dB less than in the absence
of any changes in the dynamic balance adjustment
threshold.

: A R N
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(a)

Level OK

-12.5 dBFS

Input 89 dB SPL

(b)

Fig. 19. Testing results for LFM signal of audio path
with compressor at 20 dB threshold: (a) AFR of audio
monitor with specified compression response; (b) signal
parameterization of RoomEQWizard presets (peak audio
signal level relative to full scale in dBFS at the microphone)

Next, in order to analyze the impact of the compressor
on compressing the dynamic range of the audio channel,
the output AFR level of the submodule is measured while
setting the compressor response, in order to reduce the
dynamic range of the input LFM signal to —18 dB as
shown in Fig. 20.
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Fig. 20. Audio effects submodule presets: specified
compression response with comparator triggering
threshold —18 dB

The AFR shown in Fig. 21 indicates that the signal
level has changed and is now —19.6 dBFS, i.e., increased
by 18.6 dB relative to the uncompressed signal. The
AFR dynamic range of audio monitors is 69 dB, i.e.,
27 dB less than in the absence of any changes in the
attenuation threshold.

Based on the electroacoustic measurement results, it
can be concluded that the compressor allows the dynamic
range of the signal to be compresses and its level increased
over the whole frequency range according to the graphically
defined compression response. It this way it stabilizes the
dynamic range of the audio signal without distortion and
overload of the tested audio device, and provides dynamic
balance stabilization in the compander mode [10].

:: /\rf"\/\,\,l\/"’\"\w/\»\r—'\/\"v—v—\‘,
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(b)

Fig. 21. Testing results for LFM signal of audio path
with compressor at —18 dB threshold: (a) AFR of audio
monitor with specified compression response; (b) signal
parameterization of RoomEQWizard presets (peak audio
signal level relative to full scale in dBFS at the microphone)
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3.2. Analyzing and parameterizing of the equalization filters (frequency, quality factor, and
equalizer characteristics AMP/ATT) be set for the two options of forming the

configuration of the acoustic signal AFR of the (Fig. 22).
For the independent analysis of the equalization — The paragraphic equalizer block of the multifunctional

response of the Effects submodule, the compressor must  audio module allows up to 15 audio filtering elements to
be switched into bypass mode and the specified presets  be set.
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Fig. 22. Parameterization of the submodule equalization response for two options of filter configuration (a), (b) and
corresponding electroacoustic AFR (c), (d) measured by microphone at the output of audio monitor
(curves 1 are AFR without equalization, curves 2 are AFR after equalization)
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As can be seen in Figs. 22b and 22d, the
audio monitor AFRs repeat the preset equalization
configurations (Figs. 22a and 22c) with a repeatability
correlation of 0.85. This is due to the non-uniformity of
the audio monitor AFR. In the section of the spectrum
corresponding to the filter (Fig. 22a) at 130 Hz with
30 dB amplification, the amplitude is increased by about
20 dB, when compared to the amplitude of the same
spectral band without processing. A similar situation can
be observed for the filter at 2.072 kHz, with attenuation
at —39.96 dB. Thus, the amplitude of the spectral band at
this point is approximately 30 dB lower when compared
to that of the original spectrum. A general dynamic
rise can also be noted in the amplitude of the lower
formants by an average of 20 dB, as set for the low-pass
filter. Figure 22¢ shows that for the second option of
equalization configuration, AFR with processing repeats
the shape of the spectrum set on the equalizer (Fig. 22d).
This can be established by an amplitude increase of
20 dB on average for frequencies in the range up to
100 Hz (in this case, the dynamic levels at frequencies
“rolled-oft” by physical parameters of the audio
monitor are stretched), as well as by attenuation of high
frequencies by about —35 dB.

Based on an analysis of the experimental
characteristics, it can be concluded that the electro-
acoustic AFR changes significantly depending on the
equalizer settings, actually repeating the shape of the
amplitude spectrum specified therein. This may be
of practical interest when designing laboratory audio
monitors with uniform AFR correction, as well as for
testing media devices and acoustic systems when using
a multifunctional module in this mode [11].
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3.3. Developing and analyzing characteristics of
a reverberator with timing architecture

Reverberation response is also analyzed in the
independent activation of the graphic equalizer and the
audio compressor submodule (Fig. 15, item 4). A sequence
of rectangular test pulses with an amplitude of 20 mV and
controlled duty cycle generated by a specially developed
VST plugin (synthesizer) in the visual-graphical system
programming environment Flowstone (Fig. 23) is fed
to the physical input of the ADAU1701 audio module
through the UMC404HD audio interface [1]. The
reverberator characteristics were analyzed on the basis
of the electro-acoustic measurement laboratory bench as
shown in Fig. 8.

In the proposed submodule architecture with timing
reverberation [12] (Fig. 24), the signal passes through: the
low-pass filter (item 5) with a cutoff frequency of 6 kHz;
the 21.25 ms digital delay block (item 6) in 1020 samples;
and the feedback loop (item 4) providing control over
1-3 s timed reverberation. The feedback loop has two
delay elements (item 6) with a delay of 4 samples, and
one with a delay of 12 samples with the ability to adjust
the level of the passing signal. The delayed signal passes
to the output in parallel with the original signal. This is
reduced in frequency by a factor of 4 when compared to
the sampling frequency of the system.

The results of the reverberation audio channel
characteristic of the digital submodule with timing
architecture are in the form of oscillograms recorded using
the Soundcard Oscilloscope and the UMC404HD audio
interface. This enables the impact of the specified time
delays to be evaluated. The transfer factor and feedback

Scope - Dual

°

— QI

Volume

Fig. 23. VST synthesizer of test rectangular pulses
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loop attenuation for generating echo reverberation signals
are shown in Fig. 25.

Ananalysis of the characteristics obtained shows the
amplitude instability of the test rectangular pulses: up
to 5 mV due to the presence of a differential circuit at
the UMC404HD audio interface output. In addition, the
inherent noise of the sound card and ADSP module of
about —40 dB is admixed to the signal. The oscillogram
shown in Fig. 25b demonstrates that at given parameters
of the reverberation limit level (0 dB for the delayed
source signal, —8 dB for the feedback line (Fig. 24,
item 2), and —10 dB for the volume fader of the additional
delay (Fig. 24, item 8)), the main signal copies delayed
by 500 ms and 1s with amplitudes of 3.5 mV and 1.0 mV,
respectively, are added to the 12.5 mV main signal. When
the signal is attenuated by —10 dB, the amplitude of the
original signal (Fig. 25¢) in the reverberation circuit is
equal to 17 mV. Of the fragmentary components, only
the first one with an amplitude equal to 2 mV remains.
At the same time, at minimum parameters of feedback
level (Fig. 25d) (—14 dB to the feedback circuit (Fig. 24,
item 2)), the amplitude of the original signal is equal to
17 mV. Of the additional components only the first one
with an amplitude equal to 4 mV remains.

Thus, a timing-controlled digital reverb block adds
delayed copies to the original audio signal. This submodule
enables the feedback depth and its admixing degree to
the original signal to be adjusted, i.e. used for simulating
characteristics of the diffuse vector field of architectural
acoustics. It is of interest in the creation of phantom
reverberation effects, as well as when studying the properties
of the audio signal and its qualitative reproduction under
given conditions of the propagation environment [13].

3.4. Analyzing and parameterizing the signal
saturator characteristics

The characteristics of V Chorl saturation block
of the Effects submodule (Fig. 15, item 3) are
analyzed and parameterized using a sinusoidal signal
in the spectral region. The built-in low-frequency
oscillation (LFO) add-on determines the delay time
modulated by the low-frequency oscillator. It has three
modes of operation: Slow (i.e., with the longest delay);
Normal (medium); and Fast (i.e., with the shortest
delay). The Feedback add-on defines the degree of
mixing the delayed signal with the original one:
Light (i.e., a small part is admixed); Normal (medium);
and Heavy (oversaturated). The signal saturation
mode in the Effects submodule is of practical interest
in developing and testing digital media devices which
enable the original signal (soundcheck) to be saturated
with odd formants simulating the nonlinear distortion
effect of transistor stages of analog audio tracts [4].
The saturation block consists of the positive feedback
circuit and a low-frequency delay time modulator.
The mode settings in the circuit are controlled by
the ‘N x M Mixerl’ volume mixer at the submodule
output (Fig. 15, item 7).

The spectral response characteristics shown in
Fig. 26 indicate that saturation adds multiple odd
subharmonics to the spectrum of the test (original) signal
with a frequency of 1 kHz. The spectrum analyzer has
the maximum value hold mode enabled. In this way,
the spectrum snapshot is taken one minute after the
submodule starts operating. The results of analyzing the
saturator response are given in the table.

Fig. 24. Software-defined architecture of the 4th order timing reverberator submodule circuit:
1is constant value generation blocks; 2 is mixer determining the feedback depth; 3 is synchronous multiplexer;
4 is feedback creation block; 5 is low-pass filter; 6 is signal delay block; 7 is comparator; 8 is additional delay fader;
9is main signal delay block; 710 is digital key
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Fig. 25. Oscillograms of studying reverberation audio channel response: (a) test pulse signal; (b) audio signal
with the limiting reverberation level corresponding to the circuit presets (Fig. 24); (c) audio signal attenuated by —10 dB
in the reverberation circuit; (d) signal with the minimum feedback level corresponding to the circuit presets (Fig. 24)

Table. Experimental characteristics of the saturator at given add-ons
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Fig. 26. Spectrograms of the signal saturation mode:
(a) output signal with the Feedback-Light add-on set;
(b) output signal with the Feedback—Heavy add-on set;
(c) output signal with the LFO-Slow add-on set;
(d) output signal with the LFO-Fast add-on set;
(e) output signal with the Feedback-Light and LFO-Slow add-ons;
and (f) output signal with the Feedback—Heavy and LFO-Fast add-ons

The data in the table indicates that the saturator
operation in the Feedback—Light and LFO-Slow
combined mode produces the largest number of
subharmonics and the largest bandwidth of the original
signal. The Feedback—Heavy and LFO-Fast mode
yields the largest amplitude of the carrier and the first
two subharmonics, and the smallest generated frequency
bandwidth at 5 mV. Thus, the saturation block adds odd
harmonics to the spectrum of the original signal, thus

widening the formant band and increasing the spectral
power density of the signal. Additionally, the number
of subharmonics and their amplitude can be adjusted.
The signal saturation mode enables effects of phono-
tertial/phono-octave polyphony to be created. These
are often used in processing real-time audio signals
including electroacoustic measurements when analyzing
the intensity distribution of spectrally saturated diffuse
sound field [14].
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4. DEVELOPING, ANALYZING
AND EVALUATING THE EFFICIENCY
OF THE AFR AUTOCORRECTION SUBMODULE

Due to their nonuniformity, the phase-dynamic
responses of audio monitors, as well as AFR of the
diffuse space of sound field propagation (including
those caused by wave dispersion) are usually corrected
by applying compensation filters to the distorted
parts of AFR [4]. AFR uniformity is extremely
important for correct audio signal processing and
electroacoustic measurements. The architecture for the
AFR autocorrection circuit, as proposed in this paper,
enables the frequency-dynamic and phase balance of
the speakers to be equalized. This is due to the specific
features of AFR nonuniformity of the diffuse space, for
example, a recording studio [12]. In order to create an
adaptive filter in the circuit of the AFR autocorrection
submodule, the AutoEQ developed block is used. This
enables a corrective chain of matched filters to be
automatically built, according to the AFR numerical
values loaded into it.

Figure 27 shows an experimental scheme for
synthesizing the adaptive parameterization and
measurement of multifunctional audio module
characteristics in the AFR autocorrection mode. The
Behringer ECM8000 measuring microphone is installed
opposite the center of the audio monitor speaker at an
axial distance at the specified recording point. This is
so that the sound pressure level (SPL) is no lower than
75 dB, while the audio module is included in the audio
path between the output of the audio interface and the
input of the active studio monitor.

The procedure for AFR monitor autocorrection
consists in measuring the diffuse space AFR and creating
a counterbalanced adaptive AFR of the correction filter.
This enables the dynamic range of the electroacoustic
path to be leveled within the limit range of £10-15 dB
due to phase-dynamic compensation in a given volume
of the sound field [8]. In the RoomEQWizard package,
a test LFM signal of the Sweep type in the 0.02-20 kHz
bandwidth is generated at the audio interface output.

Based on the data obtained by the program from the
Behringer ECM8000 measuring microphone (AFR of
the microphone and the audio interface is compensated
by a calibration file), the acoustic AFR/PFR (phase-
frequency response) of the room is created. This
integrates the AFR/PFR of the signal audio path
including studio audio monitors (Fig. 28a) which
can then be exported from the program as a data
array (frequency, amplitude, and phase) in “.txt”
format (Fig. 28b).

Loading this file into SigmaStudio requires the
header inside the export file to be changed, as shown in
Fig. 28c. Next, the export file is loaded into the AutoEQ
block of the AutoCorrection submodule. The AFR for the
adaptive filtering system is automatically calculated and
plotted (Fig. 29a).

The block interface enables the number of filters
(up to 15) to be selected, along with the manual
preset/adjustment of their parameters. The experimental
curves of AFR autocorrection results generated by the
AutoCorrection submodule are shown in Fig. 29b. The
limit deviation of the dynamic range after autocorrection
is within +£10 dB in the region up to 100 Hz and +5 dB in
the 0.1-20 kHz band. Auto-measurement mode and data
file loading into ADAU1701 audio processor is provided
for the different conditions of auto-compensation for AFR
nonuniformity of the diffuse space due to correction of
AFR of audio monitors.

The curves shown in Fig. 29b indicate that
autocorrection allows the dynamic level “roll-off” in
the band below 80 Hz to be raised by almost 40 dB. It
also enables the average signal level in the dip region
to be raised, e.g., by about 7 dB at 1 kHz without
affecting peak values, e.g., at 80 Hz and 3.3 kHz. AFR
non-uniformity in the measurements presented herein
is £10 dB in the region up to 100 Hz and £5 dB in the
0.1-20 kHz band. This makes the AFR of the diffuse
space in some volume of the sound field relatively
uniform during electroacoustic tuning of studios and
halls. This enables media systems to be tested, and
audio equipment to be tuned and adjusted without
introducing distortion [12].

Fig. 27. Software-defined architecture of the AFR autocorrection submodule circuit: 7 is AFR autocorrection block
Auto EQ1; 2is Feedback Attenuator submodule for suppressing positive feedback automatically
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Measurement data measured by REW V5.20.9
Source: ASIO UMC ASIO Driver, In 1
Format: 256k Log Swept Sine, 1 sweep at -12,0 dBFS with no timing reference
Dated: 07.12.2022 15:57:29
REW Settings:
C-weighting compensation: Off
Target level: 75.0 dB
Note:
Measurement: Dec 7
Smoothing: None
Frequency Step: 1/24 octave
Start Frequency: 1.000 Hz
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Fig. 28. AFR of diffuse space:
(a) at an arbitrary point of sound field distribution of the laboratory studio
for signal radioacoustics, audiovisual systems, and technologies of the Department of Radio Wave Processes
and Technologies at MIREA — Russian Technological University (RTU MIREA);
(b) exported AFR/PFD data array corresponding to the curve in (a); and
(c) correction of the data export format from the RoomEQWizard package to the SigmaStudio environment
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5. DEVELOPMENT AND SIGNAL-PARAMETRIC
ANALYSIS OF THE AUTO-COMPENSATION
SUBMODULE OF ELECTROACOUSTIC
POSITIVE FEEDBACK

Electroacoustic positive feedback phenomenon
is known to result in autogeneration, caused by the
formation of a mode of sharply increasing phase-
amplitude balance between the microphone and the
audio monitor speaker. This is in the strict sense,
determined by conditions of the sound propagation
medium, the distance between the sound source and
receiver, as well as their resonant frequencies and
directional diagrams. The source thereof is the inherent
noise of the electroacoustic channel [5]. Electroacoustic
positive feedback is suppressed by disturbing the phase-
dynamic balance of the system by means of initiating
the selective phase drift (rendered phase shifting of
the signal at critical resonant frequencies) or creating
narrow-band notch filtering (dynamic suppression of the
signal at critical frequencies) [15]. Figure 30 shows the
submodule connection circuit for auto-compensating the
electroacoustic positive feedback. In this case, the low
position should be selected on the ‘1 x N — 3’ switch
in the auto-correction submodule, corresponding to the
mode of auto suppression of acoustic positive feedback
in the Auto EQ1 Box submodule.

As shown in Fig. 31, the experimental scheme of the
laboratory research of the audio module in the positive

30 40 50 60 80 100 200 300 400 600 800 1k 2k 3k 4k 5k 6k 8k 10k 20K

Frequency, Hz

(b)

feedback auto-compensation mode requires the following
audio channel routing: the audio signal induced into the
diffuse space by the audio path inherent noise within the
range from —50 to —40 dB from the monitor goes from
the Behringer ECM8000 measuring microphone to the
ADAU1701 input. From here it passes through the Auto
EQ1 positive feedback auto-compensation submodule
scheme. The signal is then routed to the input of the
UMC404HD audio interface. From the output it goes
to the Behringer K8 audio monitor. The microphone is
located in the main line of the directional pattern of the
audio monitor speaker at a distance of 1m. The audio
interface input is set to sensitivity of 10 dB, in order to
ensure the microphone picks up the inherent noise of the
electroacoustic channel.

The initiated frequency resonances are compensated
(notched) using the Auto EQ1 submodule included in the
audio path. Then the selectively attenuated signals are
fed to the audio interface input, where the oscillogram is
recorded using the Soundcard Oscilloscope.

The software-defined circuit configuration of
the positive feedback auto-compensation notch
submodule (Fig. 32) is a system consisting of 18 auto-
filtering blocks connected in series. This system enables
selection at a nominally specified frequency combination
of 31, 63, 87, 125, 175, 250, 350, 500, 700 Hz and 1,
14, 2, 2.8, 4, 5.6, 8, 11.2, 16 kHz with controllable
bands providing an overlapping frequency range of
0.02-18 kHz [15].
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Fig. 30. Software-defined architecture of the submodule connection circuit for auto suppression of acoustic positive
feedback: 1 is the AFR auto correction block Auto EQ1; 2 is the Feedback Attenuator submodule of automatic positive
feedback suppression
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Fig. 31. Scheme of the experimental research of the multifunctional ADSP module
in the mode of switching the submodule of electroacoustic positive feedback auto-compensation on
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Fig. 32. Software-defined architecture of the circuit for positive feedback auto-compensation submodule:
1is Single 1_2 input volume fader; 2 is the line of notch filters; 3is ‘N x 1 — 1_2’ digital switch;
4 is the Single 2_2 output volume fader
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frequency at the adjustable level of notch attenuation of the
signal within the range from 0 dB to —100 dB.

In this method of positive feedback notch auto-
compensation, notch filters are triggered only when
resonance occurs and after the user-defined time of
0-10 s. Then they are reset, thus preventing the system
from significantly impacting the AFR of the speaker. The
filter frequencies and goodness (Fig. 33, item 6 and 7)
fully overlap the entire operating frequency range of
0.02-20 kHz at the input dynamic range from —50 to 80 dB.

When examining the Auto EQ1 submodule, a test
signal in the form of the audio channel inherent noise
with the level from —50 to —40 dB is formed at the circuit
input. Figure 34 shows the experimental spectral-time
characteristics of the signal auto-compensation of the
electroacoustic positive feedback. This illustrates the
mode of selective suppression of the initiated frequency-
resonance spikes up to the level of 2.75 mV (below the
dynamic level of the audio path inherent noise). The

a1

EQ Settings

microphone continues to pick up the useful audio signal
and noise at any other frequencies, including spectral
formants which do not fall into the unstable mode region
of the system. If the resonance does not occur within 10 s,
the notch filter is switched off, thus preventing AFR notch
distortion caused by random (simultaneous) resonances.
The submodule of the electroacoustic positive feedback
notch auto-compensation is of practical interest when
testing studio media systems for stability according to the
Nyquist criterion [4]. It also prevents overloading of audio
monitors due to the electroacoustic positive feedback
effect. When analyzing the frequency-time characteristics
shown in Figs. 34a and 34b, special attention should be
paid to the presence of a periodic signal with an amplitude
of 240 mV consisting of 7 harmonic components with
a level higher than 10 mV. The characteristics shown
in Figs. 34c and 34d demonstrate the presence only of
a noise signal with an amplitude of 2.75 mV without
pronounced frequency components.

7

EQ Settings
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Fig. 33. Scheme of the block of bandpass auto-tracking the acoustic positive feedback: 7 is Mid EQ3_19 BF;
2is Signal Detection1_21 block; 3 is ZeroComp1_21 zero-comparison block; 4 is DmX2_19 demultiplexer;
5is Mid EQ2_21 NF; 6 is Mid EQ3_19 BF adjustment window; and 7 is Mid EQ2_21 NF adjustment window
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Fig. 34. Frequency-time characteristics of the research results for the positive feedback auto-compensation
submodule: (a) oscillogram of the stable mode of acoustic positive feedback formation (without auto-compensation);
(b) amplitude spectrum corresponding to oscillogram (a); (c) oscillogram of the stable mode of the positive feedback

auto-compensation; (d) amplitude spectrum corresponding to oscillogram (c)
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'-—:'f.: 5

Fig. 35. Educational and scientific laboratory of signal radioacoustics,
audiovisual systems, and technologies of RTU MIREA and VGTRK

CONCLUSIONS

The multifunctional audio signal processing module
based on the ADAU1701 processor was designed and
investigated in the SigmaStudio visual-graphical software-
architectural ADSP design environment. This allowed for
media systems to be tested, and the characteristics of sound
processing devices to be investigated. It also enabled the
debugging and correcting AFR of audio monitors, as
well as the processing of audio signals and simulation
of conditions of the diffuse environment of sound field
propagation in a limited space. The electro-acoustic and
in-channel audio measurements of the audio module
were performed using specially constructed experimental
benches and RoomEQWizard and Soundcard Oscilloscope
automated measurement software. This was carried out
using the facilities of the studio laboratory of signal
radio-acoustics, audio-visual systems, and technologies
at the Institute of Radio-electronics and Informatics at
RTU MIREA and VGTRK (Fig. 35).

The software architecture for the multifunctional
audio module for media testing and debugging of audio
signal systems and devices was designed on the basis
of ADAU1701 ADSP processor. The experimental
characteristics of submodules of the multifunctional
device were obtained on the basis of bench laboratory
studies which enabled the media devices to be tested
in the specified spectral-dynamic and spatial-temporal
ranges:

e the balance routing submodule allows the impact of
noise induced on the audio channel to be reduced
20-fold, thus enabling calibration of pickup audio
devices;

e the audio signal processing submodule provides
compression response with dynamic range from
—27up to 18.6 dB with the possibility of equalization
parameterization within the range of 0.04—-18 kHz
at the specified goodness and AMP/ATT levels
of filters. It also provides reverberation response
within the range of 0.5-3000 ms, as well as
audio channel cross-division into sub-bands of
20-250 Hz, 0.25-3 kHz, and 3-20 kHz with the
ability to adjust AFR within the dynamic range from
=30 up to 30 dB. These elements are of particular
interest for panoramic and frequency balancing of
audio systems;

o the submodule of AFR/PFR auto-correction of audio
monitors allows the AFR dynamic nonuniformity
be reduced by 40 dB. The submodule of the
electro-acoustic positive feedback auto-suppression
provides notch formant suppression to —100 dB at
the input dynamic range of =50 up to 80 dB without
impacting AFR, since each filter of the system
operates independently.
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Abstract

Objectives. At the present time, amplitude-phase shift keyed (APSK) signals are actively used in satellite
communication systems. In particular, they are applied in systems which operate in a limited radio frequency
spectrum with increased data transmission quality requirements. Such systems use multi-channel type receivers
with maximum likelihood decision on the received symbol (correlation receiver) or quadrature type receivers. The
noise immunity of these receivers is directly dependent on the quality of the formation of reference oscillations.
These oscillations are reference signals for correlation receivers and in-phase and quadrature components for
quadrature receivers. The aim of the work is to analyze the influence of the amplitude and phase parameter spread
of the in-phase and quadrature channels on the noise immunity of receiving APSK signals with a circular shape of the
signal constellation.

Methods. Methods of statistical radio engineering, theory of optimal signal reception, and computer simulation are
used.

Results. The study established the characteristics of noise immunity of the APSK signal reception depending on
the spread of parameters of the quadrature converter. The theoretical calculations were confirmed by the results
of modeling the transmission of APSK signals in a Gaussian communication channel. A comparison with systems
using quadrature amplitude modulation (QAM) was carried out, in order to assess system stability in the presence of
spread parameters among other similar systems.

Conclusions. The studies enabled us to conclude that an imbalance of the quadrature reference oscillations can
lead to a significant decrease in the noise immunity of radio systems using APSK signals. The minimum energy loss
due to imbalance of quadrature reference oscillations is achieved when the imbalance value is less than 10% in
amplitude and 2°-3° in phase. The amplitude imbalance of quadrature reference oscillations when receiving QAM
signals is more pronounced than in the case of APSK signals. The phase imbalance affects approximately the same.

Keywords: amplitude-phase shift keying, quadrature channels, amplitude imbalance, phase imbalance, bit error
probability
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Biausinue pazdajianca KBaJIpaTypHOro npeodpasoBaHus

HA MIOMEX0YCTONYMBOCTH NMIPpUEMa CUTHAJIOB
C AMILUIMTYIHO-(}a30BOM MAHUNYJISLIUEH

r.B. Kynukos @,
C.X. AaHr

MUP3A — Poccuiickunii TexHosiorndeckuii yamsepceutet, Mocksa, 119454 Poccus
@ AsTOp Ans nepenvcku, e-mail: kulikov@mirea.ru

Pesiome

Llenu. B HacTosiLEee BPEMS CUIHATTbI C aMIUTYAHO-da30Bol Manunynsunein (APOM) akTMBHO UCMONb3YOTCH B CU-
CTeMax CNyTHUKOBOW CBA3U 1, 0COOEHHO, B CUCTEMAX, PabOoTaloLLMX B YCIOBUSX OFPAHNYEHHOCTN CNEKTPa pPaamo-
4aCTOT C NMOBbILLIEHHbIMY TPEOOBAHMSMU K KQYECTBY Nepenayun AaHHbIX. B 9Tnx cuctemax npuMeHsoTCa NPUEMHNKA
MHOIOK@HaIbHOIro TMNa C NPUHATUEM PELLEHUS O MPUHUMAEMOM CUMBOJIE MO MakCMMyMy NpaBaonoaobus (koppe-
JIFUMOHHBIN MPUEMHUK) UNU MPUEMHUKN KBAAPATYPHOro Tvna. [MoMexoyCToOn4YnMBOCTb 3TUX MPUEMHMKOB HANPSMYIO
3aBUCUT OT KayecTBa GOPMUPOBAHNS OMOPHbIX KONebaHni: Ans KOPPENAUNOHHbIX MPUEMHUKOB — STAIOHHbIX CUT-
HanoB, a Ans KBaApaTypPHbIX MPUEMHUKOB — CMHMA3HOM 1 KBaapaTypHOW cocTtaBngaowmx. Lenb paboTel — aHanm3a
BNSIHMS pa3bpoca aMnanTyaAHbIX U Ha30BbIX NAPAMETPOB CMHMA3HOr0 1 KBAAPATYPHOrO KaHasna Ha MOMEXOYCTOM-
4YMBOCTb Npuema curHanos AOM ¢ kpyroBoi GOpMoi CUrHaNIbHOrO CO3BE3ANS.

MeTopapl. Micnonb30BaHbl MeTOLbl CTAaTUCTUYECKOWN PAANOTEXHUKN, TEOPUM OMTUMANIBHOMO NPUeMa CUrHaI0B U KOM-
NbIOTEPHOI0 MOAENINPOBAHUS.

PesynbTatbl. [Tony4yeHbl XapakTepucTUKL MOMEXOYCTONYMBOCTY nprema curHanos AOM B 3aBMCMMOCTU OT pas-
Opoca napamMeTpoB KBaApaTypHOro npeobpasosartens. TeopeTndeckme pacyeTbl NOATBEPXAEHbI pe3ynbTatamu
VMUTaLMOHHOIrO MOAEeNMpoBaHus npu nepegade AOM-curHanoB B rayCCOBCKOM kaHase cBa3u. [MpoBengHo cpas-
HEeHne C cucTteMamm, UCMNoJb3YLLMMN CUMHAbI C KBaapaTypHOW aMnnnTyaHon moaynsauven (KAM).

BbiBoabl. [poBeaeHHbIE MCCNEeNOBaHNS MOKa3anu, Y4To pa3banaHc KBaapaTypHbIX OMOPHbIX KONEOaHUA MOXET
NPUBECTU K CYLLLECTBEHHOMY CHUXEHWIO MOMEXOYCTONYMBOCTM PaaNoCUCTEM, NCNOoNb3yowmx AOM-curHansl. Mu-
HUManbHbIE SHEPreTMYeckMe NnoTepn 13-3a pasbanaHca KBaapaTypHbIX OMOPHbIX KonebaHui OCTUralrTcs npu
3Ha4vyeHun pasbanaHca meHee 10% no amnnntyge n 2°-3° no pasze. AMNINTYOHbIN pasdbanaHc KBaapaTypHbIX Ornop-
HbIX KofiebaHuin nNpu npuemMe curHanos KAM ckasbiBaeTcsl cuibHee, Yem npu npueme curHanos AOM. dazoBbliit
pasbanaHc ckadbiBaeTcsa NPUOAN3UTENBHO OANHAKOBO.

KnioueBble cnoBa: amnantygHo-dasoBas MaHUNynsauus, KBaapaTypHble KaHasbl, aMianTyaHbI pasbanaHe, da-

30Bblli pasbanaHc, BepOSTHOCTb GUTOBOW OLLIMOKMN
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npO3pa'~lHOCTb d)VIHaHCOBOVI AeaTesibHOCTU: ABTOpr HEe UMeloT ¢I/IHaHCOBOI7I 3anHTEepPeCcoBaHHOCTW B npeacTaB/ieH-

HbIX MaTepunanax nin metogax.

ABTOpbI 3a9BASIOT 06 OTCYTCTBUM KOHMIMKTA MHTEPECOB.

INTRODUCTION

Many external and internal factors are used to
determine the noise immunity of radio information
transmission systems. External factors include radio
wave propagation conditions and interference of various
origins. Internal factors are operation validity and the
stability of technical characteristics of devices included
in the system.

In [1-4], the principles of construction and some
specific features of implementation of digital television
systems according to DVB! standards are considered.
In the case of enhanced-definition television or high-
definition television, high-speed types of modulation
are used. These include: quadrature amplitude
modulation (QAM) used in DVB-T and DVB-C [2, 4];

I DVB. https://www.dvb.org/standards. Accessed May 22,

and amplitude-phase shift keying (APSK) with
circular signal constellation used in DVB-S2 [1, 3].
Receivers of QAM and APSK signals can be designed
according to two basic schemes: multichannel type
with decision making relating to the received symbol
based on maximum likelihood (Fig. 1); and quadrature
type (Fig. 2). The noise immunity characteristics
are the same for both schemes. An important part
of the receivers is the module generating reference
oscillations: in-phase and quadrature components,
shifted in phase by 90°. Any inaccurate operation
of this circuit would cause the loss of orthogonality.
This can result in errors while defining the transmitted
symbols and, consequently, the reduced noise immunity
of the information transmission system. The influence
of errors in the scheme for generating quadrature
reference oscillation on the reception of QAM signals

2023. is studied in [5-12].
TS
4@—> J' X(1)S o1 py_(t)0lt > s o
0 t= Ts
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x(t) . module
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Fig. 1. Structural diagram of the multichannel coherent receiver
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Fig. 2. Structural diagram of the quadrature demodulator

The aim of the paper is to evaluate the influence of
amplitude and phase imbalance of quadrature reference
oscillations when receiving APSK signals with circular
signal constellation. The problem may be resolved in
two ways: by the methods of statistical radio engineering
using theoretical calculations of the bit error probability
of a multichannel receiver; and by simulation modeling
of a quadrature receiver.

METHODOLOGY FOR CALCULATING
BIT ERROR PROBABILITY

Let us represent the APSK signal in the following
quadrature form:

5;(1) = Ar; cos(wyt + ;) = A(1; cos oyt — O; sin i),
te(0.7,],i=0,M -1,

where ¢is time; [, = 1, cos ¢; O, =1, sin @; A is the signal
amplitude average; o, is carrier frequency; r; and ¢, are
values determining the amplitude and phase of a signal
element; T is the channel symbol duration; and M is
signal positioning.

Let us assume that the signal reception occurs
against the background of white Gaussian noise n(¢)
with the following parameters:

<n(t)>=0, <n(t)n(t,)>= %8(5 -1),

where N, is the noise power spectral density, d is delta
function, 7, and 7, are time instants.
Then the signal-to-noise ratio is the following:

E, /Ny = E./(Nylog,M) = 4T /(2N,log,M),

where E is the average energy per symbol (assuming all
symbols have the similar probability of occurrence), and
E, is the average bit energy.

The multichannel receiver correlators (Fig. 1)
compute convolution integrals:
2 T ey
Ji=r jo X(t),op (1)1, i = 0,M —1 2)
0

of the input process x(¢) = s (f) + n(f) with the reference signals
s A0, and ideally, s ¢ (1) = A ([coswyt — Osinogl),
with the amplitude of the reference signal 4, .= 4.

We set the amplitude and phase imbalance values for
quadrature reference oscillations through the amplitude
coefficient ¢ and the phase shift 0 in one of the channels,
as follows:

Sper () = A(Lcoswyt — aQ;sin(wt + 0)). 3)

In order to calculate the error probability, the
methods described in [13, 14] are used. According to
them, the error probability for receiving any mth channel
symbol is equal to

My

M-1 © i
-1-11 1—Q£\/D—J 0= e 2

where m, . are the mathematical expectations and D, . are
the dispersions of linear combinations of processes (2).

Calculating and averaging all i # m; i,m=0,M —1
combinations enables us to find the error probability
average for symbol reception and then the bit error
probability when using Gray coding [15], as follows:

P, =P /log,M.
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Fig. 3. Algorithm for simulation modeling of the APSK signal transmission system in a Gaussian noise channel

In (4), m,; and D, . with allowance for (1) and (3)

are defined as follows:

2F
— S 2 2 _
m,. = 1~ €os“ @,
0

= 1,1, €08 @, cOsQ; —ar,, sin(0— @, )x

222
. . m I
x (1, sin@, —rsing;)— 3 ,

2F 2
D, = NS ((rm cosQ,, —rl.coscpl.) +
0

By . N2
+a (rm sing,, —rl.sm(pl.) -

- 2asin9(rm cosQ,, — 71 cos<pl.)><

X (rm sing,, —7;sin (pl.)).

©)

(6)

In order to verify theoretical results, a simulation
model of the APSK signal transmission system in
a Gaussian noise channel. This includes quadrature
converter modules with the possibility of introducing
amplitude a, and developing phase 6 imbalances. The
modeling algorithm is shown in Fig. 3.

CALCULATION AND STIMULATION RESULTS

Influence of the amplitude imbalance of
quadrature channels

The calculations assume that there is no phase
imbalance, 6 = 0. In this case Egs. (5) and (6) take the
following form:

2F

=" -
m,; = N (rm cos ¢, (1, cos@, —r, cosQ;)+
0

S22
+ar, sing (r sing —rsing,)—-"21—
m myxm m 1 1 2 >
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2F 2
D,. = NS ((rm cosQ,, —r; coscpi) +
0

) . L2
+a (rmsm(pm—rl.sm(pi) .

The dependencies of bit error probability on the
amplitude imbalance at £, /N, = 13 dB for 16-APSK and
32-APSK signals are shown in Fig. 4. The dependencies
of the bit error probability on the signal-to-noise ratio
at fixed values a are shown in Fig. 5. Note that the case
a =1 stands for the absence of imbalance.

100 . . : r —r—r -
10-1 k£

1072 ¢

Peb

103

104

—— Theoretical
- - - Simulation

10-5 ; ' : . ' : =
0.1 03 05 07 09111 1.3 15 1.7 1.9

a

Fig. 4. Dependencies of the bit error probability
on the amplitude imbalance of quadrature channels

It can be seen that in the case of both signals, low
amplitude imbalance of quadrature channels +10%
affects the information reception quality insignificantly.
This value may be considered acceptable. In particular,
at Py = 1073 and a = 1.1, energy losses would not
exceed 0.5 dB. At an amplitude imbalance of 20%
(a = 0.8 and 1.2), the bit error probability increases by
an order of magnitude. Greater imbalance (a = 1.5) is
unacceptable and results in the reception failure. This
is due to the fact that the bit error probability increases
by several orders of magnitude while energy losses
increase by 8—-10 dB.

It should be also noted that the difference in the
results for multichannel (theoretical calculation)
and quadrature (simulation modeling) receivers is
insignificant, thus indicating approximately the same
stability of schemes against the amplitude imbalance
of quadratures.

Influence of phase imbalance
of quadrature channels

During the calculations it was assumed that there
is no amplitude unbalance: @ = 1. In this case, Egs. (5)
and (6) take the form:

100
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a 1074 ¢
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- - - Simulation
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Ey/No, dB
(a)
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1076 - - g ; > g
4 6 8 10 12 14 16

E,/N,, dB
(b)

Fig. 5. Dependencies of the bit error probability on
signal-to-noise ratio at amplitude imbalance
of quadrature channels:
(a) for 16-APSK, (b) for 32-APSK
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The dependencies of the bit error probability
on phase imbalance 0 at ratio E/N, = 13 dB for
16-APSK and 32-APSK signals are shown in Fig. 6.
The dependencies of the bit error probability on the
signal-to-noise ratio at fixed values of phase imbalance
are shown in Fig. 7.

10~ ¢

1072 |
G
o 1073

1074 |

—— Theoretical
10-5 f|--- Simulation
0 0.05 0.10 0.15 0.20 0.25
6, rad

Fig. 6. Dependencies of the bit error probability
on phase imbalance of quadrature channels

At phase imbalance 0 = 0.1 rad (~5°) for P, = 1073,
energy losses of 2 dB for M = 16 and 3 dB for M = 32
can be observed. With the imbalance increasing up to
0.15 rad (~8°), the losses are 4.5 dB or more. In the case
of signals 16-APSK and 32-APSK, a phase imbalance
of quadrature channels no more than 0.03—0.05 rad, i.e.,
2°-3° can be considered acceptable. This can be judged
by the graphs given in Fig. 5.

COMPARISON OF RESULTS
FOR QAM AND APSK SIGNALS

The comparative dependencies of the probability
P, on the amplitude imbalance coefficient a of
quadrature channels for APSK and QAM signal
receivers of the same positioning [2] are shown in
Fig. 8. As can be seen, in the ideal case (¢ = 1) QAM
signal has slightly better noise immunity. However,
the steeper slope of graphs in the region 0.7 <a < 1.3
indicates a greater sensitivity of QAM receiver against
the amplitude imbalance value.

It follows from Fig. 9 that the influence of phase
imbalance of quadrature channels on the reception
of APSK and QAM signals [5] is approximately
equal.

100 ¢
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Fig. 7. Dependencies of the bit error probability
on the signal-to-noise ratio at phase imbalance
in quadrature channels: (a) for 16-APSK, (b) for 32-APSK
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Fig. 8. Dependencies of the bit error probability

on amplitude imbalance for APSK and QAM signals
(E,/Ny=13 dB)
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Peb

10.

11.

12.

CONCLUSIONS

107'f ' Thus, the results allow the following conclusions to
be drawn:

1. The amplitude and phase imbalance of quadrature
reference oscillations when receiving APSK signals,
as well as QAM signals, may result in the significant
decrease in noise immunity.

2. The acceptable value of amplitude imbalance for
APSK receiver may be considered as +10%.

3. The acceptable value of phase imbalance for APSK

receiver may be considered as 2°-3°.

. The amplitude imbalance of quadrature reference

: ‘ . . ] oscillations when receiving QAM signals affects

0 0.05 0.10 0.15 0.20 0.25 more than that while receiving APSK signals. Phase
8, rad imbalances are nearly the same.

1072 ¢

10°8

104

107° F[__ ApsK ] 4
--- QAM

Fig. 9. Dependencies of the bit error probability Authors’ contributions
on phase imbalance of quadrature channels G.V. Kulikov—the research idea, consultations on the

for APSK and QAM signals (E,/N, = 13 dB) issues of conducting all stages of the study.
X.Kh. Dang—making calculations, processing of results.
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Abstract

Objectives. A DC/DC converter based on SEPIC topology is a unipolar electronic device which converts an input
positive voltage into a stabilized output voltage of the same polarity. It also has the ability to regulate polarity both
below and above the input voltage. The aim of the paper is to analyze the DC/DC converter in its both operation
phases, as well as to draw up equivalent circuits and obtain characterizing differential equations using Kirchhoff’s
rules for each phase. Each system of differential equations is reduced to Cauchy equations, in order to be further
transformed into a limiting continuous mathematical model. Each system of equations is converted into a matrix form
and subsequently combined into a single matrix system.

Methods. The construction of a limiting continuous mathematical model was accomplished using Kirchhoff’s rules.
Multisim software was used for the computer simulation, thus enabling the calculated results of direct currents and
voltages to be compared to those of the simulation.

Results. Results show that the phase coordinates of the mathematical model tend towards the values of real currents
and voltages of the converter at a switching frequency higher than 200 kHz. Fairly good agreement is established
between the calculated values of currents and voltages and the values obtained by simulation (with varying fill factor
and switching frequency).

Conclusions. The resulting limiting continuous mathematical model of the DC/DC converter based on SEPIC
topology allows for an estimation of the dependence of the currents flowing through the inductor windings and
the voltages across the capacitors on a number of parameters. The limiting continuous mathematical model of the
DC/DC converter based on SEPIC topology is the basis for its circuit design and physical-and-mathematical analysis.

Keywords: DC/DC converter, buck-boost converter, equivalent circuit, SEPIC topology, limiting continuous
mathematical model, Kirchhoff’s rules, system of differential equations, Cauchy form, simulation
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HAYYHAA CTATbA

Maremaruueckas moaeab DC/DC-nipeodOpa3oBareis,
MOCTPOEeHHOro mo Tonosoruu SEPIC

A.WN. NlaBpeHos @,
B.K. BuTtiokoB

MUP3A — Poccumickuni TexHosorn4eckmni yamsepceutet, Mocksa, 119454 Poccus
@ AsTOp An151 nepenvicku, e-mail: lavrenov@mirea.ru

Pe3iome

Lenu. DC/DC-npeobpasoBaTtesib, NOCTPOEHHbIN no Tononornn SEPIC, aBnSeTcs YHUMOMSAPHbIM 3NIEKTPOHHbIM
YCTPOWCTBOM, KOTOpOe obecneyrBaeT npeobpa3oBaHe BXOAHOrO MOJIOXKUTENBHOIO HanpsXeHns B CTabunmanpo-
BaHHOE BbIXOHOE HAMpPsKEHWE TOM Xe MONSPHOCTY C BO3MOXHOCTbLIO €ro PerynmpoBaHns Kak HUXE BXOOHOMO Hanpsi-
XeHus, Tak 1 Bbiwe. Llenb ctatbn — BbiNONHUTL aHanma DC/DC-npeobpa3oBartens B 06enx dasax ero pabotsbl. Ans
Kaxkaom n3 a3 HeoBX0AMMO COCTaBUTb SKBMBAJIEHTHbLIE CXEMbI U MONY4UTb XapakTepusnpyoLwme anddepeHumanb-
Hble ypaBHeHMUs ¢ nomMoLLbio npasun Kupxroda. Kaxayio cuctemy anddepeHLumanbHbiX YPaBHEHUI HY>KHO NPUBECTU
k Buay Kowwm ansa pansHenwero npeobpa3oBaHms B NpeaesibHy0 HEMPEPbIBHYIO MaTeEMaTMYECKYIO MOAESb, @ KaXOyo
CUCTEMY YpaBHEHUI Npeobpa3oBaTh B MATPUYHbIN BUA, U BNOCNEACTBUM 0ObeAVMHUTL B €AMHYI0 MaTPUYHYIO CUCTEMY.
MeToabl. 3aaa4a NOCTPOEHUS NPeaesibHON HEeMpPepbIBHOM MaTeMaTUYEeCKON MOAENN peLleHa ¢ UCMNOoIb30BaHUEM
npasun Kupxroda. [na KOMNbIOTEPHOrO MOAENMPOBaHUSA Gblia NpMMeHeHa nporpamma Multisim. 9To no3Bonnno
COMOCTaBUTb Pe3y/bTaThl pacyeTa NOCTOAHHbLIX TOKOB U HAMPSXXEHNA 1 MOLENNPOBAHUS.

Pe3ynbTathl. [TokazaHo, 4To Ha3oBble KOOPAMHATL MAaTEMATUYECKO MOLENN CTPEMSATCS K 3HAYEHUAM peasibHbIX
TOKOB M HanpshkeHunin npeobpas3oBaTtens Npu 4acToTe KOMMyTauum CUnoBoro kitoda 6onee 200 kM. YCTaHOBNEHO
[0CTaTO4YHO XOpOLLlee COOTBETCTBME PACHETHbIX 3HAYEHUIN TOKOB U HAMPSXKEHUI U UX 3HAYEHUIA, NOJTYHEHHbIX C MO-
MOLLLbIO MOAENMPOBaHUS (Npu Bapmaunm KoOadduLmMmeHTa 3anoTHEHUS 1 YaCTOTbl KOMMYTaLMK).

BbiBoAbl. [NonyyeHHas npenenbHasa HenpepbiBHas matemaTtnyeckas moaens DC/DC-npeobpasoBartensi, NOCTPO-
eHHoro no tonosorum SEPIC, Nn03BONSET OLUEHUTL 3aBUCUMOCTb TOKOB, MPOTEKAOLLMX Yepe3 0OMOTKM APOCCENEN,
M HanpsikeHusi Ha KOHAeHcaTopax OT psaa napameTpoB. lNpeaenbHas HenpepbiBHas mMaTeMartuyeckas MoAesb
DC/DC-npeobpasoBaTtenst, nocTpoeHHoro no tononorum SEPIC, aBnsetca 6a30i ero CXeMOTEXHUYECKOro NpoeK-
TUPOBAHUSA N GUINKO-MATEMATNYECKOrO aHaNn3a.

KnioueBble cnoea. DC/DC-npeobpa3oBaTesib, NMOHMXaOLLE-MOBbILIAWMI Npeobpa3oBaTesb, 9KBMBANIEHTHAs
cxema, Tononorusa SEPIC, npegenbHasa HenpepbiBHAA MateMaTudeckas Mogenb, npaesmna Knpxroda, cuctema andpde-
peHuuanbHbIX ypasHeHun, dopma Kowwu, mogennposaHmne

¢ Moctynuna: 09.04.2023 ¢ flopab6oTaHa: 06.05.2023 ¢ MpuHaTa kK ony6nukoBaHmio: 31.11.2023

Ans uutuposBanus: JlaspeHos A.U., Butiokos B.K. MaTtemaTtuyeckas mogens DC/DC-npeobpa3oBarersi, TOCTPOEHHO-
ro no tononorum SEPIC. Russ. Technol. J. 2024;12(1):69-79. https://doi.org/10.32362/2500-316X-2024-12-1-69-79

Mpo3spayHocTb hMHAHCOBOWM AeATENbHOCTU: ABTOPbI HE UMEIOT PUHAHCOBOM 3aMHTEPECOBAHHOCTM B MPEACTaB/IEH-
HbIX Marepuanax unm MeToaax.

ABTOpbI 3aBASIOT 06 OTCYTCTBUM KOHMIMKTA MHTEPECOB.

INTRODUCTION medicine and space technology. The primary energy
sources in these arcas are lithium-ion batteries,
rechargeable batteries, fuel cells, solar cells, and
others [1-3]. Each of these power sources generates

a voltage which is highly time-varying, hence the need

A feature of the construction of a modern radio-
electronic device is the transition from mains power
to autonomous power supply. This is characteristic of

knowledge-intensive devices in many spheres of life
such as communication devices, personal computers,
measuring devices, and others. Autonomous devices
are traditionally used in broad applications in aviation,

for DC/DC converters in power supply devices [4]. Most
DC/DC converters offered by electronic component
manufacturers are either step-up, step-down, or polar-
inverting. Only a small number combine the functions of
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increasing and decreasing output voltage relative to the
input voltage and its stabilization [5, 6].

Efficient buck-boost DC/DC converters are
devices built according to SEPIC, Cuck, and Zeta
topologies [7]. The high efficiency rate of converters
and the stability of their output voltage, as well as the
need for small mass-size parameters predetermine the
strict requirements for the design of such converters.
An integrated approach to design may be achieved
by applying the limiting continuous mathematical
model (LCM) of DC/DC converter, circuit simulation,
and experimental study.

The mathematical derivation and description of
the technology of building LCM with periodic high-
frequency structure change are presented in [8, 9].
In [10-12], examples of using this technology on basic
step-up, step-down, and inverting converters, as well
as the analysis of their LCMs are given. In [13, 14],
the LCM of a buck-boost converter based on Cuck
topology is indicated. The limiting continuous models
under consideration here are systems whose phase
trajectories are continuous, i.e. characteristic of real
technical devices. The limiting nature of the system
consists in the fact that when the period decreases,
the accuracy of the phase trajectories of the system
describes the properties of the modeled object to
a greater extent.

The first developed and investigated LCM for Zeta
DC/DC converter is proposed in [15, 16]. Analytical
equations which determine and analyze Zeta converter
ripples are presented in [17].

Unfortunately, a LCM for SEPIC converter has not
yet been developed, so the aim of the paper is to develop
and investigate this.

CIRCUIT ENGINEERING

The SEPIC, Cuck, and Zeta topologies of buck-boost
DC/DC converters are accomplished almost using the
same electronic component base. However, they have
their own features due to differences in switching [18].

In the operation of SEPIC DC/DC converters
(Fig. 1), as well as in other converters, there are two
phases of operation traditionally determined by the state
of the power transistor VT1 [19].

The first phase of the SEPIC converter operation
is accomplished with transistor VT1 fully open. This
is referred to as the accumulation phase. In this phase,
energy is accumulated in the magnetic field of inductors
L1 and L2, with inductor L1 accumulating energy in the
form of an electromagnetic field from the input current
flowing through the inductor winding, and inductor
L2 accumulating energy from the voltage across
capacitor C1. During this phase, capacitor C2 discharges
to the load, thus forming the output voltage U, .

L1 C1 VD1

~ [ |
+?J, + - +11 A1 Uyt

(=) (h)
. |- (+) + A
i VT | L —=C2 oad
_ +(-)

o— _Uout

Fig. 1. Schematic circuit diagram of a buck-boost
DC/DC converter based on SEPIC topology.
U,, is the converter input voltage, R, is the resistance.
Here and in the following figures, the designations
of circuit elements correspond to the designations
adopted in GOST 2.710-81"

The second phase of the SEPIC converter operation
is accomplished with the power transistor VT1 closed
and is referred to as the discharge phase. The energy
accumulated in the magnetic field of inductors L1 and
L2 is used for charging capacitors C1 and C2.

MATHEMATICAL MODEL

Developing LCM for SEPIC converter requires
describing each phase of the converter operation in terms
of systems of differential equations in Cauchy form.
It would be reasonable also to use Kirchhoft’s rules to
write these systems of equations. In order for the circuit
equations of each phase of DC/DC converter operation
to integrate alternating currents flowing through the
windings of inductors L1 and L2, the inductors need to
be represented in the form of series connected resistors
R1 and R2 characterizing the ohmic resistance of the
inductors and inductances L1 and L2.

The equivalent circuit of the first phase of the
converter operation is shown in Fig. 2. Here the input
power supply is labeled as E, while the inductors are
represented as equivalent circuits. As can be seen from
Fig. 2, all nodes of the circuit are connected to each
other by conductors only, so they can be combined into
one node.

R1 L1 C1
1

[ s

— C2 I:] Rioad

4 Y

Fig. 2. Equivalent circuit of SEPIC converter operating
in the energy accumulation phase

The equivalent circuit of the second phase of the
converter operation is shown in Fig. 3, demonstrating

I GOST 2.710-81. Interstate Standard. Unified system for
design documentation. Alpha-numerical designations in electrical
diagrams. Moscow: Izd. Standartov; 1985 (in Russ.).
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that nodes /, 3 and 2, 4 are also connected to each other
by conductors only. They can thus be combined into
two nodes in pairs. It would be reasonable to combine
the nodes in the circuits shown in Figs. 2 and 3, and
designate contours on them (Figs. 4 and 5). Using the
contours and nodes shown in Figs. 4 and 5, the equations
of currents and voltages based on Kirchhoft’s laws can
be written.

C1
11 1 3
+ 1= +Uout
R2
+
| B _:: C2 [] Rioad
| L2
2 A 4 _Uout

Fig. 3. Equivalent circuit of SEPIC converter operating
in the energy transfer phase

First phase

The circuit shown in Fig. 4 has three branches and
one node. Therefore, according to Kirchhoff’s laws,
the system of differential equations describing the first
phase of DC/DC converter operation consists of three
equations based on Kirchhoff’s second law.

For circuits K1, K2, and K3 (Fig. 4), the following
voltage equations can be written:

U =i, + L 211, (1)
m dt

0=—uc) —nrjip, — L i 2

0= Rloadiload U (3 )

where L, and L, are inductances of inductors; i; ; and
i, are currents flowing through the windings of
inductors L1 and L2; r, and r, are ohmic resistances
of inductor windings L1 and L2; u, and u., are
voltages on capacitors Cl and C2; and i, is current
flowing through the load with resistance R, , ; U, is the
converter input voltage.

For the first phase, the currents flowing through
capacitors C1 and C2 are defined by the following
formulas:

] ducy
iy =G df ) 4)
du
. C2
Hoad = C2 dt > (5)

where C| and C, are capacitance of capacitors.

di di
By expressing % from Eq. (1), % from Eq. (2),

duc1

dt
form are obtained. Substituting the load current from

duc,

and from Eq. (4), the first three equations in Cauchy

Eq. (5) into Eq. (3), we express , thereby obtaining

another equation in Cauchy form, as follows:

diyy Uy 1
e L L
di; , =—Lu _h ;
7 LT
P (6)
ey _ 1.
¢
duc, 1
At R Cp
load™~2

Thus, Egs. (6) form a system of differential equations
in Cauchy form (6) describing the first phase of the
SEPIC DC/DC converter operation.

Rt L1 .

Fig. 4. Contours on the SEPIC converter circuit operating
in the energy accumulation phase

Second phase

The circuit shown in Fig. 5 has four branches and
two nodes. Therefore, according to Kirchhoff’s rules, the
system of differential equations describing the second
phase of the converter consists of one equation based
on Kirchhoff’s first rule, and three equations based on
the second rule. For node /, the following equation of
currents can be written:

load = 11 T2 — co- (7

For circuits K1, K2, and K3, voltage equations in the
following form can be written:

di di
U =i + L —2 —u =iy 5 — L, —E2 (8
in =i T4 g da Tl T (8)
di
0=_ucz+r2iL2+L2_d];27 9)
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0= ~Rivadlioad T ¥c2- (10)

For the second phase, equations for the currents
flowing through capacitors C1 and C2 are determined
by the following formulas:

) du

-y =G (1)
) du

-y =Gy dfz : (12)

di
Expressing d_Lt2 from Eq. (9) and substituting it
into Eq. (8), the first two equations in Cauchy form can

du
be obtained. Expressing TCI from Eq. (12) and

substituting 7, ., from Eq. (7) into Eq. (10), two more
equations in Cauchy form are obtained, as follows:

di U. 7
A :i__liLl +iuC1 +LuC2’

a L LML
T _ L”cz -Li,

dt L, L, o)
duc, _ —ii

a ¢
du 1 1 1

2 . -
=Tl T et Uco-
dt G, G, Ri0adCa

Thus, Egs. (13) form a system of differential
equations in Cauchy form which describe the second
phase of the SEPIC DC/DC converter operation.

R1 L1 . C1

Fig. 5. Circuits on the SEPIC converter circuit operating
in the energy transfer phase

TRANSFORMING SYSTEMS
OF DIFFERENTIAL EQUATIONS IN CAUCHY
FORM INTO MATRIX FORM TO OBTAIN
A GENERALIZED MATRIX SYSTEM

For the convenient transformation of systems of
differential Egs. (6) and (13) into the generalized LCM,
it would be reasonable to represent them in the form of
coefficient matrices. These are multiplied by a matrix
with variables in the form of currents and voltages: the

so-called matrix X of the system phase coordinates.
Therefore, each phase of the converter operation can be
represented in the following form:

Iy
i
X = L2 ,
Ucy (14)
Ucy
ﬁz AX+BU,

dt

where A is the coefficient matrix of phase coordinates,
U is the external power supply, B is the coefficient matrix
of the external source, and ¢ is time.

After transformation of systems of differential
Egs. (6) and (13) into coefficient matrices A, B, and
A,, B,, the following is obtained:

Aoy o 0
L
0 —Zi —LL 0
A= 12 2 . (15)
0 — 0 0
Cl
0o 0 0 !
L RloadCZ_
n, 1]
I L oL
0 —2—2 0 Li
o P ae
— 0 0 0
Cl
R S 1
L CZ C2 RloadCZ_
o
L,
B, =| 0 |, (17)
0
_0_
1
L
B,=| 0 |, (18)
0
_O_
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where A, and A, are the coefficient matrices of the
phase coordinates of the first and second phase,
respectively, while B, and B, are the coefficient
matrices of the external source of the first and second
phase, respectively.

The duration of the first phase of the converter
operation is determined by fill factor D and is equal
to DT, while the duration of the second phase is equal
to (1 — D)T, where T'is the switching period of the power
switch VT1. Therefore, matrix A can be represented as
A,D + A)(1 — D), while matrix B can be represented
as B;D + B,(1 — D). It would thus be reasonable to
combine matrices (15)—(18) into a generalized system,
as follows:

%: (A;D+A,(1-D)X +
+ (B,D+B,(1-D))U = AX + BU.

Then matrices A and B can be written in the
following form:

i, =D 1-D
L L
0 _nh _D 1D
L L L
Ao D2 2 S
= = 0 0
G G
_l—D _1—D 1
L G G Ri0ad 2 |
B= (20)

Thus, the system of equations (14), (19), and (20)
is the LCM for the DC/DC converter based on SEPIC

topology.
ANALYSIS OF THELCM

It would be advisable to start LCM analysis by
defining DC currents and voltages. The voltages and
currents of a real device are the sum of constant and
variable components. In order to simplify the circuit
analysis, it would be advisable to study the considered
device in a steady state when the transient process is over.
In this case, constant values of currents and voltages do
not depend on time. This allows the LCM for the steady
state to be written in the following form:

1-D 1-D 1

— It Ucp + Ucy _L_Um’
LM I 1

r D 1-D
N ILZ_L_UC1+_UC2_O’

2 2

21

1-D D

1-D 1-D 1
c, v e TG
2 2 load~2

Ue, =0,

where I |, I} , are constant currents flowing through the
windings of inductors L1 and L2, respectively; U,
U, are constant voltages on capacitors Cl and C2,
respectively. Solving the system of equations (21), the
following formulas for determining the constant currents
and voltages can be obtained:

I, =
) _UinD2 (22)
(D2 —2D+ 1)7‘2 + D2r1 + (2RloadD - RloadD2 - Rload) ’
Iy =
2
UinD B UinD (23)

(D2 -2D+ 1)r2 + D2 + (2R, 0qD ~ RigagD? ~ Rigag)
Uar =
_ (_UinD +U, in)”z + (ZRloadU inD = RigaqUin D* = RloadUin) (24)
(02 —2D+ 1)r2 + D% + (2RloadD ~ Ry ,qD* - Rload)

H

Uea =
2
RloadUinD ~ RloadUinD (25)

(D2 —2D+1)r2 +D2r1 +(leoadD_RloadD2 _Rload).

These equations can be substantially simplified by
assuming that ohmic resistances | and r, of the inductor
windings L1 and L2 are zero. Then Egs. (22)—(25) can
be written in the following form:

2
L 26
L1 3 , (26)

(D_l) Rload

U. D
I, =—10 27
b2 (I_D)Rload .
Ucr =Vin> (28)

U.D
i (29)

2 (1 _D)Rload '

Equations (22)—(25) are the basis for designing the
DC/DC converter based on SEPIC topology and allow
the calculation of constant currents /; ; and / , flowing
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I: 366 mA V:12.0V I: 1283 mA V:11.7V
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I(rms): 270 mA V(rms): 12.0V I(rms): 243 mA V(rms): 11.7V
I(dc): 262 mA V(dc): 12.0V I(dc): 234 mA V(dc): 11.7V
I(frequency): 500 kHz Frequency: 500 kHz I(frequency): 500 kHz Fre_quency: 500 kHz
5 Vel C1 y VD1 Yo Ve2
R L1 V) Hpef2 7, O Ret2 > [-IRef1
— L F——
55 uH "
1Q 16 uF
|I2®
®
aml R2
1Q
1w c2 Rioad
=" VT L0 []500
T IRLZ44N L2
55 uH

Ref1

Fig. 6. Simulation circuit of the DC/DC converter based on SEPIC topology

through the windings of inductors L1 and L2, as well
as voltages U, and U, on capacitors Cl and C2.
Equations (26)—(29) are required for estimating the
converter.

SIMULATION IN MULTISIM

The simulation circuit for the DC/DC converter
based on SEPIC topology is shown in Fig. 6. Electronic
elements are selected from Multisim database.’
MOSFET IRLZ44N (International Rectifier, USA) is
selected as power switch VT1. This transistor has been
previously investigated in static and dynamic modes and
has been compared with data from Datasheet [20, 21].
The analysis results show that the IRLZ44N transistor
model in Multisim environment corresponds to the
characteristics given in Datasheet.

The power supply is represented as the element of
constant voltage V1. Modulation of the power switch
VT1 is accomplished by pulse width modulation signal
generator V2. The constant components of currents and
voltages are measured by samples on the circuit in the
DC mode. It should be noted that the measurements
are carried out 3-5 ms after the start of simulation,
thus enabling the currents and voltages in the steady
state of the DC/DC converter under consideration to be
measured.

The dependence plots of constant currents and
voltages on fill factor D are shown in Figs. 7 and 8.
There is an obvious correlation between calculated

2 https://www.ni.com/en/support/downloads/software-
products/download.multisim.html#452133. Accessed April 09, 2023.

values obtained using LCM and the values obtained by
simulation within the range of fill factor D changing from
0.3 to 0.7. It is worth noting that at fill factor D around
0.5, the best coincidence between calculated values and
those obtained in simulation is observed.

I, A

L

0

0.2 0.3 0.4 0.5 0.6 0.7 D
Fig. 7. Effect of the fill factor on currents flowing through

the windings of inductors L1and L2: 7,y and 7, are
calculation; 2, 4 and 2, are simulation

U, V

1eo
40 1 N
30 1

20 -

10 4

0

0.2 0.3 0.4 0.5 0.6 0.7 D

Fig. 8. Effect of fill factor on voltages on capacitors
C1and C2: 1, and 1., are calculation;
24 and 2, are simulation
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At fill factor D=0.5, the difference between calculated
values and simulation results for currents flowing through
inductor windings is 12 and 16 mA, with calculated value
I, and I} , equal to 250 mA. For capacitor C2 voltage,
the difference between calculated values and simulation
results is 0.8 V with a calculated value U, equal to 12.5 V.
The calculated voltage value U, = 12.0 V coincides with
the voltage obtained in simulation.

The difference between the calculated value and the value
obtained in simulation for current / | at fill factor D = 0.3 is
11 mA, while at D = 0.7 it amounts to 0.2 A. The calculated
current values 7, are 45 mA and 1.5 A, respectively.
Similarly, it may be noted that the difference of current /; , is
2mAat D=0.3 and 135 mA at D=0.7 for calculated current
I} , equal to 105 mA and 643 mA, respectively.

The difference between the calculated and simulated
voltage values Ui, is 0.16 V at D = 0.3 and 1.65 V
at D = 0.7, with the calculated value of DC voltage
Uy, varying from 11.94 V at D = 0.3 to 12.85 V at
D=0.7. A similar dependence is also characteristic of the
DC voltage U,. This difference is 0.13 V at calculated
value U, equal to 5.27'V, and 6.75 V at calculated value
U, equal to 32.1 V for D=0.3 and D = 0.7, respectively.

Similar dependences of calculated and simulated
currents and voltages are characteristic of LCM for the
DC/DC converter based on Zeta topology [15-17]. The
dependences of currents /; |, I; , and voltages U, U, on
frequency also have a similarity: the calculated values
begin to correspond to the values obtained in simulation
at switching frequency f of the power switch VT1 above
200 kHz only. In addition, the graphs of calculated and
simulation values intersect each other in the neighborhood
of fill factor D = 0.5. When the fill factor increases or
decreases, the difference between the values increases.

The graphs presented in Figs. 9 and 10 show that when
switching frequency f of the power transistor increases,
the values of DC currents and voltages described by LCM
tend towards corresponding values of DC currents and
voltages obtained in simulation (as described in [15-17]).
This illustrates the limitation of the mathematical model
for the DC/DC converter based on SEPIC topology.

LAY
0.8
0.6
0.4

0.2

0

0 200 400 600 800 f, kHz

Fig. 9. Effect of switching frequency on currents flowing
through the windings of the first and the second inductor
at fill factor equal to 0.5: 7 is calculation;

2,4 and 2, are simulation
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Fig. 10. Effect of switching frequency on voltages
on the first and second capacitor at fill factor equal to 0.5:
14 and 1, are calculation; 2,4 and 2, are simulation

CONCLUSIONS

This is the first time that the LCM of the unipolar
DC/DC converter based on SEPIC topology has been
obtained. The analysis results of the equivalent circuits
of the considered converter for both operation phases are
given. Kirchhoff’s rules were used to obtain differential
equations for algebraic sums of currents and voltages in
the device describing changes in the input power supply
current, currents flowing through the windings of inductors
L1 and L2, and voltages on capacitors C1 and C2.

The systems of differential equations in Cauchy
form written for each phase of converter operation are
transformed into coefficient matrices. This allows for
the limit continuous mathematical model for DC/DC
converter to be formulated. The mathematical model is
used to obtain equations for calculating constant currents
flowing through the inductor windings and the voltages
on capacitors in the converter steady-state operation.

Calculation results using the obtained limit
continuous mathematical model are compared with
those obtained in the DC/DC converter simulation.
Current values /; ; obtained in simulation differ from
the calculated value in the range from 11 mA to 0.2 A.
These correspond to the percentage value of 13-24%.
Similarly, for current /; ,, the values range from 2 to
135 mA, that in percentage terms corresponds to a range
of 2-20%. A similar pattern is characteristic of voltages
Uc, and U,. The voltages deviate from the calculated
value from 0.16 to 1.65 V for U, and from 0.13 to
6.74 V for U,-,. These ranges correspond to deviations
of 1-13% for U, and 3-20% for U-,. In addition, it is
shown that at switching frequencies of the power switch
VTI1 greater than 200 kHz, there are small differences
between calculated values and those obtained in
simulation.

The LCM for the DC/DC converter based on SEPIC
topology is the basis for its circuit design and physico-
mathematical analysis.
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Abstract

Objectives. The high demand for unmanned aircraft and their efficiency makes the production of their components
a matter of relevance. One of these components is the speed controller of the brushless electric motor of the
propeller motor group. At the current time, Russian industry, however, does not mass-produce them. In order to start
production, control methods and algorithms for the hardware and software parts of devices of this type are needed.
Criteria for selecting the main components also need to be formalized. The aim of this work is to develop a method
for the software control of electric motors. This includes block diagrams and invariant algorithms and methods for
the calculated selection of parameters of the main microcontroller of the electronic speed controller.

Methods. Methods of algorithmization, expert assessments, linear computational processes and experimental
studies were used.

Results. The paper presents the theoretical basis for controlling the required motors. It proposes a block diagram
of the implementation of the controller, and a technique for switching windings when controlling with a trapezoidal
signal is proposed. Examples are given in the form of an oscillogram. Based on theoretical research, an invariant
algorithmic apparatus was developed for building software for various types of microcontrollers. Block diagrams of
all the main modules of the software are also presented. The main ones include: the event switching algorithm; and
the main endless loop of the microcontroller. The requirements for microcontrollers to create the various types of
speed controllers are formalized herein and presented in the form of a set of mathematical expressions. They enable
the number of required peripheral devices and microcontroller ports to be calculated according to the requirements
for the microcontroller, as well as the computing power of the core used.

Conclusions. Experimental studies show the reliability of the theoretical research presented herein. The results
obtained can be used to select the optimal element base and develop software for speed controllers of electric
motors of the propellers of unmanned aircraft.

Keywords: electric speed controller, algorithms, brushless direct current motor, unmanned aerial vehicle,
noise-resistant solutions, software control, microcontroller
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HAYYHAA CTATb4A
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JIEKTPOABUIaTe sl 0eCMUIOTHOIO BO3XYLIHOIO Cy/IHA
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Pe3iome

Llenu. Bbicokast BOCTpeb0oBaHHOCTb 1 9DDEKTUBHOCTb BECMMIOTHBIX BO3AYLLUHbIX CY0B AENA0T akTyanbHbIM MPo-
M3BOACTBO X KOMMOHEHTOB, OHMM N3 KOTOPbIX SBASIETCS PErYNSTOP CKOPOCTU BPaLLeHUst OECLLLETOYHOrO 3/1EKT-
poaBuUraTens BAHTOMOTOPHOM rpynmbl. OQHaKo poCCUncKas NPOMbILLIIEHHOCTb B HACTOSILLLEE BPEMS HE NPOU3BOAUT
nx cepuiiHo. [ins 3anycka npovsBoAcTBa HEOOX0AMMO pa3paboTaTb METOAMKM U anropuTMbl yNpaBieHus ans an-
napaTHol 1 NporpamMMHOI YacTen YCTPOMCTB AaHHOr 0 TUMa, a Takke GopmManmsoBaTb KpUTeEPUN Bbibopa OCHOBHbIX
KOMMOHEHTOB. Llenbio paboThbl SBASETCS co34aHne MEeTOAUKN NMPOrpaMMHOro yrnpaBfieHUs 9N1eKTPOABUraTENEM,
BKJIIOYAIOLLLEE CTPYKTYPHbIE CXEMbI, MHBAPUAHTHbLIE aNIFOPUTMbI U METOAMKM PACHETHOrO BbIGOpa napaMeTpoB OC-
HOBHOIO MMKPOKOHTPOEPA perynstopa o60poToB.

MeToabl. Vicnonb3oBaHbl METOAbI ANTOPUTMUNI3ALMMN, BKCNEPTHBLIX OLEHOK, JIMHEMHBIX BbIYUCIUTENbHBIX MPOLLECCOB
1 3KCNEPUMEHTANbHbIX NCCNEN0BAHNIA.

PesynbTatbl. [peacraBneHbl TEOPETUHECKME OCHOBBI YPABIIEHUS 3NEKTPOABUIaTENSIMN BUHTOMOTOPHOM rpyn-
nbl. NMpeanoXxeHbl CTPYKTYpHasi CXxeMa peannu3auunm perynsTopa, MeToanku KOMMyTaumm o6MOTOK Npy ynpasneHnn
C TpaneuenaanbHbIM CUrHanoM, NpeacTasBieHbl OCLMIOrpaMMbl cUrHanoB. Ha 6a3e TeEOpeTUYECKNX U3bICKaHWIA
pa3paboTaH MHBaPUAHTHbI anroOpUTMUYECKNIA annapaT NOCTPOEHUS NPOrpPaMMHOro obecnevyeHns ons pasnnyHbixX
TUMNOB MUKPOKOHTPONEPOB. MNpeactaBneHbl 6,10K-CXeMbl OCHOBHbIX MOZYJE NPOrPaMMHOro CPeacTea: anropuT-
MOB COObITWUIAHOM KOMMYTaLUN 1 OCHOBHOI0 6ECKOHEYHOr 0 Lukia MUKPOKOHTposepa. dopmanniosBaHbl TpeboBa-
HUS K MMKPOKOHTPOJISIEpaM AJ1s1 CO34aHUS PasfinyHbIX TUMOB PErynsTopoB 060pOTOB, NPEeACTaB/IEHHbIE B BUIE HA-
60pa MaTeMaTUYECKIMX BblpaXeHNin. OHM NO3BONAIOT BbINOSHUTL PACHET KOIMYECTBA HEOOXOANMBIX NEPUDEPUNHBIX
YCTPOICTB 1 MOPTOB MUKPOKOHTPOJISIEPA COrNacHO TPEBOBAHUSIM K PEFYNATOPY, @ TAKXKe BbIYUCIUTENIbHON MOLLLHO-
CTV MCNONIb3YEMOro 94pa.

BbiBOAbI. DKCNEeprMeHTaNbHbIE NCCNENOBAHNS NOKa3ann JOCTOBEPHOCTb NPEACTABIEHHbLIX TEOPETUYECKNX U3bI-
ckaHuii. MNMony4veHHble pedynbTaTbl MOTyT OblTh MCMOJSIL30BaHbI AJ15 Noadopa oNTUMasibHOW 91EMEHTHON 6a3bl 1 pas-
paboTKM NporpamMMHOro obecnevyeHns ofis perynsaTopoB CKOPOCTU BPALLEHNS SNEKTPOABUraTeneli BUHTOMOTOPHOW
rpynnbl 6GECNNNOTHBIX BO3AYLLHbIX CY/0B.

KnioueBble crnoBa: perynsaTop CKOPOCTU BpalleHUs 9/1eKTPoABUraTensi, anroputmbl, 6ECLLETOYHbIN 31eKTPOOBU-

ratefib, 6ecnuNoTHOE BO3OYLIHOE CYAHO, MOMEXOYCTOMYMBLIE PELLEHUs, NPOrPaMMHOE YrpasieHne, MUKPOKOHTPOJ-
nep
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Mpo3payHocTb GPUHAHCOBOW AEeATENIbHOCTU: ABTOPbI HE UMEIOT GUHAHCOBOM 3aUHTEPECOBAHHOCTU B MPEeACTaBMEH-

HbIX MaTepunanax nin Mmetogax.

ABTOPbI 3a5BNSIOT 06 OTCYTCTBUM KOHGMIMKTA MHTEPECOB.

INTRODUCTION

At the present time, most light unmanned
aerial vehicles (UAVs) use electric propeller group
motors (EPGs) [1, 2]. The current trend is to switch to
electric propulsion for larger aircraft (ACs).

Electric UAVs use brushless three-phase electric
motors [3]. Their rotation speed is controlled by
switching phases and changing the currents flowing in
the windings. In order to synchronize the commutation
process with the rotation of the rotor, the position of
permanent magnets relative to the windings must be
determined. This can be achieved by sensors built
into the electric motor [4]. This approach gives good
results, but it is complicated and expensive. Therefore,
the most widely used approach is to use back
electromotive force (EMF) measured on the currently
unconnected phase, in order to establish commutation
torque [5, 6].

The vast majority of lightweight brushless UAVs
currently in use do not have built-in sensors. They
are controlled by electric speed controllers (ESC).
The generally accepted architecture of lightweight
UAV [7] assumes typical interfaces for connection of
standardized components. In particular, the main and
obligatory components of ESC consist of a connection
interface for the electric motor windings (3 phase lines),
and a control interface (digital or using pulse width
modulation (PWM)). The electronic controller usually
has one or more telemetry signal outputs.

At the current time, the Russian market offers a wide
range of ESCs, covering practically all existing needs.
However, all the solutions known to the authors are
foreign. Their software and technical documentation
are not publicly available. Thus, due to the dependence
on foreign supplies, the production of new devices with
extended functionality is problematic. This contradicts
the policy of technological sovereignty.

TASK ASSIGNMENT

In order to resolve this problem, a methodology
needs to be designed which will ensure the development
and manufacture of rotation speed controllers for EPG
electric motors for light UAVs. This consists of two
elements: hardware development methodology (circuit

solution); and program control methodology. This article
focuses on the second of these.

Development of the program control methodology
requires the principles of the controller construction to be
selected, and the basic principles and algorithms of future
software to be developed. An additional task is to develop
a methodology for selecting microcontroller parameters
according to the given characteristics of the controller.

The main elements which affect the noise resistance
of the device are as follows: control interface cabling;
telemetry; data transmission protocols; choice of
component base; and the printed circuit board design.
Of these, only the digital interface protocols are relevant
to this paper. Their selection significantly affects the
noise immunity of the system [8]. However, when
developing the ESC controller, we are limited to the
typical list of protocols supported by classical flight
controllers. The development of additional control and
telemetry protocols is possible only in conjunction with
a specialized flight controller.

The program control methodology for lightweight
UAV rotational speed controllers can developed in
two ways: full software implementation of control
algorithms; and control using specialized controllers
with a high degree of integration. The first option
includes a hardware solution in which a microcontroller
or programmable logic integrated circuit [9] directly
controls the driver of phase switching field-effect
transistors. The second option uses a bundle of a general-
purpose microcontroller and a specialized controller for
brushless motor control.!?

The use of specialized brushless motor controllers
allows software development for the controller to be
significantly simplified. This is because all algorithms
are implemented in this product. The circuit design is
also simplified. However, the disadvantages of this
approach include: increased cost; increased size of the
controller; and a lack of the necessary controllers for
brushless motors produced in Russia.

' A4960: Sensorless BLDC Motor Driver. https://www.al-
legromicro.com/en/products/motor-drivers/bldc-drivers/a4960.
Accessed October 27, 2023.

2 MOTIX™ BLDC Motor Control Ics. https://www.infine-
on.com/cms/en/product/power/motor-control-ics/bldc-motor-
control-ics/. Accessed October 27, 2023.
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Based on the results of the analysis, the following
list of requirements to be met by the control system was
compiled:

e sensorless control of three-phase brushless
motors (based on the back EMF measurement);

o full software control mode without the use of
specialized intermediate controllers;

e the need to maintain a PWM control signal;

e the need to maintain digital control protocols:

Dshot?, Proshot*, Multishot?;

e the need to maintain digital telemetry protocols:

KISS®, Dshot;

e the need to maintain analog output for the total
current indication;

o the possibility for implementation based on Russian
elements;

o the possibility for implementation of control devices
for one or four electric motors.

THEORETICAL BASES FOR PROGRAM CONTROL
OF UAV BRUSHLESS ELECTRIC MOTOR
CONTROLLERS

The solution consists of three stages: development of
algorithms and methods for controlling motor rotation;
development of algorithms and methods for processing
control commands; and development of algorithms and
methods for forming the telemetry data. The second and
third items are variable. Their implementation depends
on specific protocols, the description of which is in the
public domain.” Therefore, most of the attention will be
paid to the first stage.

The general principles and models of program
control of UAV electric motors based on electronic
speed controllers are well known [10]. However, the
focus here is narrower and more specific. In order to
resolve it, it is necessary to consider the principles of
controlling the used electric motors.

Brushless motors with concentrated windings and
permanent magnet rotors are most common in light and
medium-sized UAVs with EPG. They exceed 90% of the
number of AC in the range up to 5 kg due to their weight,

3 DSHOT—the missing Handbook. https://brushlesswhoop.
com/dshot-and-bidirectional-dshot/. Accessed October 27, 2023.

4 Proshot—A new ESC protocol. https://oscarliang.com/
proshot-esc-protocol/. Accessed October 27, 2023.

5 What is Oneshot and Multishot in ESC. https://robu.
in/what-is-oneshot-and-multishot-in-esc-difference-between-
oneshot-and-multishot-esc-esc-calibration-protocol/.  Accessed
October 27, 2023.

6 KISS ESC 32-bit series onewire telemetry protocol.
https://www.rcgroups.com/forums/showatt.php?attachmen-
t1d=8524039&d=1450424877. Accessed October 27, 2023.

7" Abdelrahman H. Software Integration of Electronic Speed
Controller (ESC) for an Unmanned Aerial Robot: Bachelor
Thesis. University of Twente. 2021. 23 p. https://essay.utwente.
nl/87630/. Accessed October 27, 2023.

low cost and ease of use. These motors in Russian-
language sources are often referred to as thyratron
motors. In English-language literature the term brushless
direct current (BLDC) motor is usually used [11].

UAV BLDC motors are usually supplied with
trapezoidal voltage. This leads to certain disadvantages:
torque ripple; generation of impulse noise; increased
noise; and a slight reduction of the efficiency coefficient.
These can be partially eliminated by using other control
methods (e.g., using sinusoidal voltage). However, this
approach is not justified due to the significant increase
in UAV complexity and cost. Torque ripple and a certain
reduction in efficiency are not critical for the EPG of
lightweight UAVs. Propeller noise significantly exceeds
electric motor noise. Impulse noise is suppressed by
hardware filtering and specialized software methods.

The structural diagram of the hardware-software
control system of UAV BLDC electric motor taking into
account the data under consideration is shown in Fig. 1.

The microcontroller unit (MCU) generates a control
signal to the drivers (DRV) of the field-effect transistors
of the motor winding commutation. Control signals
are generated through flight controller commands and
feedback data. The feedback consists of a low-pass filter
and a comparator. The low-pass filter filters out impulse
noise during switching of motor steps and elimination
of the PWM signal component. The comparator is used
to determine the threshold level of the feedback EMF
at which the subroutine of transition to the next step is
started.

DRV _@
N

=

MCU

< ||
r«@: ;8
<%

Fig. 1. Structural diagram of the hardware and software
control system of the controller

Figure 2 shows a simplified view of the signals on
the motor phases when the selected control methodology
is used. The figure relates to a BLDC motor with one
pair of poles, and shows one revolution. The solid line
shows the ideal voltage change on each phase during
one revolution. For example, phase A is energized with
a positive polarity voltage for angle values up to 120°.
Between 120° and 180°, phase A is disabled; while
between 180° to 300°, the supplied power voltage has
negative polarity.

The dashed line shows the back EMF, the shape of
which is close to a trapezoid. When the supply voltage is
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applied to the winding, the value of the back EMF is equal.
When the winding is disconnected, it is formed as a result
of generation. The design features of the motor require that
the transition to the next step be performed at the moment
when the back EMF crosses the zero mark [12].

| S pep—— i H
P/
Phase A ! \_\ ! o0
AN /
? Q, ______ ’ l;'
Phase B | ;—_%__\ |
ase é /, E \\
4 N
/ N\
! === ==
Phase C \\ i /
1 L
< i 7 '
\ | / i Current ———
o Back EMF — ——
0 60 120 180 240 300 360

Rotor rotation angle, °

Fig. 2. Simplified view of signals on motor phases
when using the selected control methodology

Thus, control based on back EMF allows for
synchronous operation of the machine, while not
determining rotation speed. The number of motor
revolutions per minute is determined by the applied
voltage and is calculated by the formula:

N = UKk, €8

where U is the voltage on the windings, V; Kj; is the
speed factor, V™! (shows the speed at which the motor
will generate the back EMF of 1V); k_ is the factor
taking into account the peculiarities of the real electric
machine (rm—real machine).

Thus, motor speed can be expressed through the
switching frequency and the parameters of the electric
machine:

N=Tz, @)

6np
where n,_ is the number of zero crossings of the back
EMF; n, is the number of pole pairs of the electric motor.

However, transition to the next step is determined
by back EMF. The number of revolutions is primarily
dependent on voltage and motor design. Accordingly,
the design determines the speed factor K,

The value of the resulting voltage on the windings is
usually changed by means of PWM control. The design,
which is currently under development, provides for
a similar method of controlling rotation speed.

Figure 3 shows the oscillogram of the UAV BLDC
motor during the operation. The signals in phases are
close to the theoretical data as shown in Fig. 2. At the

moment of active phase state, the PWM signal can be
observed in the following figure.

V‘“N‘r “”ﬂWw LRl
D M/UM Ll

Ny

—
M 1N
N

(PH_B]

PH_C

VGND

Fig. 3. Oscillograms of the AUV EPG operating
BLDC motor. VGND is Virtual Ground

CONTROL SYSTEM ALGORITHMIZATION

Using theoretical research as a basis, we will
formulate the methodology and control algorithms.
A microcontroller was selected as a means of program
control. Modern microcontrollers of sufficient power
usually use architecture with hardware-level software
abstraction [13, 14].

This approach provides a software tool structure
which separates microcontroller hardware support from
the core code that defines functionality.

Figure 4 shows the algorithm of the starting module
of the control system proposed herein. After starting
the program, device driver initialization functions
are performed: I/O ports, timers, analog-to-digital
converters (ADC), and others. Then the main block starts.
This consists of an infinite loop of the microcontroller. In
normal mode it is impossible to exit this block. Therefore,
the error handler at the end of the block diagram can be
executed only upon main block emergency termination. The
driver initialization functions and the main block also have
built-in error handlers. Their functionality is determined by
the type of error and the place of its occurrence.

| Start |

v

Initialization
of device drivers

v

| | Main unit | |

v

| | Error handler | |

Fig. 4. Start module algorithm

Figure 5 shows the block diagram of the algorithm
of the main module. It will be implemented as a separate
file. The chosen architecture enhances security and
emphasizes the abstraction of hardware from software
implementation.
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Initialization and
calibration
of the devices

v

Sound and light
indication

m
A>®<A
\ \

PWM initialization dShot initialization MultiShot initialization ProShot initialization
and setting and setting and setting and setting

| |
Y

Settings reading
from the memory

v

Main cycle

v

Main cycle
body

Y

\ Main cycle /

Fig. 5. Main module algorithm

Main module operation starts with device
initialization and calibration. Here the ADC can be :
calibrated with subsequent start, start timers and direct Current rotation

. . speed calculation
memory access (DMA) controllers) in the specified v
mode. It configures the general-purpose ports and
interrupts, as well as setting up and starting other
devices. The sound and light signaling unit notifies the

Reverse Yes

command

user of the successful start of the device operation. Next, Y

the control protocol detection algorithm is started. The Reverse indication

standards which are supported are set out in the Task v

Assignment section. Writing the reverse
Before main cycle start, the settings are read out. into the+memory

The priority control protocol and rotation direction, v | Motor stop

as well as the normalization parameters of the control | Reverse cancel | v

commands (if necessary) are stored in the flash memory. | Reverse installation
The main cycle is an infinite microcontroller |

cycle. It executes the program code shown in Fig. 6. v

However, this functionality does not apply to the main Obtaining the set

motor control tasks. The main motor control tasks are rotational speed
not periodically time initiated, but related to hardware
interrupts of the device.

The main cycle calculates the current speed and
monitors the reverse command on a continuous basis.
When a reverse command is received, it is displayed,

Setpoint speed =
current speed

and then memorized. The motor is stopped and the || PWM setting ||
reverse flag for the switching function is set.
Also in the main cycle, the target speed is read Fig. 6. Algorithm of the program main cycle

by processing data from one of the control protocols
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selected. If there is a difference between the current
speed and the set speed, the phase voltage PWM control
is set, in order to correct the speed.

The current speed is determined by measuring the
frequency of interrupts. This corresponds to the zero
crossing of the back EMF. The interrupt data processing
functions initiate the winding switching program block.

Switching is performed according to the sequence
shown in the table. The sequence of processes is shown
in Fig. 2.

Table. Switching order of phases A, B, C

Step number 0 1 2 3 4 5
High level A B B C C A
Phase off B A C B A C
Low level C C A A B B

Block diagram of the switching algorithm is shown
in Fig. 7. The phase for which one or another operation
presented in the algorithm is performed differs at each
switching step. The order of phase alternation is shown
in the table and in Fig. 2.

| Move to the next step |

v

| Step normalization |

No /R\ Yes

everse?

Y
Direct switching

Y
Reverse switching

order order
No R|s|ng Yes
edge
Y Y
Enable falling Enable rising
edge interrupt edge interrupt
resolution resolution

Switching on the upper Switching on the lower
arm of the half bridge arm of the half bridge

v v

Phase cutoff | | Phase cutoff |

v v

PWM PWM signal
signal cutoff switching on

| |
v

| Clearing the interrupt flags |

v

| Restarting the timer |

Fig. 7. Motor windings (phases) switching algorithm

The switching process is cyclic. It starts with
switching to the next step. Step normalization is then
performed (the step number is set to a value between
0 and 5). Switching is performed in forward or reverse
sequence, depending on the state of the reverse flag.

The switching control function contains two
branches which correspond to leading edge and trailing
edge interrupts. When a rising edge interrupt is triggered,
the corresponding interrupt is enabled. Then the lower
key of the phase control half-bridge is turned on, the
corresponding phase is switched off, and the DMA
controller is turned on. This generates a PWM signal to
control the motor phase voltage. In the event of a trailing
edge interrupt, the sequence of operations is reversed.

When any of the branches of the branching operator
are completed, the interrupt flags are cleared. Then the
timer responsible for starting the motor is restarted.

The actual development has a significant number
of additional program blocks, e.g., telemetry handling,
error handling, and others. However, the scope of the
current work does not allow them to be presented herein.

FORMALIZATION OF REQUIREMENTS
TO THE APPLIED MICROCONTROLLERS

A microcontroller must be selected, in order to
create the proposed control system. The development is
invariant and therefore requires general criteria for the
element base to be selected.

The microcontroller must have the required number
of devices and ports, as well as to meet the performance
requirements. Next, let us present a set of expressions
describing the requirements for ports and devices.

The number of timer channels n,, is determined by

Eq. (3):

Mieh = 4'nmot’ &)
where n_ . is the number of motors controlled by the
controller.

Each motor needs to have 3 PWM signal outputs, in
order to control the voltage on the winding. In modern
microcontrollers, this functionality is allocated to
timers. An additional timer channel is used to interpret
the control protocols.

The number of general-purpose ports M Gpio is defined

by Eq. (4):
nGpio =2+ 3nmot + nrestio’ (4)

where MyesGpio is the number of redundant general
purpose ports, index Gpio stands for General purpose
input output.

Two general purpose ports are used to control the
indicator and to set reverse. For each motor, 3 general
purpose phase disconnect ports are required: one for
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each phase. A further intention is to allocate a number
of ports for potential expansion of the functionality of
the unit.

The number of interrupt lines n, , is calculated as
one interrupt for each phase of each motor using Eq. (5):

n..=3n_ . %)

At least two lines need to be considered for
programming the microcontroller, two power supply
lines, analog inputs for measuring battery current and
voltage, and ADC output for analog telemetry output.
Based on this, let us calculate the total number of
microcontroller pins Poin’

npin =9+ Mich + nGpio + Mint + Mies> (6)

where n_ is the number of additional redundant pins of
the microcontroller.

Equation (6) can be represented by the number of
motors:

npin =9+ 1Onmot * MesCom (7)
with the total reserve n .., including the reserve of
general-purpose ports, taken into account as a reserve
summand.

In order to select a satisfactory microcontroller, the
performance parameters of the computational core and
peripheral devices need to be correctly defined.

The minimum PWM frequency requirements for
timers are defined by Eq. (8):

fpwm 3ankpwm, (8)
where k& is the coefficient determining the frequency
parameters of PWM.

The constant factor 3 corresponds to three positive
control pulses per revolution with one permanent
magnet pole pair. k_  determines the number of PWM
pulses per control pulse. The recommended value
of k., = 10.

The value of fpwm can be expressed through the
parameters of the applied AC electric motors:

Sy = 3UK ko 9)

m’ ppwm’
Interrupt lines have requirements for minimum
event response rates:
St = 2Nn,,. (10)
The constant coefficient 2 is explained by two zero

crossings of the back EMF per cycle at one pair of
magnetic poles of the electric motor. Similarly to Eq. (9),

Eq. (10) can be presented through the parameters of
electric motors:

Jine = 2UK K n, (11)
Letus define the requirements for the microcontroller
speed. In order to do this, the computing power required
for individual modules needs to be summarized.
For program code executed in the body of an infinite
loop of a microcontroller, the required computational
performance P __ is defined by Eq. (12):

P n

me  Jmectmelnse

(12)

where f, is the repetition rate of the infinite loop, 7, 1,
is the average number of instructions per loop step.

The main volume of calculations is performed in
interrupt handlers. Equations (13) and (14) allow the
necessary computing power required for them to be
calculated:

P. =6n__.n Nn.

int " mot p

(13)

intInst’

P..=6n nUKkn

int Mot p rm’"intInst’

(14)

where n, .. . is the number of instructions to process the
interrupt body (switch cycle).

The constant factor 6 is due to two interruptions for
each of the three phases in one cycle for a motor with
one pair of poles.

The sum of computing power for the applied
microcontroller Py is defined by Eq. (15):

f mec’melnst + 6nmotnp UK. krmnmtlnst +P add +P res’ (15)

where P, is the computational power of additional
modules, P . is the reserve of computational power.
Computatlonal power reserve should be at least 30%
of the total value. For controllers with a small number of
motors, this value is recommended to be increased.

EXPERIMENTAL STUDIES
AND PRACTICAL RESULTS

Based on the methodology proposed herein,
microcontrollers were selected to build controllers for
one and four electric motors. For the first of them, the
following minimum requirements were established: at
least 22 pins, including 3 PWM lines and 3 interrupt lines.
For the microcontroller of the four-motor controller, the
corresponding parameters were: 55 pins, 12 PWM lines,
and 12 interrupt lines.

The prototype software product developed
pursuant to the algorithms considered herein, requires
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Motors
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Master

1043 1043 1024 1042 100 100( 100 100(

Servos

Motor Test Mode Notice:
Moving the sliders will cause the motors to spin up.
in order to prevent injury remove ALL propellers before using this feature.

| understand the risks, propellers are removed. Enable motor control.

Fig. 8. Motor control in BetaFlight

a computational performance of not more than
20 DMIPS? for a single-motor controller and 75 DMIPS
for a four-motor controller. The recommended
microcontrollers need to have a performance rating of at
least 30 and 100 DMIPS, respectively.

Other factors to be considered when selecting
a microcontroller are its availability, as well as the
inherent complexity of conducting development and
electrical parameters. These factors are not considered
in this paper. Given the complex combination of
requirements, the STM32F103C8T6 microcontroller
manufactured by STMicroelectronics, Switzerland,
was used to build the first prototype of a single motor
controller.

The maximum performance of this product is
90 DMIPS which exceeds the computing power
requirements by several times. The requirements for
peripherals and their number are similarly covered by the
adopted device. With its low cost and wide availability,
this choice can be considered optimal. However,
STM32F103C8T6 pertains to the list of sanctioned
products from non-friendly countries. Therefore, we
considered alternative solutions.

The Russian  1921BK035°  microcontroller
produced by NIIET!? was selected for the single-engine
controller. The device is implemented on a 32-bit
RISC core (reduced instruction set computer). It offers
a performance rating of up to 100 DMIPS, and has all
the necessary devices with the required parameters.
This microcontroller theoretically allows us to produce
a 2-motor controller.

It is proposed to build the four-motor speed controller
onthe basis ofthe K1921VKO02T microcontroller from the
same manufacturer. The device parameters significantly

8 Dhrystone MIPS—standard for comparing microcontroller
performance.

® 1921BK035: microcontroller with reduced overall
dimensions with functions for electric drive control (in Russ.).
https://niiet.ru/product/1921%D0%B2%D0%BA035.  Accessed
October 27, 2023.

10 https://niiet.ru/ (in Russ.). Accessed October 13, 2023.

exceed those required (more than 200 DMIPS, 144 pins
total).

The  prototype  controller  assembled on
STM32F103C8T6 was subjected to tests. For control
purposes, digital protocols (Proshot, Dshot) and PWM
signal operation were used. Control was performed by
means of a SpeedyBee F4 V3! flight controller with
BetaFlight'? software installed. Rotation speed was
set using the built-in configurator (Fig. 8). The Motors
panel is used to control the rotation of the motors. The
Servos panel is used to control the servos (not used in
this work). The switch containing the information plate
displayed in the lower right part of the figure authorizes
the motors to turn on. The message asks you to confirm
that the propellers have been removed and that you
consent to the risks of enabling the motors.

A series of tests was used to rate the performance of
the ESC controller. T-Motor Velox V2 V2207 1750KV
BLDC motor (Feiying Technology, China) was used for
load purposes. It is 5 inches in diameter and has an installed
4-inch pitch three-blade air propeller (Gemfan, China). It
was powered by a 16.8V 4S battery (HRB, China).

Measurement of rotation speed was performed
using a MEGEON™ 18005 (MEGEON, Russia) laser
tachometer. Comparison of the results measured with
the set values showed a difference of less than 5%.

During motor operation in cycles of 10 min, case
heating did not exceed 70°C. The temperature of
semiconductor components of the ESC controller was
less than 80°C. The test object did not manifest any
uncharacteristic sounds or other phenomena.

The phase signal oscillograms of the prototype
controller are shown in Fig. 9. They indicate correct
operation of the product. Insignificant delays of winding
switching should, however, be noted. These delays will
be eliminated in the future by making changes to the
implementation of the commutation process algorithm.

I SpeedyBee. https://www.speedybee.com/speedybee-
f405-v3-bls-50a-30x30-fc-esc-stack/. Accessed October 13, 2023.

12 Betaflight.  https://www.betaflight.com.  Accessed
October 13, 2023.
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Fig. 9. Oscillograms obtained during the tests

CONCLUSIONS

In the development of in-house software for UAV
BLDC motor controllers, invariant methods and
algorithms are proposed to be used. They are based on
the theoretical foundations of program control of this

The results presented herein were tested. The
methodology and algorithms formed the basis for the
software development for a rotational controller prototype
for a single UAV EPG engine. The test results provided
a positive conclusion about the operability of the solution,
and it was decided to continue its development. The main
focus of further work will be to improve the software
based on the algorithms considered in the article.

The testing process confirmed the suitability of
the microcontroller selection method, according to
the specified characteristics. The characteristics of
peripheral devices fully correspond to operational ones.
The calculated values of computing power differ from
operational values by 10-15% upwards. Based on the
results obtained, a positive conclusion can be made
about the methodology presented in this paper.
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Abstract

Objectives. One pressing problem when recording brain activity signals by electroencephalography (EEG) is the
need to reduce the effect of interference (artifacts). This study presents a method for resolving this problem using the
Laplace differential operator. The aim is to determine the number of electrodes included in the Laplacian montage,
as well as to clarify the requirements for the geometric shape of their placement, in order to ensure the best quality
of EEG signal processing.

Methods. The Laplacian montage method is based on the use of individual electrodes to determine the second
derivative of the signal, proportional to the electric current at the corresponding point on the surface of the head. This
approach allows the potential of neural activity of the source located in a small area limited by the electrode complex
to be evaluated. By using a small number of equidistant electrodes placed around the target electrode, the Laplacian
montage can produce a significantly higher quality signal from the area under the electrode complex.

Results. Among all the methods for constructing the Laplacian montage discussed in the article, a complex
consisting of 16 + 1 electrodes was shown to be preferable. The choice of the 16 + 1 scheme was determined by the
best compromise between the quality of EEG signal processing and the complexity of manufacturing the electrode
complex with given geometric parameters. The quality assessment was carried out by simulating the interference
signal which allowed the correctness of the choice of installation design to be evaluated.

Conclusions. The use of the Laplacian montage method can significantly reduce the effect of artifacts. The proposed
montage scheme ensures a good suppression of interference signals, the sources of which are located far beyond
the projection of the electrode complex. However, not all interference arising from sources deep inside the brain, can
be effectively suppressed using the Laplacian montage scheme alone.

Keywords: electroencephalography, EEG signals, artifact, reference montage, Laplacian montage, electrode

placement scheme, electrode complex
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Pe3iome

Llenu. OgHoi 13 akTyasibHbIX 33424, BO3HUKAIOLLMX NPU PEFUCTPALMN CUTHAN0B MO3roBOWM aKTUBHOCTM C MOMOLLLbIO
anekTpoaHuedanorpadum (33r), ABNAETCS YMEHbLUEHNE BNNAHUSA NoMex (apTedakTtos). B naHHOM mnccnenosa-
HUN paccMaTpuBaeTcs 0uH U3 CnocoO0B pPeLLEeHNs AaHHOM 3a4a4m ¢ NOMOLLbIO AnddepeHUmanbHOro oneparopa
Nannaca. Llenb paboTkl — onpeneneHne KONMYeCcTBa 3/1IEKTPOA0B, BXOAALLMX B larjaCcMaHOBCKUIA MOHTaX, a Takke
BbISICHEHWE TPEOOBaHNI K reoMeTpuieckor Gopme X pacrnosioXeHns ons obecnevyeHns Hannyyllero kayecTea 06-
paboTkm curHanos AT .

MeToabl. MeTon nannacMaHOBCKOrO MOHTaXa OCHOBbLIBAETCS Ha MCMOJIb30BAHUN OTAENbHbIX 3/1IeKTPOA0B AN
onpeneneHns BTOPOM Npon3BOAHON CUrHana, Kotopasi NponopuyoHanbHa 31EKTPUYECKOMY TOKY B COOTBETCTBYIO-
el TOYKe NOBEPXHOCTM rOJIOBbl. OTOT NOAXOL NO3BONAET OLEHUTb NOTEHLMAN HENPOHHOM aKTUBHOCTU UCTOYHU-
Ka, HAXOAALLErocs B Masioin o6nactm, orpaHNY4EeHHOM KOMIMIEKCOM 3n1ekTpoaoB. MNMpn ncnonb3oBaHnUM HEOObLLIOIO
KONMYECTBa pPaBHOYOANIEHHBIX 9IEKTPOAOB BOKPYI LLEeSIEBOro 371eKTPOAa Npu lanjiacnaHoBCKOM MOHTaXe yaaeTcs
NMoyYnTb 3HAYUTENBHO BONee Ka4eCTBEHHbI CUrHan n3 06n1acTu, HaXoAALLENCs MO SNEKTPOLAHLIM KOMMIEKCOM.
PesynbTaTthl. N9 BCEX PACCMOTPEHHBIX B CTaTbe€ CNOCOO0B NOCTPOEHUS NaniacMaHoOBCKOro MOHTaxa, 6b110 no-
Ka3aHO, YTO KOMIEKC, COCTOALLMIA U3 16 + 1 OTAENbHbBIX 3N1EKTPOA0B, ABNSETCS Haubonee NpeanoyYTUTENbHbIM 415
1Mcnonb3oBaHus. Beibop cxembl 16 + 1 06ycnoBneH Hanay4LInMM KOMNPOMUCCOM MeXAy KaieCTBOM 00paboTku cur-
HanoB O3l 1 CNOXHOCTLIO U3rOTOBIEHUS 3NIEKTPOAHOIr0 KOMMJIEKCa NPy 3a4aHHbIX FTEOMETPUYECKNX NapamMeTpax.
OueHKa ka4yecTBa NPOBOAMIACH MOLENMPOBAHMEM CUIHANa NOMEXU, C MOMOLLLbIO Yero yaanocb OLEHUTb NpaBuslb-
HOCTb BbIOOPA CXEMbl MOCTPOEHUS MOHTaxa.

BbiBOAbI. YCTAHOBNEHO, YTO MPUMEHEHNE METOAA NarnjaCMaHOBCKOrO0 MOHTaXa CNOCOOHO 3HAYUTENIbHO YMEHb-
WnTb BAnsaHMe aptedakToB. C NOMOLLBIO MPEASIOKEHHOM CXeMbl MOHTaXa 06ecneynBaeTCs BbICOKUIM YPOBEHb MO-
LaBNEHNSI MOMEXOBbIX CUTHANO0B, UCTOYHMKN KOTOPbIX HAXOAATCA JaNieko 3a npefenamm npoekLmn 3NeKTpoaHOro
komnnekca. OgHako He BCE MOMEXM, UCTOYHUKM KOTOPbIX NexaT B rinybuHe mMo3ra, MoryT 6biTb 3dpdEKTUBHO Mo-
LaBfieHbl C MOMOLLbIO OAHOM NULLIb CXEMbI NTAnIacMaHOBCKOro MoHTaxa. Heo6xoavMmo ncnosnb30BaTh PassivyHble
uMdpoBbie MeETOAbI 06PabOTKM CUTHANOB, YHUTbLIBAKOLLME UX CTAaTUCTUYECKME CBOICTBA.

KnioueBble cnoBa: anektpoaHuedanorpadus, 3l -curHanbl, aptedakt, pedepeHTHbI MOHTaX, laniacuaHoB-
CKN MOHTaX, CXeMa HaJIOXEHWNS 3JIEKTPOO0B, 3N1EKTPOLHbIN KOMIJIEKC
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MpospayHoCTb GUHAHCOBOI AEeATEsNIbHOCTU: ABTOPbI HE NMEIOT GDUHAHCOBOW 3aMHTEPECOBAHHOCTY B NPeACTaB/IeH-

HbIX MaTepunanax nin Mmetogax.

ABTOPbI 3a5BNSIOT 06 OTCYTCTBUM KOHGOIMKTA MHTEPECOB.

INTRODUCTION

Electroencephalography (EEG) is one of the most
common methods for studying the electrical activity of
the brain which helps to determine the functional state
of the brain. When registering electrical potentials on the
surface of the head, the useful signal is often noisy due
to artifacts of various nature. In order to obtain adequate
information about the functioning of brain structures,
various radiophysical methods are used. These consist
of hardware and are based on approaches known from
signal processing theory and statistical radiophysics.

Hardware methods for improving the quality of
the EEG signal are primarily based on the use of new
types of electrodes, as well as electrode montage and
arrangement schemes. A lead montage is a system of
connections between electrodes, the most common of
which are described in the review [1]. The number of
electrodes included in the montage can vary from 2 to
20 depending on the purpose of recording. The use of
different types of montage in EEG studies allows more
accurate data on the electrical activity of the brain to be
obtained, as well as specific electrical events which may
be important for the diagnosis and treatment of various
diseases [2]. There are variants of montage, some of
which will be described below.

Monopolarmontage in which the potential difference
between one electrode and a reference point (usually
located behind the ear) is recorded. Bipolar montage
records the potential difference between two electrodes
located on neighboring areas of the head. In the case of
monophasic montage, only positive or only negative
half-waves of the EEG signal are recorded. This type of
montage is used to detect specific electrical events such
as misalignment or synchronization between different
areas of the brain.

Reference montage uses an additional electrode
located away from the brain regions of interest. The
total electrical activity recorded with this additional
electrode helps to account for the effects of artifacts
arising, for example, from eye movements or muscle
activity (particularly facial muscles).

The purpose of using the reference montage is to
record the EEG signal without the influence of interfering
sources and noise, i.e., in relation to an electrically

neutral electrode. However, due to the conductivity of
biological tissues, it is impossible to place on the surface
of the head a reference electrode which retains electrical
neutrality. In theory, this condition is met at an infinite
distance from the source. In the 1950s. [3], a method
known as the common average reference montage
was developed. In this method, electrode potentials
are measured relative to a common average reference,
i.e., the potential obtained by averaging the values
recorded from all electrodes. With random signals at all
electrodes, the average potential, i.e., the potential of the
common reference electrode, would be zero. However,
the activity of neuronal ensembles is spatially distributed
quite widely, and the signals at the electrodes are not
independent. In order to address this problem, local
averaged reference montage was developed, in which
a small number of electrodes near the target electrode are
used to compute a complex reference. There are several
types of averaged reference montage—Laplacian,
Lemos, and Hjorth montages [4, 5].

LAPLACIAN REFERENCE MONTAGE

In the present work, the Laplacian local averaged
reference montage will be used. This is based on the
fact that the second spatial derivative of EEG signals is
proportional to the electric current in the corresponding
point of the head surface. This allows the value of
the underlying neural activity source potential to be
estimated.

The potential field gradient at any given electrode
is calculated by measuring the difference between the
voltage at the electrode of interest and the voltage of each
of its nearest neighbors. If the potential field gradient at
an electrode is calculated, there is no need for a common
reference comparison electrode.

The currently used modification of the Laplacian
montage for surface potentials was developed under the
assumption of homogeneous cortical conductivity [2]. In
this method, the second spatial derivative of the potential
field is defined by the electric current perpendicular to
the cortical surface.

There are a number of limitations associated with
the Laplacian montage. The accuracy with which this
montage represents the signal strongly depends on the
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interelectrode distance. In the first Laplacian scheme, no
additional electrodes were used, and only the standard EEG
electrode arrangement scheme was used. In this method,
data from the nearest 8 grid electrodes was used to obtain
the value of the local averaged reference electrode (for
lead C4, for example) (Fig. 1). The general idea of the
montage is based on the fact that the target electrode,
at which the resulting signal is determined, is assigned
a weight of +1. The other electrodes are assigned weights
based on their distances from the target electrode location,
such that each weight is proportional to the inverse of the
distance squared and scaled such that the sum of these
weights equals —1. Thus, the sum of all weights is zero,
which makes the differential operation indifferent to the
choice of the reference electrode location [4].

Fp1 FpZ Fp2

Y

¢ ¢ &

Fig. 1. Display of the EEG 10-20 electrode placement
scheme on the plane

O——X

The following formula [1] is used to obtain the
electrode C4 value using a locally averaged reference
electrode:

C4=(Fz+F4+F8+Cz+T4+Pz+P4+T6)8. (1)

This scheme works relatively well for medial
and central electrodes in standard EEG circuits.
However, the fulfillment of these assumptions is rather
problematic with regard to peripheral electrodes. In this
case, weighting coefficients are introduced for edge
electrodes, for example, the formula [2] is taken for T3:

T3=(2-F7+2-T5+C3)/5. )

This Laplacian scheme, as can be seen, uses data
from electrodes located at different distances from
the center electrode which may require the selection
of weights for them and introduces distortions in the
resulting signal.

Another way of constructing a Laplacian montage
is to use solid electrically conductive concentric rings as
electrodes (Fig. 2), as presented in [6, 7].

(a) (b)

Fig. 2. Conventional electrode (a) and tripolar
electrode (b) consisting of three concentric rings
(photo from [2])

This method has its advantages and disadvantages
in use. For example, with best signal accuracy, it is quite
difficult to ensure a uniform fit of the ring to the scalp.
This ring montage cannot be converted to a different
signal processing scheme, as opposed to a montage
based on individual electrodes.

In addition, an EEG signal whose source is not
a point, but a scalp, scattered (diffuse) electric charge
will also be distorted when processed by Laplacian.
Laplacian is best suited for working with relatively focal
sources, i.e., concentrated in a small area compared
to the size of the electrode complex included in the
montage [8].

Our choice in favor of the ring shape of the
electrode complex consisting of individual electrodes
was determined by consideration of the computational
problems of the Laplacian method associated with
different electrode configurations and interelectrode
distances [9], as well as the problem of ensuring uniform
adherence of electrodes to the scalp. For such a shape,
the finite difference method is the simplest way of
signal processing. As will be shown below, when using
a small number of equidistant electrodes around the
target electrode in the Laplacian montage, a much better
signal from the area under the electrode complex may
be obtained.

(16 + 1)-ELECTRODE LAPLACIAN
MONTAGE SCHEME

In the scheme (Fig. 3) of the (16 + 1)-electrode
Laplacian Montage, as proposed by the authors,
the distance from the circle on which the peripheral
electrodes of the complex are located to the central
electrode was 25 mm. This corresponds approximately
to the average interelectrode distance for the 10-20 EEG
overlay scheme. A diameter of 50 mm was determined
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(a)

Test signal connection
./ positions (9 positions)

Am

X | Ring-forming electrodes

(b)

Fig. 3. Montage scheme of the (16 + 1)-electrode complex: (a) picture of a dummy head with a set of electrodes,
implementing the Laplacian montage; (b) sketch of the electrode complex (top view)

based on the area under the electrode complex required
to analyze the cortical structures of interest. Taking into
account the size of a single electrode, the total number of
electrodes placed on a circle of this diameter was N = 16.

The most convenient location of the (16 + 1)-electrode
complex to study the properties and to illustrate the
operation of the Laplacian assembly is the sensorimotor
area of the cerebral cortex. The location of the electrode
complex is a relatively flat surface in this region of the
head and corresponds to the lead Cz in the standard
scheme of electrode placement 10-20.

For such Laplacian montage, the value of the
resulting Slap signal with respect to the local averaged
reference electrode is calculated using the following
formula:

1 N
Slap :NZ(SO _Si)’ (3)

i=1

where §, is the signal at the central electrode of the
Laplacian; S are the signals at the electrodes included in
the ring complex; N is the number of electrodes included
in the ring complex.

EXPERIMENTAL SCHEME

In order to understand the processes of information
acquisition and processing performed by the brain, the
initial shape of the signal arising in the source of interest
inthe brain’s neural activity needs to be known. However,
the presence of many activity centers in the human brain
does not allow the shape of the signal to be described
with a given accuracy. In order to clarify the result of the
multi-electrode complex, an interfering test signal was
used which was transmitted to different points of the
scalp surface (Fig. 3), after which the potentials of this
signal on all electrodes of the complex was measured.

The source of the test signal in the experiment was
a generator of sinusoidal oscillations with an amplitude
of 50 mV and a frequency of 130 Hz. The Laplacian
method for (4 + 1), (8 + 1), and (16 + 1)-electrode ring
montages was used to process the potentials. In EEG
measurement, this test signal is an interfering signal.
The application of the Laplacian should reduce, and
ideally completely suppress, this interfering signal. We
will evaluate the effectiveness of a particular montage
by comparing the power attenuation coefficients of the
signal source external to the perimeter of the electrode
complex. Thus, we can experimentally determine the
number of N electrodes included in the (N + 1)-electrode
mounting scheme at which the interfering signal is
effectively suppressed, and the mounting is not hindered.

A generator signal was sequentially applied to the
scalp (9 positions) located at a distance of 40 mm from the
central electrode of the complex (Fig. 3). These 9 points
are located at a distance of 1/8 quarter of the circumference
length from each other. In the monopolar withdrawal
mode, the amplitude of the signal recorded at the center
electrode was 40 mV in all cases. The signals obtained
by the Laplacian method for all three types of mounting
considered (4 + 1, 8 + 1, and 16 + 1) are shown in Fig. 4
and have different amplitudes, different from zero.

The ratio of signal powers at the central electrode
to the signal power obtained using the Laplacian was
calculated by the formula:

T
R tho xSO _pos (t)z

m T 5’
Z;:()xlap_m_pos(t)

“)

where R, is the power ratio for the Laplacian of type m;
m is the type of Laplacian (4 + 1, 8 + 1, or 16 + 1);
Xlap_ m_pos is the amplitude of signal samples after
processing by the Laplacian of type m for the electrode
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position of the test signal generator pos; X5, _pos is the

amplitude of signal samples at the center electrode of the
Laplacian for the position of the test signal generator
electrode pos; T is the total signal recording time.

Figure 5 shows that increasing the number
of electrodes in the ring from 4 to 16 contributes
to better attenuation of interference signals.
However, the characteristics obtained with (8 + 1)
and (16 + 1)-electrode montages are already very close.
A further increase in the number of electrodes in the ring
complex to more than 16 can be considered inexpedient,
since it will not lead to a significant improvement of
the signal. However, it will unnecessarily complicate
the montage scheme [10].

APPLICATION OF THE (16 + 1)-ELECTRODE
MONTAGE AND DISCUSSION ON THE RESULTS

The main objective of the proposed Laplacian
montage is to suppress EEG artifacts which may distort
the structure of the electroencephalographic signal. Such
interference includes, for example, oculographic and
myographic artifacts associated with eye movements
and muscle work at the moment of EEG recording.
Figure 6 shows the effect of such interferences on the
signal recorded on the lead (electrode) Cz in the standard
scheme 10-20.

When using a multi-electrode (16 + 1) Laplacian
montage in this case, oculographic interference (from

—— (4 +1)-electrode montage
(8 + 1)-electrode montage
30 | — (16 + 1)-electrode montage

20

10

Voltage, uv
o

-10

24.60 24.61

24.62 24.63

Time, s
Fig. 4. Fragment of the result of test signal processing by Laplacian montages

—— (4 + 1)-electrode montage
- (8 + 1)-electrode montage
2.00 { — (16 + 1)-electrode montage

1.75

1.50

1.25

1.00

Signal power ratio (x106)

0.75

0.50

1 2 3 4

5 6 7 8 9

Electrode montage positions numbers
Fig. 5. Ratios of the power of the original signal to the powers
of the signals obtained by Laplacian montage
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eye blinking) has been almost completely leveled
out (Fig. 7a).

The disadvantages of Laplacian montage of any
configuration include the fact that it processes signals
of neural activity sources located not only on the
surface of the head, but also inside the brain volume.
Consequently, if a source of interference/artifacts
falls within the projection of the electrode complex,
it is difficult to reduce it by Laplacian, as can be seen
in Fig. 7b. In this case, the ring electrode complex is
installed in the temporal region (lead T3). Therefore, the
source of oculographic artifacts/interference (from eye
blinking) falls in the projection of the Laplacian. In this
case, inversion occurs in addition to a slight attenuation
ofthe signal. It is not possible to eliminate interference in
such a case. This is also true for another type of artifacts:
myographic artifacts. They have a diffuse nature, and
in the event of hitting the projection of the electrode
complex, they cannot be completely suppressed either.

In order to counteract this phenomenon, other
processing methods [11, 12] need to be used, including
those not related to the types of electrode mounting [13].
A range of digital signal processing methods need
to be used which take into account their statistical
properties [14—16]. Since the artifact signal and the
signal of interest related to neural activity are of different
nature, they are uncorrelated. This allows statistical
filtering methods to be used, such as Wiener filter and
similar methods in order to separate them.

CONCLUSIONS

The studies confirmed the assumption that the applied
Laplacianassembly provides good suppression of interference
signals whose sources are far beyond the projection of the
electrode complex. However, not all interference signals
from sources deep in the brain, can be effectively suppressed
with the help of the Laplacian montage scheme alone.

1000 ‘ 5
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Fig. 6. Impact of the oculographic artifacts of blinking (7) and myographic artifacts
of jaw muscle movements (2) on the EEG signal
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Fig. 7. Fragment of the signal noisy with oculographic artifacts and its corresponding fragment
after Laplacian processing (16 + 1): (a) obtained in the parietal region Cz; (b) obtained
in the temporal region (T3)
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For all the methods of construction of the Laplacian
montage considered in the article, in which the 4 + 1,
8 + 1, and 16 + 1 separate electrodes were used, the
complex consisting of 16 + 1 electrodes is preferable.
A further increase in the number of electrodes in the
ring is inexpedient, since it will not lead to a significant
improvement of the obtained signal but will unnecessarily
complicate the mounting scheme. The choice of the
16 + 1 scheme is conditioned by the best compromise
between the quality of EEG signal processing and the
complexity of electrode complex manufacturing at the
given geometrical parameters.

The use of the Laplacian montage method can
significantly improve the quality of EEG signals and,
therefore, increase accuracy when detecting various
pathologies.
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Abstract

Objectives. The purpose of the article is to build different models of bagging, to compare the accuracy of their
forecasts for the test period against standard models, and to draw conclusions about the possibility of further use of
the bagging technique in time series modeling.

Methods. This study examines the application of bagging to the random component of a time series formed after
removing the trend and seasonal part. Abootstrapped series combininginto a new random componentis constructed.
Based on the component thus obtained, a new model of the series is built. According to many authors, this approach
allows the accuracy of the time series model to be improved by better estimating the distribution.

Results. The theoretical part summarizes the characteristics of the different bagging models. The difference
between them comes down to the bias estimate obtained, since the measurements making up the bootstraps are
not random. We present a computational experiment in which time series models are constructed using the index of
monetary income of the population, the macroeconomic statistics of the Russian Federation, and the stock price of
Sberbank. Forecasts for the test period obtained by standard, neural network and bagging-based models for some
time series are compared in the computational experiment. In the simplest implementation, bagging showed results
comparable to ARIMA and ETS standard models, while and slightly inferior to neural network models for seasonal
series. In the case of non-seasonal series, the ARIMA and ETS standard models gave the best results, while bagging
models gave close results. Both groups of models significantly surpassed the result of neural network models.
Conclusions. When using bagging, the best results are obtained when modeling seasonal time series. The quality
of forecasts of seigniorage models is somewhat inferior to the quality of forecasts of neural network models, but is
at the same level as that of standard ARIMA and ETS models. Bagging-based models should be used for time series
modeling. Different functions over the values of the series when constructing bootstraps should be studied in future
work.

Keywords: dynamic series, macroeconomic statistics, ARIMA, nonoverlapping block bootstrap (NBB), moving
block bootstrap (MBB), stationary bagging (SB)
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Pe3iome

Llenu. Llenb paboTbl COCTOMT B MOCTPOEHUMN PA3NINYHbLIX MoAesel 6errmira, CornocTaBieHUM TOYHOCTU UX NMPOTrHO-
30B Ha TECTOBbLIV Nepuos CO CTaHOAPTHLIMY MOAENAMN U NOSTyYEHUN BbIBOOB O BO3MOXHOCTU AalibHENLWero uc-
NoJsIb30BaHUS TEXHUKN BErruHra npyv MOAeMpPOBaHMM BPEMEHHbIX PSA0B.

MeToabl. ViccnenyeTca npuMeHeHne 6errmHra K Ciy4anHoi COCTaBAsoLLEN BDEMEHHOTO psiaa, popMupyemMor no-
cle ynaneHus TpeHaa 1 ce30HHOM YyacTu. CTpouTes cepust NceBaoBbIOOPOK, COBMELLLAIOLLMXCS B HOBYHO Cly4aliHyio
COCTaBNsALLY0. Ha OCHOBE NOJly4EHHON KOMIMOHEHTBI CTPOUTCHA HOBas MoAersb paaa. 1o MHEeHMIO MHOTMX aBTOPOB
Takoi Noaxo, NO3BOJISIET NMOBbLICUTb TOYHOCTb MOENIM BDEMEHHOIO PsSAa, y4dlinM 06pa3oM OLLEHUB pacnpenene-
Hue.

PesynbTaTtbl. B TeEOpeTUYECKO YacTn NPUBEOEHBI XapPaKTEPUCTUKM Pa3fNyHbIX Mofesnel 6errvira. PasHuua mex-
LYy HAMU CBOOUTCS K OLEHKE CMELLLEHUS, NoJlyYaeMom n3-3a TOro, 4To M3MepPEHUs, KOTOPble COCTaBISIOT NCeBao-
BbIOOPKW, HE SBNSIOTCS ClydYaliHbiMu. [TpeacTaBneH BblYUCINTENbHBIA 3KCNEPUMEHT, B KOTOPOM MOAENN BPEMEH-
HbIX PSO0B CTPOATCS MO MHAEKCY LEHEXHbIX JOXO40B HAaCEeNIeHUS MaKPO3KOHOMUYECKOW CTaTUCTUKM Poccuinckom
depepauunm 1 no kypcy akumin CéepbaHka. MporHo3bl Ha TECTOBLIN Nepuom, NoJlyd4eHHble CTaHAAPTHBIMU, HENPO-
CeTeBbIMU MOZENSAMU Y MOAENSMUN HA OCHOBE GerrnHra njisi HeKOTOPbIX BPEMEHHbIX PSA0B, CPABHUBAIOTCS B Bbl-
4YMCNNTENBHOM 3KCNeprMeHTe. B camoli npocToi peanusaumnmn 6errvHr nokasan pesysibTaTbl, CDaBHUMbIE CO CTaH-
napTHeiMy Moagensamm ARIMA 1 ETS 1 HeCKObKO yCTynatoLme HEMPOCETEBLIM MOAENSAM [J151 CE30HHbIX PSA0B; A/
HECEe30HHbIX PAOO0B Ny4ylune pe3ynbTaThl Aanv ctaHaapTHele Mogenu ARIMA n ETS, mogenu 6errvdra gann 61mskue
peaynbTtatbl. O6e rpynnbl MoAenel CyLLleCTBEHHO NPEB3OLLIN Pe3ysibTaT HEMPOCETEBbLIX MOAENEN.

BoeiBoabl. MNpy ncnonb3oBaHumn 6errvHra ayyiume pesysibtaThl NoJlydeHbl NPy MOOENMPOBaHUN CE30HHbBIX BPEMEH-
HbIX psiaoB. KayecTBo NPOrHo30B Moaenen 6errvira HeCKosIbko YCTyrnaeT Ka4eCTBY NMPOrHO30B HENPOCETEBLIX MO-
nenei, Ho OKa3bIBAETCH HA TOM Xe YPOBHE, Y4TO 'y CTaHAapTHbIX Moaeneii ARIMA n ETS. Mogenu Ha ocHoBe GerrmHra
cnefyeT MCnonb3oBaTh A9 MOLAENNPOBAHNSA BPEMEHHbIX PAA0B, Pas/ivyHble QYHKLNW Ha, 3HAYeHs MU paga npu
NMOCTPOEHUM NCeBAOBbLIGOPOK AOMKHbI ObITh MCCNEA0BaHbI B AalibHelLLen paboTe.

KnioueBble cnoBa: agnHamMumyeckne psiabl, MakpoakoHoMuyeckas ctatucTtuka, ARIMA, nceBooBbibopka Henepe-

KpblBatoLLMxcs 6710K0B, NceBaoBbIOOPKa NepekpbiBaoLLMXCS 6/10KOB, CTaUMOHaPHbI 6errvHr

* Moctynuna: 21.06.2023  fopa6oTaHa: 19.07.2023 ¢ MpuHaTa kK ony6nukoBaHuio: 14.12.2023

Ansa untupoeanus: [pamosud 9.B., Mycatos [0.10., MeTtpycesuny [.A. NMprmeHeHne 6errvHra B nporH03npoBaHnm Bpe-
MeHHbIX psaoB. Russ. Technol. J. 2024;12(1):101-110. https://doi.org/10.32362/2500-316X-2024-12-1-101-110

np03pa‘-lHOCTb d)MHaHCOBOﬁ neaTesibHOCTU: ABTOpr HEe nMetoT Cbl/lHaHCOBOVI 3anHTEepPeCcoBaHHOCTW B npeacTaB/1eH-
HbIX MaTepunasiax nin MmetTogax.

ABTOpbI 3a9BASIOT 06 OTCYTCTBUM KOHMIMKTA MHTEPECOB.
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INTRODUCTION

This work considers the application of bagging [1-5]
in time series modeling. The use of bagging in time
series modeling can be considered as an expression
of the general idea of building a more accurate model
based on several available models. The approach of
making a weighted combination of forecasts of several
time series models and averaging several forecasts is
discussed in [6, 7]. The main difference between bagging
and combining forecasts of time series models is that it
combines only noise components. The main objective in
both approaches is to improve the quality of forecasts
on the basis of building a combination of forecasts of
several time series models.

The approach under consideration is relevant
due to the expediency of improving the accuracy
of time series forecasting based on the best estimate
of the distribution of the random component. The
article contains new research results expressed in the
experimental realization of models built on the basis of
bagging of time series and comparison of forecasting
results against results obtained using alternative
ARIMA! and neural network models. The aim of the
work is to build different bagging models, to compare
the accuracy of their forecasts for the test period with
standard models and to draw conclusions about the
possibility of further use of the bagging method in time
series modeling.

The time series is represented as a combination of
three parts: seasonal component S,, trend 7,, and noise
R, in additive or multiplicative form (index t stands for
time):

V=S + T + R, (1)
Y =StXTt XR,. 2)

Bagging is applied to the noise component R,.
This strategy was originally successfully applied in the
classification task, where itinvolves building an ensemble
model by training independent classifiers on different
samples [8]. The predictions obtained by each model
are then averaged, in order to obtain the final result (the
weighted averaging can be applied depending on how
accurate the predictions of each model participating in
the ensemble are on the test sample). In this way, the
forecasting accuracy is improved.

In addition to the idea of combining models, bagging
is based on bootstrap. This approach consists in replacing
the unknown distribution of data (characterizing the
time process under consideration) with an empirical
distribution constructed by the researcher. When using

I ARIMA is an autoregressive integrated moving average
model or Box—Jenkins model.

bootstrap in classification tasks, the data have no
temporal dimension, so they can be mixed randomly.
Things get more complicated when such ideas are
applied to time series. In this case, the different sample
values must follow each other according to the time
dimension, even if chosen randomly. Here, the idea is
transformed into constructing a set of bootstraps based
on the original time series data. Several times in fact,
(the number of patterns is specified by the user), based
on a certain principle, values are selected from the series
data to represent a new time sequence. Since there are
usually many values of the time series, it is possible to
build a set of new time series based on the original one,
randomly selecting new values for each bootstrap. It is
assumed that the characteristics of the time series under
study will be close to the parameters of the resulting
bootstraps.

CONSIDERED BAGGING METHODS

The approaches to obtaining bootstraps from the
time series values are as follows:

1. Construction of bootstraps from nonoverlapping
blocks (nonoverlapping block bootstrap, block
bootstrap, circular bootstrap, NBB) [9, 10]. The
time series data is divided into a given number
of nonoverlapping blocks. The block length is
a customizable parameter. When constructing
bootstraps, each block can fall into any of them with
some probability. For example, let us build blocks
with the length of 3 elements from a row with
12 values: X = {X, ..., X},}:

(Xl’ Xz’ X3)7 (X45 X5: X6)’ (X’77 Xga Xg)’ (X]()’ X]]a X]Z)'

When compiling a bootstrap, any blocks can be
selected from them with return. If the length of the
bootstrap is 12, you can take 4 blocks, e.g.:

(X49 X59 X6)’ (Xla Xza X3)’ (Xl()a X]]a X]z)a (X4a X57 Xé)

Note that blocks can be repeated. The
measurements in the bootstrap do not have to follow
the same temporal order as the original data, so the
stationarity of the original time series does not have
to be preserved.

2. Constructing a bootstrap from overlapping
blocks (moving block bootstrap, MBB) [11-13]. The
blocks into which the time series data are divided
can overlap. The block length is a customizable
parameter. When constructing bootstraps, each
block can fall into any block with some probability.
In general, this case differs from the first, in that the
blocks can overlap. The example from the previous
paragraph can be transformed as follows:
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(Xla X27 X3)9 (X3a X4n X5)9 (Xsy X67 X7)7 (X75 Xga Xg)a
(X‘)’ XIO’ Xll)’ (XIO’ Xll’ XIZ)‘

Note that the beginning of each block (except for
the first one) overlaps with the end of the previous
block. The number of overlapping elements is, of
course, adjustable. In general, further construction
of the bootstrap follows point 1, so stationarity of the
initial series, if any, does not guarantee stationarity
of the bootstraps.

3. Constructing a stationary bootstrap [14]. This differs
from the first two cases in that the researchers set
the idea of preserving the stationarity property for
the extracted bootstraps, provided that the original
time series X is stationary. The length of the blocks
is not fixed. Instead, a certain block termination
probability p is given. The first element of the block
X, is selected randomly. Then each subsequent
element either falls into the block with probability
1 — p, or the block is terminated and a new one
begins. The block lengths L, L,, ... are subject
to geometric distribution, so the probability of
obtaining a block of length /:

pL;=D=01-p"p.

The length L and initial position X; of a block are
set. We thus obtain the set of blocks
Bj(i,Lj) = {XI*,X;, s ij }. Here the asterisk denotes
that the values selected from the series do not have to
form a continuous interval, but that the elements are
selected following the initial element X; of the bootstrap:
X 1* = X;. Figure 1 schematically represents the process
of selecting elements of the time series into the bootstrap
when applying stationary bagging: JX; is the sequence of
values of the time series, X, is the bootstrap selected by

1
bagging). Each subsequent element must be later than

the previously selected element (X: 41 1s always later
than the moment corresponding to the element of the

row X :). That said, there may be gaps between them.

XiXgeow XiXinq Xisgeeo X Xy
{ { {
X; X3 X;

Fig. 1. Example of selecting time series elements X into
the bootstrap X" when applying the stationary

bagging (element X,-*+1 always comes later than the
previously selected X;)

The work [15] studies the selection of the optimal
block length and concludes that the length should be
proportional to the cube root of the length of the time
series.

The present work also considers the fourth method
which in many respects repeats stationary bagging. The
main difference is the prohibition to use blocks (values
in the next block could refer to an earlier time interval
than the previous one). Instead, a single block is actually
used, where each previous value refers to an earlier
measurement than the next. Interpolation is used when it
is necessary to align the length of the bootstrap with the
length of the row.

In [16] the author compares methods by the bias
of the expectation (which appears due to the fact that
independent quantities cannot be extracted from the
time process), while in [15] a simpler bias estimation for
the mathematical expectation £ and the dispersion V is
suggested:

.41
B(E(D)) = 35 o [Ej’
A 1 ®)
~ h

Here b is the block length in the bagging scheme.
A,, A, are constants, the calculation details of which
are given in [16]. Thus, when considering first-order
estimates, the different approaches to bagging remain
theoretically identical.

The MBB (overlapping blocks) method has
smaller second order moments compared to NBB (non-
overlapping blocks) and stationary bagging [15, 16]. The
estimates for each method are given in formulas (4)—(6):

N 4?2 g0 (b
- 504,54

“4)
. 47'c2g (0) (b
Vage V' (0)) = #b +0 (n—3j
R 212 g, (0
Vi (B(b) = —2120 ng;( L n%j
(5)
. 212g,(0
Vi (P (B)) = %2()1; + 5(%),
n
2
Von By = O a(ni]
(6)
2
Fon (0= T ELO I gy 5[ L,

where g, g,, G|, G, are functions, the type and properties
of which are described in [15, 16]. Here 7 is the number
of time series elements. The method based on overlapping
MBB blocks has lower second order moments than NBB.
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Table 1. Comparison of the groups of models involved in the calculation experiment

Group of models

Learning algorithm (principle of model
fitting to series values)

Additional model comparison indicators

Standard (ARIMA, ETS)

Principle of maximum plausibility

Akaike, Bayes (Schwartz) information

criteria
Neural networks (LSTM, GRU, RNN, Error back propagation algorithm (with Absent
fully-connected neural networks) [19] added batch normalization, dropout)/
gradient descent
Models based on bagging After dividing by the trend-seasonality Absent

the new residual

residual using STL processing the
residual and rebuilding the model with

The bias estimation for stationary bagging differs
significantly in the type of expression from the other two
cases, so the comparison is difficult. The variance for
stationary bagging is believed to be higher. At the same
time, it has certain advantages. In [14] the properties of
stationary bagging are studied. Here it is shown that the
bootstrap is a Markovian chain, the order of which depends
on how many matching blocks fall into the bootstrap.

Various statistical packages mainly implement the
MBB algorithm as theoretically superior to other basic
bagging strategies. Modifications of bagging for time
series are widely used for modeling and forecasting of
time processes [2-5, 17].

The algorithm for processing of time series values
to apply one of the bootstrap strategies is presented
in [17, 18]. Its block diagram is shown in Fig. 2.

In this way, the standard models ARIMA and
exponential time smoothing (ETS), neural network
models (long-short term memory (LSTM), gated
recurrent unit (GRU), recurrent neural network (RNN),
fully-connected multilayer perseptron) are presented
in the computational experiment. Their comparison is
presented in Table 1.

The purpose of the work is to compare the forecast
accuracy of models built using different bagging
approaches: with each other; and with other models
often used for time series modeling and forecasting.

CALCULATION EXPERIMENT

The computational experiment considers several
time series models: real personal income (HHI)%;
and real agricultural production (AGR)? according to
macroeconomic statistics of the Russian Federation; as

2 Unified archive of economic and sociological data.
Dynamic series of macroeconomic statistics of the Russian
Federation. Index of money incomes of the population. http:/
sophist.hse.ru/hse/1/tables/HHI M Lhtm (in Russ.). Accessed
September 01, 2023.

3 Unified archive of economic and sociological data. Dynamic
series of macroeconomic statistics of the Russian Federation.
Index of real agricultural production. http://sophist.hse.ru/hse/1/
tablessAGR_M_Lhtm (in Russ.). Accessed September 01, 2023.

To calculate the optimal value of A
for the Box—Cox transformation

v

Box-Cox
transformation

Is the time series

seasonal?

Yes No

STL decomposition
(seasonality, trend,
residual)

LOESS
transformation

* ¢ A

Residual bootstrap R, (MBB)

v

Row rearrangement
with a new residue R,

v

Reverse Box—Cox
transformation

v

New iteration of the
bootstrap?

Fig. 2. lllustration of an example of selecting time series
elements X into the bootstrap X when using stationary
bagging (element X,-*+1 always comes later
than the previously selected X).

A is the parameter for the Box—Cox transformation;
LOESS—Iocally estimated scatterplot smoothing;
STL (seasonal and trend decomposition using LOESS)—
method of time series decomposition into trend,
seasonality, and residuals
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Fig. 3. Time series of the index of money income of the
population (in %) according to macroeconomic statistics
of the Russian Federation for 1993-2019

well as Sberbank shares on the Moscow stock exchange®.
This article does not address economic issues. The data
is used for modeling and forecasting. All data except the
last year is used for training purposes. The test period
for which the forecast is made is the last year of the time
series. It should be emphasized that the beginning of the
global economic crisis in 2008 and the beginning of the
crisis relating to the shift in power in Ukraine in 2014 are
excluded from consideration. This is because the
behavior of indicators at this time undergoes significant

4 Sberbank (SBER) stock price. https:/www.moex.com/
ru/issue.aspx?board=TQBR&code=SBER (in Russ.). Accessed
September 01, 2023.
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change (changes in the mathematical expectation,
variance of the series, heteroscedasticity appears). The
data of the previous and the next year are glued together
with respect to the crisis year. The graph for the series of
real monetary income of the population (the ratio of the
average per capita money income in the current month
to the same indicator for the corresponding month of
the last year) and its autocorrelation function (ACF) and
partial autocorrelation function (PACF) [1] are presented
in Figs. 3 and 4. The graphs for the series of real
agricultural production are presented in Figs. 5 and 6.
Mean absolute error (MAE) and root mean square
error (RMSE) estimates are measured as similarity
metrics [1]. The results of processing the index of money
income of the population are presented in Table 2 (the
best models according to various criteria are marked in
bold, accuracy is 0.01). In addition to models based on
bagging and standard ARIMA and ETS models [20],
models based on neural networks GRU, LSTM,
RNN [21-24] are also presented in the experiment.

Table 2. Monetary income index models according
to macroeconomic statistics of the Russian Federation
and their forecasts for the test period

Time series model MAE RMSE
NBB 4.67 5.53
MBB 4.78 5.57
Stationary bagging 4.10 4.91
LOESS method 3.49 4.57
ARIMA 5.86 7.01
ETS 6.57 8.47
RNN 3.88 4.45
LSTM model 591 6.63
GRU model 3.94 4.36
0.8 1
0.6
0.4
L
2 0.2 -
O 5 S SRR
D(-xe 0.0 T | 1 — ‘ | | | l I | ‘ |
-2.0 1 }
-0.4 1
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Time
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Fig. 4. Diagrams of ACF (a) and PACF (b) functions for the time series of money incomes
of the population according to macroeconomic statistics of the Russian Federation
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Bagging-based time series models show better
results than the ARIMA and ETS standard series models.
Among them, the best forecast was given by the model
based on stationary bagging. At the same time, the
forecast quality of the model based on stationary bagging
is inferior to certain neural network models (RNN and
GRU) and LOESS method (STL series decomposition).

Experiment 2 considers the index of real agricultural
production in Russia for the period 2000-2020.
Figures 5 and 6 show the plots of series and functions
of ACF and PACF. All the models considered were
adjusted for the training period 2000-2020 (the crisis
years 2008 and 2014 were removed from it, the data
were glued together). The results of their forecasts for
the test period (2021) are compared in Table 3.

Real volume of agricultural production
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400 4

200

WV

T T T
1995 2000 2005
Time
Fig. 5. Time series of real volume of agricultural
production (in %) according to macroeconomic statistics
of the Russian Federation
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Table 3. Models of the index of real volume of
agricultural production according to macroeconomic
statistics of the Russian Federation and their forecasts
for the test period

Time series model MAE RMSE
NBB 15.01 22.47
MBB 16.63 25.80
Stationary bagging 17.11 25.59
ARIMA 13.24 18.51
ETS 17.22 25,40
LSTM model 8.78 15.41
GRU model 10.11 16.34
RNN 10.51 16.17

In this experiment, the NBB approach (based on
non-intersecting blocks) showed the best result among
the bagging-based models. It showed approximately
equal characteristics in terms of forecast quality for the
test period with the ARIMA and ETS standard models.
At the same time, the neural network models LSTM,
GRU and RNN outperformed the standard and bagging-
based models in terms of forecasting (the former—
significantly, the latter two—insignificantly).

Let us separately consider a series of exchange rate
of exchange-traded shares: those of Sberbank of the
Russian Federation. This series has heteroscedasticity.
Since the stock rate is non-seasonal, only two approaches
are possible for each neural network system: to make
a forecast for the entire test period at once (integral); or
to make step-by-step forecasts, declaring each new step
as a part of the training sample to move to the next point
in time. The plots of the ACF and PACF functions are
shown in Fig. 7.
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Fig. 6. Diagrams of ACF (a) and PACF (b) functions for the time series of real volume
of agricultural production according to macroeconomic statistics of the Russian Federation
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Fig. 7. Diagrams of the ACF (a) and PACF (b) functions for the time series
of Sberbank of the Russian Federation stock price

Table 4. Stock price time series models for Sberbank of
the Russian Federation

Time series model MAE RMSE
NBB 23.78 25.53
MBB 24.60 26.39
Stationary bagging 20.94 22,61
ARIMA 11.23 42.11
ETS 4.95 20.68
RNN network 80.53 86.39
LSTM model 76.95 81.40
GRU model 24.66 85.05

The best results are shown by classical methods of
series modeling: ETS and ARIMA models. Stationary
bagging shows slightly worse results, although
significantly outperforming all neural network models.
It should be noted that the standard ARIMA and ETS
models describe the time series statistically better in
the absence of seasonality. The main idea of bagging
is to determine the properties of the noise component
of the series. Obviously, it makes sense to do this for
series with seasonal or cyclical patterns. Modeling
noise for non-seasonal series does not lead to better
forecasting (standard models gave better forecasts than
models based on bagging application).

CONCLUSIONS

The work presents an analysis of different
approaches to time series bagging and examples of their
application to non-seasonal and seasonal time series.
In computational experiments, the results of models

applying bagging are compared with the forecasts of
standard models (ARIMA and ETS), and models based
on neural networks (RNN, LSTM, GRU).

When processing a non-seasonal time series,
modeling of the noise component did not improve the
modeling of the whole series and its forecast. In this
experiment, the best results among all three groups of
models were obtained by ARIMA and ETS standard
models. It should be noted that neural network models,
often used in modeling processes of a different nature,
gave forecasts of worse quality compared to ARIMA
and ETS models (Table 4).

When modeling seasonal time series, the best
results were shown by neural network models, actively
used in time series modeling, and the LOESS method.
Bagging-based models outperformed the standard
ARIMA and ETS models. Bagging was better able
to model the residual of the series (which is obtained
by removing the trend and seasonal component of
the series). Thus, work on various bootstrap schemes
should be continued and their accuracy improved. In
addition, it may be possible to improve the accuracy of
modeling and forecasting by working separately on the
trend, seasonality, and residual. At the same time, it is
not possible to determine which bootstrap type will best
model the residual of a given series. Each type is best
suited for a different set of seasonal time series. In this
work, the different bootstrap approaches are implemented
in the simplest form. Based on the experimental results,
the work should be continued by editing the differing
bootstrap features and combining the various approaches
to model trend, noise and residual.
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Abstract

Objectives. The aim of the work is to develop the theory of spline-approximation of a sequence of points on a plane for
using compound splines with a complex structure. In contrastto a simple spline (e.g., polynomial), acompound spline
contains repeating bundles of several elements. Such problems typically arise in the design of traces for railroads
and highways. The plan (projection on the horizontal plane) of such a trace is a curve consisting of a repeating bundle
of elements “line + clothoid + circle + clothoid ...,” which ensures continuity not only of curve and tangent but also
of curvature. The number of spline elements, which is unknown, should be determined in the process of solving the
design problem. An algorithm for solving the problem with respect to the spline, which consists of arcs conjugated
by straight lines, was implemented and published in an earlier work. The approximating spline in the general case
is a multivalued function, whose ordinates may be limited. Another significant factor that complicates the problem
is the presence of clothoids that are not expressed analytically (in a formula). The algorithm for determining the
number of elements of a spline with clothoids and constructing an initial approximation was also published earlier. The
present work considers the next stage of solving the spline approximation problem: optimization using a nonlinear
programming spline obtained at the first stage by means of the dynamic programming method.

Methods. A new mathematical model in the form of a modified Lagrange function is used together with a special
nonlinear programming algorithm to optimize spline parameters. In this case, itis possible to calculate the derivatives
ofthe objective function by the spline parametersin the absence of its analytical expression through these parameters.
Results. A mathematical model and algorithm for optimization of compound spline parameters comprising arcs
of circles conjugated by clothoids and lines have been developed.

Conclusions. The previously proposed two-step scheme for designing paths of linear structures is also suitable for
the utilization of compound splines with clothoids.
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HAYYHAA CTATbA

HUcnonb30BaHue CIVIAWHOB CJ0KHON CTPYKTYPbI
B IPOCKTHUPOBAHUU TOPOKHBIX TPACC

B.U. CtpyyeHkos ©@,
AO.A. Kapnos

MUP3A — Poccuiickunii TexHosiorndeckuii yamsepceutet, Mocksa, 119454 Poccus
@ AsTOp Ang nepenvcku, e-mail: str1942@mail.ru

Pe3iome

Llenu. Llenb paboTbl COCTOMT B pasBuTUM TEOPUN CrlaiiH-annpokcMauumn NocnenoBaTesibHOCTU TOYEK Ha Muio-
CKOCTW Ha Crlyqar UCMNoJIb30BaHWs COCTaBHbIX CMJIaNHOB CJIOXHOW CTPYKTYpPbl. B 0Tnn4me ot npocToro, Hanpumep,
NMOJIMHOMUAJIbHOI O CrylaiHa, COCTaBHOM CrjlalH COOEPXUT NOBTOPSIOLLIMECH CBA3KM HECKOJIbKUX 31IEMEHTOB. Takasi
3aja4a BO3HMKaET B NPOEKTMPOBAHUN TPACC XeNe3HbIX 1 aBTOMOOWSIbHBLIX Aopor. MnaH (Npoekuns Ha ropu3oH-
TaJIbHYIO MJIOCKOCTb) TaKoWM TpaccChl — 3TO KPpMBad, COCTOSLLAs N3 NOBTOPHAOLLENCH CBA3KN 3JIEMEHTOB «NpsiMas +
+ KnoTompa + OKPY>XXHOCTb + KJIOTOMAA ...», YTO 0OecneyYnBaeT HENMPEepPbIBHOCTb HE TOJIbKO KPUBOI 1 KacaTeslbHOM,
HO N KPUBU3HbI. Y1CJI0 3N1EMEHTOB CrilaiHa HEU3BECTHO M LOJIKHO ONPeneNiiTbCA B NPOLEeCcce PeLleHns NPOEKTHOM
3a4a4un. ANropuUTM peLLeHns 3a8a4um NPUMEHUTESNBHO K CrilaiHy, COCTOSILLEMY U3 YT OKPY>KHOCTEN, COMNMpsaraeMbIx
NpsMbIMK, peann3oBaH 1 onybMKoBaH paHee. ANMPOKCUMUPYIOLLMIA crinaliH B OOLLEM Cllydae — MHOro3HadHas
byHKUMA. Ha koopamHatel To4ek ee rpadurka MOryT HakiagplBaTbCH OrpaHuyeHus. Eule ogHuUM CyeCTBEHHbIM
GakTopPOM, YCNOXHALWMM 3a4a4y, SBASETCA HaM4me KoToua, KOTOPbIe HE BbIPaXatTCd aHanMTn4eckn (bGopmy-
JIo). ANropuTM ONpeaesieHns Y1ucna 3N1eMeHTOB CrlaHa ¢ KIoTonaamMm U NOCTPOEHUS HavyaibHOro NPUGIMXEeHNs
onybnnkoBaH paHee. B HacTosLLEel CTaTbe pacCcMaTpPUBAETCS CeAyoLMiA 3Tan peLleHns 3agayin — onTuMmsaLums
C NMPUMEHEHMEM HENIMHENHOI O NPOrpaMMmMPOBaHNS CrijlaHa, NoJly4eHHOro Ha NepBoM 3Tare no MeToay AMHamMun-
4eCKOro NporpamMmMmMpoBaHuS.

MeToabl. [Ina ontuMmnsauum napameTpoB CrjlanHa UCMNoNb3yeTcs HOBas MaTtemMaTuyeckad MoLesib B BUaAe Moam-
bdurunpoBaHHON GyHKUMKM JTarpaHxa 1 cneumasnbHbii anroputM HEIMHEMHOrO NporpamMmMmupoBaHdus. Npu aTom yoa-
€TCSH BbI4UC/IATb aHANIMTUYECKN MPOU3BOLHbIE LeneBor GyHKLMKM NOo napamMeTpam criariHa npmv oTCyTCTBUN €€ aHa-
JINTUYECKOr 0 BblpaXeHus Yepes 3T1 napameTpbl.

PesynbTaTtbl. Pa3paboTaHbl MatemMaTtmyeckas Mogesb U anroputm onTuMmn3aummn napameTpoB COCTAaBHOMO crlaii-
Ha, COCTOSILLErO N3 yI OKPY>XHOCTEN, CONpsAraeMbixX KNoTonaamm v npsiMmbiMu.

BbiBoabl. [1peanoxeHHasa paHee AByxaTarnHas cxema npoekTUPOBaHUS rMiaHa TPacc JIMHENHbIX COOPYXEHU Npu-
rogHa v Npu NCNoJsIb30BaHNM COCTaBHbIX CMJIaNHOB C KNOTOUAAMMU.

KnioueBble cnoBa: niaH Tpacchl, CriiaiH, HeIMHenHoe NporpaMMmMpoBaHmne, knotonaa, uenesas GyHKUMs, orpa-

HU4YeHnA
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HbIX MaTepuanax uam metogax.
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INTRODUCTION

The method of approximating a given sequence of
points in the plane using a special kind of spline implies
a two-stage scheme for obtaining a solution [1]. Here,
the first stage consists in obtaining the number of spline
elements and approximate parameter values using the
dynamic programming method. At the second stage,
optimization of the parameters of obtained spline used
as an initial approximation is performed using nonlinear
programming. The first stage was considered in [1].
In the present article, representing the culmination of
a series of articles [1-3] devoted to spline approximation
methods, the second stage is considered in relation to
the use of a spline with clothoids for conjugating
straight lines with circles. The solution to this problem
with respect to a spline consisting of arcs of circles
conjugated by straight lines was presented in [3]. The
results of this earlier work are referred to in the present
article, which develops the model and algorithm [3] for
the more complex case of a spline with clothoids.

A spline consists of a repeated conjunction “line
segment + clothoid arc + circle arc + clothoid arc....” In
what follows, the word “arc” will be omitted for brevity
unless ambiguity arises. At this stage, the initial point and
the direction of the tangent in it, as well as the lengths of
all curves and lines conjugating them, are known. This
allows us to apply continuous optimization methods—
in particular, methods of nonlinear programming of the
gradient type—despite the desired spline in the general
case representing a multivalued function.

The problem is considered in relation to the design
of route plans for railroads and highways, where—unlike
other linear structures, such as pipelines—clothoids are
a necessary means of ensuring curvature continuity to
ensure traffic comfort and safety.!>?

In this connection, the accepted approach is noted
to differ significantly from the method of selecting
elements in interactive mode used in design practice,
as well as from various semi-automatic methods of
searching curve boundaries on the basis of curvature
and angle diagrams, and from the new heuristic method
of searching curve boundaries [4] with the subsequent
application of genetic optimization algorithms [5—14].

Consequently, the use of adequate mathematical
models and mathematically correct algorithms seems to
represent a more promising approach.

'SP 34.13330.2012. Automobile roads. Updated
edition of SNiP 2.05.02-85* (with Amendments No. 1, 2).
Code of Regulations. June 30, 2012. https://docs.cntd.ru/
document/1200095524 (in Russ.). Accessed December, 20, 2023.

2 SP119.13330.2017. Railway with 1520 mm track. Updated
edition of SNiP 32-01-95 (with Amendment No. 1). https://docs.
cntd.ru/document/550965737 (in Russ.). Accessed December, 20,
2023.

1. TASK STATEMENT
AND ITS FORMALIZATION

The task statement and its formalization do not differ
significantly from that presented in [3] when solving the
problem without clothoids. However, the presence of
clothoids creates significant difficulties in the realization
of gradient calculation concepts for the application of
nonlinear programming.

A clothoid represents a plane curve (Fig. 1) whose
curvature ¢ depends linearly on its length /. Thus, for
a piece of clothoid with an arbitrary initial point A,
curvature at this point c,, and the end point B with
curvature o, we have the formula:

O =0, tkL, (1)

where L is the length of the clothoid piece and £ is its
parameter.

M3

Fig. 1. Clothoid

This linear dependence is the basis for all subsequent
actions in calculating derivatives in order to apply
mathematical programming.

The task is as follows: to find a spline of a given form,
which satisfies all constraints and best approximates
a given sequence of points in the plane (Fig. 2).

3

Fig. 2. One spline bundle:
1—straight line, 2 and 4—clothoids, 3—circle

The preset initial point A and direction of the tangent
to the desired spline at this point do not change during
the optimization process.

Approximation quality is estimated by the sum of
squares of deviations hj (Fig. 2) of the given points from
the spline. In other words, /4 ,; represents the displacement
of'a given point to its designed position, calculated along
the normal to the original broken line [3], i.e., along the
direction to the center of the circle connecting three

Russian Technological Journal. 2024;12(1):111-122

113


https://docs.cntd.ru/document/1200095524
https://docs.cntd.ru/document/1200095524
https://docs.cntd.ru/document/550965737
https://docs.cntd.ru/document/550965737

The use of complex structure splines
in roadway design

Valery I. Struchenkov,
Dmitry A. Karpov

adjacent points. If three points lie on the same line, /4 ; are
calculated along the normal to this line.

Offsets of the initial points to the design position are
considered to be positive if they are carried out in the
direction of the external normal.

Now it is necessary to obtain

min F(h) = 1/2fhj2.. )
1

Here h(h, h,, ..., h,) is the vector of variables; n is
their number. A weighted sum of squares can be specified
instead of a simple sum.

Since each variable is constrained separately, the
system of constraints on the main variables contains
simple inequalities. This system is practically the
same as in [3]. Only the constraint on the length of the
clothoid is added; instead of a variable radius, a variable
curvature is considered. The constraints on the individual
displacements hm are the same as in [3].

Itis not possible to express the conditions of presence
and position of lines, clothoids and circles through the
variables /.. We consider these variables as intermediate
variables, while the main variables are the lengths of
lines, clothoids and circles, as well as the curvatures of
circles.

In formal terms, the mathematical programming
problem is the same as in [3]. However, since the
presence of clothoids significantly complicates the task,
it requires a separate consideration.

2. TASK FEATURES

A spline is completely defined by the main variables,
taking into account the initial point and the direction of
the tangent in it. However, we lack analytical expressions
of dependencies (formulas) of intermediate variables on
the main variables. The constraints on the main variables
are not expressed through the intermediate variables.
Moreover, there is no analytical dependence of the
objective function (2) on the main variables.

A clothoid cannot be generally represented in
a Cartesian coordinate system by a function y(x).

If the origin of the coordinate system coincides with
the point of zero curvature of the clothoid, and the OX
axis is a tangent at this point (Fig. 1), then the parametric
representation of the x and y coordinates as functions of
the length / counted from the point of zero curvature in
the form of degree series is used in this case:

412 874
IR EALSIAL N |
40 3456
472 4 3)
(1)~13_k 1_i+18i_
P s6 7040 )

For expanding the series, formulas for the clothoid
in an arbitrary coordinate system are obtained, taking
into account the coordinates of the initial point, the angle
of the tangent in it to the OX axis, and the curvature [15].

Due to the noted features of the problem, the idea
of solving it as a nonlinear programming task using
gradient methods [16-18] seems unfeasible. However,
the task of spline approximation using circles conjugated
by straight lines was solved in this way [3] despite the
lack of analytical expressions of differentiable functions.
After obtaining formulas for derivatives of intermediate
variables /. on the main variables, we were able to easily
calculate the derivatives of the objective function on the
main variables [3].

3. INTEGRAL REPRESENTATION
OF THE CLOTHOID AND ITS APPLICATION

Since, for any smooth curve, o = do/dl, where G is
the curvature, ¢ and / are the respective current values of
the tangent angle with the OX axis and length, we derive
from (1):

O =Qp +Os\L+k? /2 =@, +L(c, +05)/2. (4)

Between the arc length increment of any smooth
curve and the coordinate increment, there are the
relations dx = cos dl and dy = sing dl, from which,
using (4) to denote the integration variable by ¢, we
derive a representation of the clothoid in parametric
form:

!
x(I)=x, + jcos(q)A +ot+ke2)2)dt,

0

I (5)
y()=ya +jsin(@A + 0\t + k2 [2)dr.

0

Here x,, y, are the coordinates of the initial point
and / is the length of the piece of clothoid from the initial
point A to the current point with coordinates x(/), y(/).

Further, we will rely on the parametric representation
of the clothoid (5).

Let us consider what transformations occur with the
spline when changing one and only one main variable.
An understanding of these transformations will be used
to generate formulas for calculating partial derivatives
of intermediate variables (hj) from element lengths and
curvatures, i.e., by basic variables.

When changing the length of a line by AL, the right
part of the spline is shifted in the direction of this line.
When changing the length of the circle arc, a shift in the
direction of the tangent at the end point of the arc plus
rotation is centered at this point by Ap = cAL. When the
length of the clothoid changes, the following occurs:
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1. The clothoid parameter is varied in such a way
that the curvature at the end point does not change
when the length changes, since we calculate partial
derivatives.

2. The coordinates of the right end (point B) of the
clothoid and the angle of the tangent in it with the
OX axis change. According to (5)

L
Xg =X, +Jcos((pA +0At+ktz/2)dt,

0

. (6)
Vg = s+ jsin(q)A +6 41+ ke [2)dt,

0

Oxg ox Oxg Ok _
—2 =cos
a Ty AT
oxg (og—0,)

meoSPp T

()

ayB 5yB 8k
_Sl

L B AT

g (0504

ok )2

)

=sinQg —

The relation derived from (1) is used here:
OklOL = —~(og —© A)/L2.

P 2
P _ A+ch+%-L—:
oL oL 2
(cr—0,) (o, +0p) ©
=0, +thL— B2 Al A2 B2,

Thus, on the right side of the clothoid there is a shift
and rotation centered at point B, while inside the clothoid
we need to take into account only the effect of changing
the parameter .

When changing the curvature of the circle, the
parameters of the adjacent clothoids on the left and right
change along with the coordinates of the end point of the
circle arc and the angle of the tangent in it with the OX
axis. All this leads to shifts and rotations of the spline part
following the end point of the right clothoid. In addition,
the coordinates of the internal points of the circle arc, as
well as those of the left and right clothoids, also change.

We proceed to derive the formulas that will be used
to account for the change in the clothoid parameter.

We will need four integrals:

12
n((pA +o,t+k 2Jtdt,

2
[‘PA +GAt+k%Jtdt,

L
=J.Sl
0
L
0

2
L= sin[(pA +cAt+k%Jt2dt,

L
]
0
L
14=j
0

2
cos[(pA +o,t+ k%jtzdt,

L
15 2
I :;J‘sm[goA +0At+k%j(kt+cA -G, )dt =
0

1% 12 2

:;J.sin (pA+GAt+k? d (pA+GAt+k? -
0 (10)
L

_Sa
sin (pA+GAt+k— =
0

()
= —;(cosch —COS<PA)—7A(J’B —ya)

L 2
1 =%jcos((pA +0At+k%](kt+cA—cA)dt=
0
L

1 2 2
=;jcos (pA+0At+k? d (pA+cAt+k? -
0 (11

L

o
—A cos((pA+c5At+k— =

0

= —(sin(pB —sin(pA)—G—A(xB —Xp ),
k k

L 2
I :%J‘sin[(pA +0At+k%Jt(kt+GA —GCy)dt =
0

L
1 12) o,
= —zj‘tdcos((pA +0At+k—2 ]——k I =
0

(12)

1
—;(LCOS([)B —(xg —xA))+

Oa
+ k—z((COS(pB —CosP, )+ 0, (Vg —yA)),

L 2
I, =%jcos[<pA +6At+k%jt(kt+cA o, )dt =
0
L

2
= lIta’sin{(pA +6At+kt—J—G—A12 =
ko 2 k (13)
1 .
:;(Lsm(pB _(yB _yA))_

OpA v/, . .
- k—z((sm(pB —sin@, ) —c, (xg —xA)).
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It follows from (5) that

Oxg 1 1
T = 3l =g (beosen — O — ) -
(14)
()
_ﬁ((COﬂPB—COS‘PAHc’A(J’B_yA))’
oy 1 1 .
ZB__g, =—(Lsingg —(yg —yp)) -
ok 27 2k (15)

Ga . .
- W((sm(pB —sinQ, )+, (xg —xA)).

For the left clothoid, the curvature at the initial point
and the length do not change with the changes in the
curvature of the circle. Denoting, as before, the curvature
of the circle by o, taking into account (1) and (5) and
fixing ¢, we obtain:

Ox Oxp 1
_B=_B._’ (16)
oc ok L
ayB ﬁyB 1
—= =2 17
0o ok L an

Let us consider the effect of changing the curvature
of'the circle 6 on the right clothoid. For its initial and end
points, as well as its length, we keep the designations A,
B, and L, respectively.

L —c 2
g :Jcos((pA+ot+GBL G-%]dt,
0
P L —c 2 2
ﬁ:—jsin (pA+Gt+GB °.r t—t— dt =
0o 0 L 2 2L (18)
|
=L +—1,
£ og -0 12
yB=J.sm Py +Ot+ T dt,
0

g op—0 12 12
—==cos + ot + — || t——|dt=
oc I Pa L 2 2L

1
=1, ——1,.
2 2L4

(19)

When substituting in (18) and (19) instead of /,, 1,,
I, 1, their values from (10)—(13) for the right clothoid, it
should be taken into account that 6, = ¢ and k= (65 — 6)/L.
Formulas (18) and (19) can be used in computing
the derivatives of the coordinates of any interior point C

of the right clothoid along the curvature of the circle
by substituting in (10)—(13) x. and y. instead of xy
and yp, @ instead of ¢y, and, instead of L, the length
of the clothoid from the initial point A to this point C.
However, in formulas (18) and (19), L is the length of
the entire right clothoid from point A to point B.

Then it follows from (1) and (2) that:

% = £ (20)
oo 2
Here o is the curvature of the circle, ¢y is the angle
with the OX axis at the end point of the clothoid, and L is
its length.
Formula (20) is applicable to both left and right
clothoids.
Now we have everything necessary to proceed to the
computation of partial derivatives of displacements on
normals (intermediate variables) on basic variables.

4. CALCULATION OF DERIVATIVE
DISPLACEMENTS ALONG NORMALS

Thus, it has been found that, even in the presence
of clothoids, all spline transformations are reduced to
shifts and rotations when changing one main variable.
Let us consider how to successively calculate the
derivatives of displacements by normals on the main
variables without having the corresponding analytical
relationships.

4.1. Derivatives by the straight-line length

When changing the length of the line by o/ the
subsequent part of the spline is shifted in the direction
of the changed line. This direction is determined by the
angle o of the line with the axis OX (Fig. 3). For the shift
along the jth normal, the formula is valid

Oh; _ sin(a—P) 1)

ol sin(y; —B)’

where B is the angle with the OX axis of the
tangent (line AB in Fig. 3) to the spline element (in
a special case it is a line) at the point of intersection with
the jth normal); v; is the angle of the normal (C,C, in
Fig. 3) with the OX axis.

In Fig. 3, point C is the initial position of the
intersection point of the normal and the spline, which
corresponds to the value of the intermediate variable
h.. At the shift in the direction determined by the angle
o at 8/, AB moves to A,B,, point C moves to C,, and
C, becomes the point of intersection of the normal
with the spline. The displacement hj gets the increment
oh = CC,.
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Ya

0 X

Fig. 3. To the calculation of partial derivatives at the shift

Formula (21) is derived from the sine theorem when
applied to the triangle C,CC,. It is valid for all normals
intersecting the spline to the right of the end of the
varying line.

4.2. Derivatives by the arc length of a circle

When the arc length of the circle is changed by 8L,
the whole subsequent part of the spline (starting from the
end point of arc B) is shifted by 6L in the direction of the
tangent to the circle at B. This direction is determined by
the angle a of the tangent with the OX axis. Additionally,
the right side of the spline is rotated by the angle
da = 60L around the point B, where o is the curvature of
the circle. The shift is accounted for in the same way as
for the change in the length of a straight line. In [3], the
formula (13) for calculating the derivative of the length
of the circle of the displacement along the jth normal
is given and justified, which, in the notations we have
adopted, will be as follows:

oy _
oL .
_ sin(a.—B) +[ (xc —xp)cosP+ (v — yg)sinp Jo (22)
sin(y ; —B) '

Here L is the length of the circle arc, a is the angle
of the tangent to it at the end point B, x., y. are the
coordinates of the point of intersection of the spline with
the jth normal, B is the angle of the tangent to the spline at
this point C with the OX axis, y f is the angle of the normal
with the OX axis. This formula takes into account both
shift and rotation. It is valid for any normal intersecting
the spline to the right of the end point of the circle arc.

4.3. Derivatives by the arc length of the clothoid

When the length of the clothoid changes, the
subsequent part of the spline is shifted and rotated with
the center at the end point of the clothoid arc B.

The respective increments of displacements along
the jth normal to the right of the clothoid are represented
in the form:

Oh; = Ok + O, (23)

where 6h;. is the increment of displacement along the

jth normal at the shift; Gh; is the increment of
displacement along the jth normal at the rotation.

The change in the coordinates of the end point B
occurs due to the tangent shift by 0L and the change in
the parameter &, which additionally leads to a change in
the coordinates of the intersection points of the normals
with the clothoid.

For the calculation of ah; , we use formulas (7)
and (8), which give the increments of coordinates Ox,
and Oy of the end point of the clothoid arc caused by the
increment 0L. The same increments will be given by the
shift to the coordinates of all subsequent points. It is
notable that the first summands in these formulas
correspond to the shift along the tangent at point B
by 0L, while the second summands correspond to the
shift due to the change in the parameter of the clothoid
while maintaining the curvature at its initial and end
points. If we denote the increment hj- caused by a shift
along the OX axis by dx; via ahj .» and along the OY axis
by Oyg via oh - then

In order to calculate 6hj .. in formula (21), we replace

Oh; i
0l by &xg , and o by 0. We obtain — jr___ sinp
Xg sin(y I B)
oh v cosP
dyg  sin(y; —P)

Similarly for oh Ly when o = n/2:

Hence it follows:

oS, = —— SINP o BB o )
sin(y,~p) © sin(y, ~P)
Further:
Ofj ___sinB & cosp P o
oL sin(y j—B) OL sin(y j—B) oL
o Oxg
Derivatives —— and —— are calculated by
oL oL
. . . a)CB 6yB
formulas (7) and (8), in which, instead of e and %

we should substitute their expressions from (14)
and (15), respectively.

For intersections with normals inside the clothoid
in (22), instead of (6) and (7), we should use expressions

Oox ox Op — O 0 OR — O
G _ C.(B A)and yC__ayC_(B A)’

oL Ok I? oL Ok I?
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. . axc 6yC
while the derivatives —= and E should be calculated

by formulas (13) and (14), substituting x, - instead of
Xg, Vg, and ¢ instead of @y and L, representing the
length of the clothoid from the initial point A to the end
point B.

For the calculation of 6h;- , it is necessary to take into
account the rotation of the subsequent part of the spline
around the end point of the clothoid B by the angle dgp.
In [3], the formula for calculating the derivatives of
displacements along the jth normal by the rotation angle
is derived, which in our notations will be as follows:

ah; _ (xc —xg)cosP+(yc —yB)sin[S'
dpg sin(y ; —P)

Taking into account that, by formula (9)

09p/0L = (6, + 63)/2, we obtain:

%: (xc —xg)cosP+(yc — yg)sinP

5 sin(yj B (op +0p)/2.(26)

Here x., y. are the coordinates of the point of
intersection of the spline with the jth normal; f is the angle
of the tangent to the spline at this point C with the OX axis;
v;1s the angle of the normal with the OX axis; 6, and o are
tfle curvature at the initial and end points of the clothoid.

According to (23), the sum of the right parts of (25)
and (26) gives the derivative for the subsequent part of
the spline.

4.4. Derivatives by curvature

As already mentioned, the most complex
transformation of the spline takes place when changing
the curvature ¢ of one circle and maintaining the values
of all other main variables: the parameter of the left
clothoid is changed, which results in shifts inside it; the
right part of the spline is shifted and rotated up to its end;
within the circle arc, there are shifts along the normals
intersecting it; additionally, there are shifts and rotations
of the spline part beyond the end point of the circle arc;
finally, the parameter of the right clothoid is changed,
which provides shifts and rotations of the spline part
beyond the end point of this clothoid, as well as shifts
inside it.

We will calculate the derivatives of displacements
by normals along the curvature sequentially by sections.

Within the limits of the left clothoid
and up to the end of the spline
For the point C of intersection of the jth normal with
the clothoid, we designate its coordinates as x, Y, the

length from the origin of the arc of the clothoid (point A)
to the point C as L, the angle of the tangent at the point C
as ¢, and the parameter of the left clothoid as k. Let us
use formulas (14) and (15):

ox 1
C
8_k1:2_k1(LC cosQc — (3¢ = x4 )) =
27)
o
_ ﬁ((coscpC —CcosQ, )+ 0, (Ve —yA)),
1
e 1 .
—=—(L~sinQx — - -
ok, 2k, ( csinec — (e yA))
(28)
c . .
- ﬁ((sm(pB —sin@, )+ 6, (xc —xA)).
1
) Oxc  Oxg 1
According to (16) and (17), . = %L and
c 1
%) 0 1
i=ﬁ'—, where L is the length of the clothoid
oc Ok L
AB.
According to (24), the coordinate increment gives
the normal displacement increment by
ons =——SmP 5 B For the

7 SinGy, )¢ sinGy, -p) " C
corresponding derivative on the curvature of the circle
of the jth normal displacement within the left clothoid,
we obtain:

sinp ¥  cosp Pc

ohs
L= +— L.(29)
oG ( sin(y j—B) Ok, sin(y j -B) ok J /

Here, as before, f§ is the angle with the OX axis of
the tangent to the spline at the point C of intersection
with the normal, while V; is the angle of the normal with
the OX axis. In (29), it is necessary to substitute both

Oxc
— and from (27) and (28).
ok,

For the normals intersecting the spline to the right of
the left clothoid, formulas (27) and (28) are applied to
the end point B and the is result substituted into
formula (29), in which the angles p and i refer to the
corresponding normal. For the same normals, the

oht.
derivative a—J due to the rotation of the tangent at

)
point B of the clothoid is calculated using (26) and

a(PB L D .
e = Py which is derived from (4). As a result, for an
c

arbitrary point C of the intersection of the normal with
the spline to the right of the left clothoid, we obtain:

%: (xc —xg)cosP+(yc —yg)sinP L
oo sin(y; —PB) 2

(30)
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Summarizing (29) and (30) gives

oh, ohS ont
L

— . 31
0c 0o Oo G

Within the circle and to the end of the spline

Additionally, there are changes in coordinates of
intersection points with normals within the circle arc due
to changes in its curvature.

Formula (17), obtained in [1] for calculating the
partial derivatives of the displacements /. along normals
within the circle by radius R, has the following form
oh; _cos(B-a)—1

OR sin(y — )
OX axis: o and P are the angles of the tangents to the arc
of the circle at its initial and end points, while v is the
angle of the jth normal. In our designations for the
curvature derivative of the displacements along the
normals inside the circle, we obtain:

. In it, there are the angles with the

1
5}1; _ 1—cos(B-¢p)
0c  sin(y I B)o?

(32)

As a result, for the derivatives of displacements
along the normals intersecting the arc of the circle, we
obtain:

06 0c 0o Oc

Due to the change of curvature o, there is an

additional shift of the whole subsequent part of the

spline from the end of the circle arc (point B), as well as
its rotation centered at this point.

According to formulas (14) and (15) from [1], when
passing from radius to curvature, we obtain:

(33)

(9x_B _sinB—sino —(B—a)cosp

o o2 S
Oyg :_cosa—cosB—z(B—a)sinB. (35)
0o o

Here, o and P are the angles with the OX axis of
the tangents to the arc of the circle at its initial and end
points, respectively.

We obtain for the derivatives of displacements h;z
along the normals resulting from the shift at the end
point of the circle using formula (24), which allows us to
switch from displacements along x and y coordinates to
displacements along the normal:

2 .
6h§f _ sin 3, @C_B+ . cos B, .GyB. (36)
oo sm(yj—Bl) 0o sm(yj—Bl) oo

Here, B, is the angle with the OX axis of the tangent
to the spline at the point of its intersection by the jth
normal; y / is the angle of this normal with the OX axis.

. . GxB @yB
Following substitution —— and . from (34)
c c
and (35) into (36) and simplifications, we obtain:
s2
Oh i
0c
_cos(B; —a) —cos(B; —P) + (B —o)sin(B; —B)

B sin(yj - [31)02

G37)

The consequences of the tangent rotation at the end
point of the circle when its curvature changes will be
taken into account in the same way as was done above
for the tangent rotation at the end of the left clothoid.
According to (26)

5}1;2 _ (xc —xg)cosB+(yc —yg)sinP
dpg sin(y ; =)

Here x., yo are the coordinates of the point of
intersection of the spline with the jth normal; 8 is the
angle of the tangent to the spline at this point C with the
OX axis; v, is the angle of the normal with the OX axis;
@y is the angle of the tangent to the arc of the circle at
its end point.

L . ¢
Taking into account that, for a 01rclea—B=L,
c

where L is the length of the circle arc, we obtain:

ah;-z _ (xc —xg)cosP+(yc —yg)sinfP
0o sin(yj -B)

L (38)

Formulas (37) and (38) are true for all points of
intersection of normals with the spline not only within
the right clothoid, but also up to the end of the spline.
The effect of a change in the circle curvature on the right
clothoid is taken into account in the same way.

5. CALCULATION OF THE OBJECTIVE
FUNCTION GRADIENT

The initial approximation for the optimization
algorithm is a spline obtained by a separate program
implementing the dynamic programming method [1].
Using this spline, the offsets of given survey points along
the normals to the design position are determined (Fig. 2).
These are the current values of intermediate variables /..
In order to determine them, the elements of the spline
starting from the initial straight line are sequentially
considered. For each element (line, clothoid, circle) the
number of the first normal intersecting it is memorized.
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Formula (9) from [1] is used for determining the
intersection points of normals with the circle. The
iterative algorithm [19] is used to find intersections with
the clothoid. Then, for each basic variable x; (lengths of
elements and curvatures of circles), the number of the first
normal j, is sequentially determined, the displacement
along which is affected by the change of the corresponding
basic variable. For the lengths of straight lines and circles,
this is the number of the first normal that intersects the next
element. For the length of a clothoid, it is the number of
the first normal intersecting it; for the curvature of a circle,
it is the number of the first normal intersecting the left
clothoid. The number of the final normal for all elements
is the number of the last normal 7.

The derivatives of the initial objective function (2)
by main variables are calculated by the formula:
OFh() _ <, 9
. ;hj P (39)

J=Jj J

Here x and h are the vectors of basic and intermediate
variables, respectively.

The same modified Lagrange function [20-22] and
the same algorithm [23, 24] as for the spline consisting of
line segments and arcs of circles [3] are used to optimize
the spline parameters. For this purpose, the derivative of
the penalty function [3] is added to the right part of (39)
when calculating the gradient.

CONCLUSIONS

The main result of this research is the development
of mathematical models and algorithms for
approximation of functions given by a discrete sequence
of points by compound splines of complex structure,
including splines with clothoids. A successful choice of
variables allowed us to solve the task of approximating
multivalued functions. Such problems are typical of
those arising in the design of railroad and highway
traces.

The unique approach of obtaining formulas for
calculating partial derivatives in the absence of analytical
expressions of differentiable functions can also be used
in solving other problems.

Performed calculations using the experimental
programs have shown that, although the presence
of clothoids significantly increases counting time,
this does not become critical when using commonly
available modern personal computers. Unfortunately,
the developed algorithms and programs have yet to
find practical application due to the lack of interest in
improving the quality of design solutions at the same time
as reducing costs in the construction and reconstruction
of the roads and railways.
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Abstract

Objectives. Quality control of instruments for measuring bactericidal irradiance of ultraviolet (UV) radiation is based
on studying the main metrological characteristics. These characteristics include: angular and spectral sensitivity;
linearity range; and absolute calibration in irradiance units. Deviations of the angular sensitivity of measuring
instruments from the ideal cosine characteristic can significantly impact error estimation. They can also lead to the
distortion of measurement results and a significant difference in instrument readings. The aim of this work is to
enhance accuracy in resolving metrological problems of determining irradiance of bactericidal radiation.

Methods. An effective method of resolving this problem is to introduce correction coefficients for the angular
sensitivity of radiometers, spectroradiometers and dosimeters. The values are calculated based on the results
of measurements on the goniometer when testing measuring instruments. An important role is played by computer
models and digital twins of measuring instruments based on the results of studies of the metrological characteristics
of radiometers by means of software. This includes modeling the measuring task.

Results. The study of angular dependence of bactericidal UV radiometer sensitivity complemented by an analysis
of measurement results obtained by other authors allows determining the value of the angular sensitivity correction
coefficients by the deviation of the angular sensitivity of the irradiance measuring instruments of bactericidal radiation
from the standard cosine dependence.

Conclusions. Deviations of the angular dependence of bactericidal radiation UV radiometer sensitivity from the
cosine characteristic lead to a significant underestimation of the irradiance measurements results from extended
emitters. An effective solution is the use of digital angular sensitivity correction coefficients to measure the irradiance
of bactericidal radiation determined during tests. When assessing the quality of radiometers, spectroradiometers and
dosimeters for bactericidal radiation, incomplete control of the main metrological characteristics of the measuring
instruments creates risks of serious errors in the measurement results of bactericidal irradiance.

Keywords: angular sensitivity correction, radiometers, spectroradiometers, spectral sensitivity, bactericidal
installation
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KoHTpoJIb KauecTBa CPEACTB U3MEPECHUN XaPAKTEPUCTUK

OakTepuUUIAHOT0 YMD-U31ydyeHUus
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@ AsTOp AN5 nepenvcku, e-mail: minaeva_o@mirea.ru

Pe3iome

Llenu. KoHTponb kayecTBa CpencTs naMepeHuii 6akTepuumMaHoi OCBELLEHHOCTU ynbTpaduonetosoro (YD) ns-
Jly4eHNs1 OCHOBaH Ha MCCNefOoBaHNUM OCHOBHbIX METPOJIOMMYECKNX XapakTePUCTUK, BKITIOHAIOLLNX YIIOBYIO U Crek-
TpasibHYl0 YyBCTBUTENBHOCTb, AMana3oH JIMHEAHOCTU, abCOSIOTHYIO KannbpoBKY B eOuHULAX SHEPreTUyYeckom
0oCBeLLeHHOCTN. Hanbornbluee BAMSHME Ha NPeaen A0MNyCckaemMol NorpeLlHOCTN 0Ka3biBaloT OTKIIOHEHWS YT IOBOWA
4YyBCTBUTENBHOCTN CPEACTB U3MEPEHUN OT NAEANbHOM KOCUHYCHOM XapakTePUCTUKKN, MPUBOASALLNE K NCKAKEHUIO
pe3ynbTaToB U3MEPEHUIA N CYLLLECTBEHHOW pa3HuULE B NOKa3aHUsAx Npnbopos. Lienbio paboThl ABNSETCS MNOBbILLE-
HME TOYHOCTU CPEACTB U3MEPEHUI MPU PELLEHNN METPOSIONMYECKMX 3a4a4 ONpeaeneHns SHEPreTnyeckom ocee-
LLLEEHHOCTN BaKTEPULIMOHOMO N3JYHEHNS.

MeTtoabl. OPPEKTUBHLBIM METOAOM peLLeHUs NpobnemMbl SBNsSeTcs BBeAeHne KoabdULUMEHTOB KOPPEKLUUM Yriio-
BOW YyBCTBUTENBHOCTU PAAMOMETPOB, CIEKTPOPAANOMETPOB N JO3UMETPOB, 3HAYEHNS KOTOPbIX PACCYUTBIBAKOTCS
no pesynbTatam N3MepeHnii YyBCTBUTENIbHOCTN Ha FOHNOMETPE NPU UCAbITAHUAX CPEACTB n3MepeHuit. bonbLuyio
pOsb UrpaeT NCNOIb30BaHNE KOMMbIOTEPHbLIX MOAENEN U LMDPOBbLIX ABOVHUKOB CPEACTB M3MEPEHUI Ha OCHOBE
pe3ynbTatoB UCCNEA0BAHUIA METPOIOMMYECKNX XapakTEPUCTMK PaguOMETPOB C MCMOb30BAHNEM NPOrPaMMHOro
obecneyeHus, BKIOYAOLLErO MOAENNPOBAHNE N3MEPUTESIbHOW 3aa4ML.

PesynbTartbl. llccnepoBaHue yrnoBolii 3aBMCUMMOCTU YYBCTBUTENBHOCTUM GakTepuumpaHblx Y®-pagnomeTtpos
Ha FOHMOMETPE N aHaNM3 PEe3yNbTaToOB N3MEPEHUI, NONYYEHHbIX APYTMMU aBTOPaMu, MO3BOASIOT MO OTKIIOHEHUIO
YrnoBOl YyBCTBUTENLHOCTU CPEACTB U3MEPEHUI 3HEPreTUHECKOM OCBELLEHHOCTU GAKTEPULIMOHOIO U3Ny4eHUs
OT CTaHAAPTHOW KOCUHYCHOM 3aBUCUMOCTM ONpeaennTb 3Ha4yeHne KoadPrLnMeHToB KOPPEKLIMN YriI0BOM YyBCTBU-
TEeNbHOCTU.

BbeiBoAbl. OTKJIOHEHUS YITOBOW 3aBMCUMMOCTU YyBCTBUTENBHOCTN Y®P-paanomeTpoB 6aKTeEpPULMAHOIO U3NYy4YeHUs
OT KOCUHYCHOW XapakTepUCTUKN NPUBOAAT K CYLLECTBEHHOMY 3aHMXKEHUIO pe3ynbTaTOB N3MEPEHUI SHepreTnye-
CKOW OCBELLEHHOCTUN OT MPOTSAXEHHbIX U3nydatenei. APdEKTUBHbIM peLleHeM NpPobaemMbl ABASETCS UCMOMb30-
BaHMe KO3DOUMEHTOB LMDPOBON YrNOBON KOPPEKLMN YYBCTBUTENBHOCTU CPEACTB U3MEPEHUI SHEPTrETUYECKON
OCBELLEHHOCTN BaKTEPULMAHOIO U3NyYEHUS, ONPEENSIEMbIX NPU UCMbITaHUSAX. [py OLeHKke KavyecTBa paavome-
TPOB, CMNEKTPOPAANOMETPOB U A03UMETPOB BAKTEPULNOHOINO U3NYYEHUS HEMOJIHBLINA KOHTPOb OCHOBHbLIX METPO-
JIOTMYECKUX XapaKTEPUCTUK CPEeACTB N3MEPEHUI CO30AET PUCKN CEPbE3HBLIX OLUMOOK B pe3ynbTaTtax U3MepeHui
aHepreTnyeckor bakTepuumMagHO OCBELLEHHOCTH.

KnioueBble cnosa: Koppekuna er'IOBOI7I H4yBCTBUTEJIbHOCTU, PaAMOMETPbI, CNEKTPOPaANOMETPLI, CrNeKTpaJibHasA

HyBCTBUTEJIbHOCTb, 6aKTepI/ILI,I/1LI,HbIe YCTaHOBKWU
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npOSpa'-IHOCTb d)l/lHaHCOBOVI AeaTesibHOCTU: ABTOpr HEe UMeloT d)l/lHaHCOBOVI 3anHTEepPeCcoBaHHOCTW B nNpeacTaB/lieH-

HbIX MaTepumnanax nnm Mmetogax.

ABTOpbI 3a9BASIOT 06 OTCYTCTBUM KOHMIMKTA MHTEPECOB.

INTRODUCTION

The wuse of bactericidal irradiation facilities
in medicine, photobiology, photochemistry, and
pharmacology, especially during the COVID-19
pandemic, has shown the need for increased requirements
for the quality control of ultraviolet irradiators,
as well as means of measuring energetic and effective
bactericidal irradiance.!

Tubular low-pressure mercury lamps are used
in bactericidal complexes as the sources of ultraviolet
(UV) radiation. More than 60% of the radiation flux falls
on the resonance line with a wavelength of 253.7 nm,
located in the range of maximum bactericidal action
of UV radiation from 230 to 300 nm [1]. The advantages
of using low-pressure mercury lamps are associated
with the position of the maximum bactericidal action
of UV radiation on destructively modified DNA and
RNA damage corresponding to a wavelength of 265 nm.
Currently, along with low-pressure mercury lamps,
bactericidal UV irradiators based on xenon pulse emitters,
LEDs, and high-pressure mercury lamps are increasingly
being used [2].

CHARACTERISTICS OF BACTERICIDAL
RADIATION MEASURING INSTRUMENTS

In order to ensure the quality of bactericidal
irradiation facilities, the mainradiometric characteristics
need to be monitored. This includes: the spectral
density of the radiation flux of bactericidal radiation;

energy illuminance; exposure dose; photobiological
hazard; and the rate of decrease of the bactericidal
radiation flux. Radiometers, spectroradiometers and
dosimeters are used as measuring instruments to control
one of the main characteristics of UV emitters: energy
effective bactericidal illumination [3-5].> Problems
relating to the formation of metrological characteristics
of measuring instruments of bactericidal effective
illuminance are related to the legislative and technical
documents. These documents are also based on the
research of mnational metrological institutes and
contain requirements for the quality assurance
of measurements.> % 3 ¢

An integrated approach to quality management
of measuring instruments for measuring the
characteristics of the bactericidal UV radiation includes:

e optimization of quality control methods for
UV radiometers during the lifetime of measuring
instruments with the use of digital technologies
during verification and calibration;

e risk and opportunity management in the
measurement of bactericidal irradiance through the
characterization of measuring instruments related
to the practical measurement task;

e development of methods for statistical quality
control and consumer evaluation of bactericidal
irradiance measuring instruments;

e application of computer models for assessing the
quality of measuring instruments when confirming
conformity to existing technical regulations and
standards.

' Clark M., Zuber R., Ribnitzky M. Far UV-C Germicidal Sources: Measurement Challenges and Solutions. UV Solutions. 2022.
https://uvsolutionsmag.com/articles/2022/far-uv-c-germicidal-sources-measurement-challenges-and-solutions/. Accessed November 01,

2023.

2 Miller C.C. UVC Measurement Methods & UVC Documentary Standard Development. National Institute of Standards and
Technology. Washington, DC: U.S. Department of Energy; 2022. https://www.energy.gov/sites/default/files/2022-02/ssl-rd22_miller

guv.pdf. Accessed November 01, 2023.
3

GOST R 8.760-2011. State system for ensuring the uniformity of measurements. Measurement of energy and the effective

characteristics ultraviolet radiation germicidal irradiators. Procedure of measurements. Moscow: Standartinform; 2019 (in Russ.).
https://docs.cntd.ru/document/1200095426. Accessed November 01, 2023.

4 RMG 70-2003. GSOEIL. Characteristics of ultraviolet radiation of bactericidal irradiators. Methodology for performing
measurements. Moscow: IPK Izdatelstvo standartov; 2004 (in Russ.). https://docs.cntd.ru/document/1200037656. Accessed

November 01, 2023.

3 R 50.2.018-2001. GSOEI. Measuring instruments of ultraviolet radiation characteristics of bactericidal irradiators. Methods
of verification. Moscow: Gosstandart; 2001 (in Russ.). https://docs.cntd.ru/document/1200029414. Accessed November 01, 2023.
¢ Ultraviolet air disinfection. Techn. Report CIE Central Bureau. Vienna. Austria: 2003.
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Non-compliance with the requirements of standards
and recommendations during practical measurements
can lead to differences in the readings of devices
of different types, as well as to a loss of accuracy
and reliability of measurement results. The technical
committees on standardization of the Federal Agency
for Technical Regulation and Metrology are responsible
for the development of standards and recommendations
covering methods of quality control of measuring
instruments of bactericidal radiation characteristics.’
The main metrological characteristics determining
the quality of measuring instruments of bactericidal
radiation include: angular dependence of radiometer
sensitivity; spectral dependence of sensitivity; linearity
range; as well as absolute calibration in units of energy
illumination. These can be compared to the state primary
standards related to the approved state verification
schemes.

When assessing the quality of radiometers,
spectroradiometers, and dosimeters for bactericidal
radiation, the incomplete control of basic metrological
characteristics of measuring instruments can create
risks of serious errors in the results of measurements
of energetic bactericidal irradiance. The deviation
of relative spectral sensitivity of radiometers from
the relative bactericidal efficiency of UV radiation
can significantly impact the accuracy of measuring
instruments for bactericidal radiation characteristics.
In works on quality assessment of measuring
instruments for bactericidal radiation characteristics
in the national metrological institutes, special attention
is paid to one of the most important characteristics:
the angular dependence of sensitivity. Deviation from
the ideal cosine characteristic is the primary cause
of errors in measurement results [6—8].

METHOD FOR MEASURING THE ANGLE
DEFINITION OF THE BACTERICIDAL
UV RADIATION RADIOMETERS SENSITIVITY

Resolving matters relating to the correction of the
angular dependence of the sensitivity of measuring
instruments is especially important when controlling
the energy illumination from several radiation sources.
It is also significant when evaluating the bactericidal
efficiency of extended UV emitters and dimensional
panels. When UV radiation falling on the receiving
surface of the radiometer deviates from the normal,
the radiometer signal decreases. This is because the
projection area of the photodetector in the direction
of the incident flux decreases in accordance with
the cosine relationship. The problems of ensuring
accuracy and reliability of the results of practical

7 https://www.rst.gov.ru/portal/gost (in Russ.). Accessed
November 01, 2023.

measurements of energy illumination of bactericidal
radiation are associated with the fact that commercially
available radiometers have angular dependence
of sensitivity. This can differ significantly from
the ideal cosine dependence of sensitivity. Various
types of goniometers are used to control the angular
sensitivity of radiometers, spectroradiometers and
UV dosimeters [9].

The required angular correction of the sensitivity
of short-wave UV radiation receivers in radiometers,
spectroradiometers and dosimeters is a technically
difficult task, requiring the development of special
devices. Figure 1 shows the angular dependence of the
sensitivity of various types of germicidal UV radiometers
No. 1, No. 2, and No. 3, as well as the ideal cosine
dependence of the sensitivity cos ¢ [7, 10].

As shown in the diagrams, the decrease
in sensitivity of radiometer No. 2 reaches 50% at an
angle ofincidence of radiation @ on the receiving surface
of the radiometer of 30°. At an angle of incidence
of 45°, the decrease in sensitivity reaches 75%. The
sensitivity of radiometer No. 1 is completely absent
at angles of incidence exceeding 75°. This limits
its application in water treatment systems at short
distances from the radiator. In the area of large angles
of incidence of radiation (with a sharp decrease in the
levels of radiometer signals proportional to sensitivity)
the influence of scattered radiation on the results
of measurements of the relative angular sensitivity
of the radiometer increases significantly.

A general view of the goniometer for measuring the
dependence of the radiometer sensitivity on the angle
of incidence of UV radiation is shown in Fig. 2.

Deviation flgp) of the angular sensitivity of the
UV radiometer S(¢) from the standard function cos o,
expressed in percent, is determined by the expression:

flop) =100% [cos @ — S(¢)]/cos . D

Figure 3 shows the results of measurements
of deviations f{p) of angular sensitivity of bactericidal
radiation radiometers No. 1, No. 2, and No. 3 from the
standard cosine characteristic.

Deviationsoftheangulardependence ofthesensitivity
from the cosine characteristic are presented in Fig. 3.
The deviations of angular dependence of sensitivity
from the cosine characteristic indicate a significant
underestimation of the results of measurements
of energy illuminance from extended emitters when
using commercially available UV radiometers
of bactericidal radiation. In order to exclude systematic
error, coefficients of angular correction of sensitivity
must be used which enable the distortion of the results
of measurements of energy bactericidal irradiance to be
compensated.
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DETERMINATION OF THE COEFFICIENTS
OF ANGULAR CORRECTION
OF THE UV RADIOMETER SENSITIVITY

The radiometer signal is determined by integrating
the energy brightness spectral density (EBSD) over
the area of the radiator within the working solid angle,
taking into account the spectral and angular dependence
of the radiometer sensitivity. The equation describing the
signal of a radiometer (spectroradiometer, dosimeter)
of bactericidal UV radiation can be represented in the
following form:

i=N [ [][L0.8,95(,0)d5 d)dodQ, (2)
Qy oA d

where A is the wavelength; d is the radiating area of the
UV radiation source; Q is the solid angle; L(A, 6, Q)
is the EBSD of the bactericidal UV radiation source;
S(A, @) is the spectral and angular dependence of the
radiometer (spectroradiometer, dosimeter) sensitivity);
N is the dimension coefficient; 5, is the total area of the
radiating region of the bactericidal UV radiation source;
Q, is the total solid angle determined by the angular
dimensions of the bactericidal UV radiation source.

The sensitivity angular correction coefficient
K(p) of the radiometers is presented in Fig. 1. This
is determined by the results of measurements of the
angular dependence of sensitivity. It is intended for the
maximum correction of the results of measurements
of energy illumination of bactericidal UV radiation
arising due to technically imperfect design of diffuse
diffusers in the measuring instruments.

The angular correction coefficient of radiometer
sensitivity is equal to the ratio of the signal of an ideal
radiometer ,,(¢), This has a standard cosine dependence
of sensitivity to the signal of a real radiometer i (¢):

K(@) = i;4(9)/i(9). 3

In most cases, the relative EBSD ofradiation sources
and the relative spectral sensitivity of radiometers
do not depend on the direction of radiation of the
source, or the angle of incidence of radiation on the
photodetector. In this case, the angular sensitivity
correction coefficient is determined by the angular
dependence of the radiometer sensitivity S(¢) and
the angular dependence of the source EBSD L(3, Q)
according to the expression:

j j j L(3,Q)cos pdd dQ d¢
Q) 8y
j j j L(3,)S(9)dddQ de
9

K(9)= “4)

When the radiometer is used to measure the energy
illumination produced by a small-diameter tubular
bactericidal emitter, the sensitivity angle correction
coefficient K(¢) is determined by the following formula:

I I L(3,0)cospdd do

K(g)=22 :
@ []LG.0S@)ds do ®

<P50

The use of the angular sensitivity correction
coefficient taking into account geometric conditions
of measurements enables the systematic error
of correction of angular sensitivity of radiometer
(spectroradiometer, dosimeter) to be radically reduced.
This thus compensates for the technical shortcomings
of measuring instruments, and excludes any significant
variations of measurement results of energy illumination
of bactericidal UV radiation by different measuring
instruments.

Table presents the results of calculating the values
of the angular correction coefficients of sensitivity
of UV radiometers No. 1, No. 2, and No. 3 obtained
in accordance with expression (5) for low-pressure
mercury lamps. The results depend on the maximum
angle of deviation of the incident radiation flux from the
normal from 10° to 70° to the receiving surface of the
radiometer.

Table. Values of angle correction coefficients
of UV radiometers sensitivity

Maximum deflection angle, °
10 20 30 | 40 | 50 60 | 70
Radiometer No. 1| 1.01 | 1.03 | 1.04 | 1.05| 1.08 | 1.16 | 1.26
Radiometer No. 2| 1.07 | 1.13 | 1.31 | 1.50| 1.70 | 1.08 |2.00
Radiometer No. 3| 1.03 | 1.06 | 1.13 | 1.18 | 1.23 | 1.31 |[1.39

UV radiometers

The data presented in Table shows that the results
of measurements of energy illuminance of bactericidal
radiation of mercury tube lamps by radiometers
of different types will differ significantly from each
other.

These results indicate that, in order to meet the
requirements of the normative documents® for an angular
sensitivity correction error of 4%, the coefficients K(¢)
for radiometer No. 1 at angles of incidence exceeding
40° need to be used. For radiometer No. 2—at angles
of incidence exceeding 0°, and for radiometer No. 3—at

8 Miller C.C. UVC Measurement Methods & UVC Documentary
Standard Development. National Institute of Standards and
Technology. Washington, DC: U.S. Department of Energy; 2022.
https://www.energy.gov/sites/default/files/2022-02/ssl-rd22_miller
guv.pdf. Accessed November 01, 2023.
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angles of incidence exceeding 10°. Radiometer No. 1 is
characterized by the smallest error of angular correction
of sensitivity from those presented in Table. For
radiometer No. 2, the coefficients of angular correction
of sensitivity at any angles of deviation of the incident
radiation from normal must be used.

It is difficult to ensure the accuracy of measurements
when the emitters are located in the center of the room
and the energy illuminance of bactericidal radiation
needs to be measured in the corners of the room.
This is also the case when the emitters are located
in the corners of the room and the energy illuminance
is measured in the center [8]. The influence of the
quality of the radiometer’s angular response on the
measurement results is less in the case when the
radiometer is directed to the center of the extended
emitter. Here the main contribution to the measurement
results is made by UV radiation incident at angles close
to the normal with respect to the radiometer’s receiving
surface. The radiation falling on the radiometer receiving
surface at large angles to the normal is also lateral to the
peripheral radiating region of the radiometer and its
contribution is relatively small.

The application of interlaboratory comparisons
of measuring instruments of the characteristics of the
bactericidal radiation produced by tubular mercury
lamps allows discrepancies in the measurement results
to be identified. Discrepancies can be significantly
reduced by using the coefficients of angular correction
of sensitivity.’

When creating digital doubles of measuring
instruments for energy illuminance of bactericidal
UV radiation, the use of sensitivity angular correction
coefficients in the list of basic metrological characteristics
of the radiometer allows the accuracy and reliability
of measurement results to be achieved without the
development of complex quartz diffusers.

Evaluation of random and systematic errors
of measurement results after introduction of angular
correction coefficients of radiometer sensitivity
is carried out in accordance with GOST R 8.736-201110,
The tolerance limit of error of bactericidal radiation
radiometers is established in accordance with the
requirements of national and international standards.
This limit is estimated based on the results of studies
of the error components of the main metrological
characteristics of UV radiometers (spectroradiometers,

9 Krames M. The rise of UV-C LEDs. LEDs & SSL
Magazine. July 24, 2020. https://www.ledsmagazine.com/leds-
ssl-design/article/14178371/technology-roadmap-shows-uvc-
leds-are-onthe-rise. Accessed November 01, 2023.

10 GOST R 8.736-2011. State system for ensuring the
uniformity of measurements. Multiple Direct measurements.
Methods of measurement results processing. Main positions.
Moscow: Standartinform; 2013 (in Russ.). https://docs.cntd.ru/
document/1200089016. Accessed November 01, 2023.

dosimeters). They include: angular and spectral
dependence of sensitivity; deviation from linearity
of sensitivity in the operating dynamic range; and
absolute calibration in units of energy illuminance. The
limit of tolerance of measuring instruments of energy
bactericidal irradiance is 10%. This takes into account
the systematic error of angular correction of sensitivity
which is not more than 4%.

In order to estimate the random error of the angular
sensitivity of the radiometer, measurements on the
goniometer are repeated after rotating the radiometer
relative to the optical axis. The unexcluded systematic
error in the angular correction of the radiometer
is estimated by taking the following into account: the
angular resolution of the goniometer; the nonlinearity
of'the sensitivity; the sensitivity threshold of the radiation
receiver; the instability of the energy brightness of the
transmitter; and the level of scattered radiation.

For spectroradiometers, the problem of providing
angular correction of sensitivity is associated with a small
angle of view due to the use of diffraction gratings. This
makes it difficult to use spectroradiometers in monitoring
the characteristics of bactericidal irradiation facilities
without an integrating sphere [11, 12].

The most effective step in ensuring quality
by reducing the systematic error of means used
to measure the characteristics of bactericidal
UV radiation is to introduce coefficients of angular and
spectral correction of sensitivity These must take into
account the complexities of applied measurement tasks
when using digital models and digital twins in the future.

CONCLUSIONS

Analysis of the problem of quality control
of bactericidal irradiators shows the need to ensure
angular correction of sensitivity of radiometers,
spectroradiometers and dosimeters. This is associated
with a significant revision of methods and means
of measuring the energy illuminance of UV radiation,
in order to meet the requirements of existing regulatory
documents.

An efficient solution to this problem is the use
of correction coefficients of angular sensitivity
of radiometers, determined during the type approval
tests of measuring instruments.

The most progressive method in the future
of increasing accuracy when resolving metrological
problems of energy illumination of bactericidal radiation
will be the use of computer models and digital doubles
of measuring instruments. These will be based on the
results of studies of basic metrological characteristics
of radiometers, spectroradiometers and dosimeters
with the use of software for modeling measurement
conditions.
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The experience of national metrological institutes  based on the use of correction factors of angular and

in Russia and abroad shows the need to enhance  spectral sensitivity of UV radiometers.

accuracy and eliminate the gross errors in measuring Authors’

contribution. All authors equally

energy illumination created by bactericidal facilities  ¢ontributed to the research work.
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