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Abstract

Objectives. As the scope of personal data transmitted online continues to grow, national legislatures are increasingly
regulating the storage and processing of digital information. This paper raises the problem of protecting personal
data and other confidential information such as bank secrecy or medical confidentiality of individuals. One approach
to the protection of confidential data is to depersonalize it, i.e., to transform it so that it becomes impossible to
identify the specific subject to whom the data belongs. The aim of the work is to develop a method for the rapid and
safe automation of the depersonalization process using machine learning technologies.

Methods. The authors propose the use of artificial intelligence models to implement a system for the automatic
depersonalization of personal data without the use of human labor to preclude the possibility of recognizing
confidential information even in unstructured data with sufficient accuracy. Rule-based algorithms for improving the
precision of the depersonalization system are described.

Results. In order to solve this problem, a model of named entity recognition is trained on confidential data provided
by the authors. In conjunction with rule-based algorithms, an F, score greater than 0.9 is achieved. For solving specific
depersonalization problems, a choice between several implemented anonymization algorithm variants can be made.
Conclusions. The developed system solves the problem of automatic anonymization of confidential data. This opens
an opportunity to ensure the secure processing and transmission of confidential information in many areas, such as
banking, government administration, and advertising campaigns. The automation of the depersonalization process
makes it possible to transfer confidential information in cases where it is necessary, but not currently possible due to
legal restrictions. The distinctive feature of the developed solution is that both structured data and unstructured data
are depersonalized, including the preservation of context.

Keywords: automated system, anonymization, information protection, cybersecurity, sensitive information,
machine learning, neural networks, depersonalization, personal data, named entity recognition
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Pe3iome

Llenu. B To Bpems kak 06beM NepCOHasbHbIX AaHHbIX, NepeaaBaeMbiX Mo CeTU, NPOAOIKAET pacTh, 3aKkOHOAATE b-
Hble opraHbl Bce 60nee XeCTKO PerynmpytoT NPoLECcChl XpaHeHus 1 06paboTkn uyudppoBon nHpopmaumn. B padoTe
paccmaTpuBaeTcs npobnema 3almTbl NePCOHANbHBIX AaHHbIX U APYroin KoHGuaeHuuanbHom nHdopmauum (KN),
Hanpumep, 6aHKOBCKOW 11 BpadebHOoM TarHbl, Guandeckux nuu. OgHUM n3 cnocoboB 3almTbl KOHGUAEHUMATb-
HbIX JaHHbIX ABNSETCA UX 06e3nmnymBaHne — npeobpasoBaHue, B pe3ybTaTe KOTOPOro CTaHOBUTCS HEBO3MOXHO
YCTaHOBUTb NPUHAONEXHOCTb 3TUX JAHHbIX KOHKPETHOMY CyObekTy. Llenb paboTbl — MOCTPOEHME aBTOMATUYECKOMN
CUCTEMbI, MO3BOJISAIOLLEN OLICTPO 1 6e30MacHO 06e311MYMBaTb JaHHbIE C MOMOLLbIO TEXHOMOM NI MaLUMHHOIO 00yye-
HUS.

MeTopabl. Npeanaraetcsa NCNoib30BaTb MOAENN NCKYCCTBEHHOIO MHTENJIEKTa A1 peanmaauym CUCTeMbl aBToOMa-
Tnyeckoro obesnnymneanua KM, 1.x. 3To gaeT BOBMOXHOCTb pacrno3HaBaTb KU gaxe B HECTPYKTYPUPOBAHHbIX JaH-
HbIX C I0CTATO4YHO BbICOKOWM TOYHOCTbIO €3 NPUBIEYEHUS YeNoBe4YecKoro Tpyaa. Jas noBbilLeHNs TOYHOCTUN BCel
cucTeMbl 06e3NMYMBaHVA NpeaiaraeTcs MCNoib30BaTh a/iTOPUTMbl HA OCHOBE MpPaBul.

Pe3ynbTaTtbl. Ha KOHPUOEHUMANbHBLIX AAHHBIX, Pa3MEYeHHbIX aBTOpPaMu ANS pPelleHns OaHHOM 3afa4qm, obydyeHa
MO[esb PaCcNo3HABaHWSA UMEHOBAHHbIX CYLLLHOCTEN, KOTOpPasi B CBSI3KE C airOpMTMaMm Ha OCHOBE NpaBul B pe3yJib-
TaTe MMeeT 3HaYeHve F;-mepbl 6osiblue, 4em 0.9. Peanm3oBaHo HECKOJILKO BapuaLii anroputMoB 06e3IM4nBaHNns,
4YTO NO3BOJIIET BbIOMPATL MEXAy HAMU OJ1 KaXA0M KOHKPETHOM 3aaa4u.

BbiBoabl. PaspaboTaHHas cuctema peluaeT 3agady aBToMaTmyeckoro obesnmymeannsa KU. 910 oTkpbiBaeT BO3-
MO>XHOCTb AN1st 6e3omnacHoi 06paboTku 1 nepenaym KN Bo MHOrmx obnacTtsx, HanpumMmep, B 6aHKOBCKOM OesaTeb-
HOCTM, rOCYAapPCTBEHHOM YNpaB/eHNN, PeKnaMHbIX KaMnaHuaX. Takke aBToMaTnsauus npoLecca obe3nmymBaHms
[enaeTt BO3MOXHOM nepepady KM B Tex cnydasx, korga 9To Heo6XxoaumMo, HO HEBO3MOXHO B CUJTy MPaBOBbIX Orpa-
HU4yeHnin. OTNnYMTENbHAs 0COBEHHOCTL Pa3paboTaHHOIo PeLLeHNs 3akio4aeTcsa B TOM, HTO 00e31M4MBatoTCS Kak
CTPYKTYPUPOBAHHbIE AaHHbIE, TaK U HECTPYKTYPUPOBaHHbIE, B T.4. C COXPaHEHNEM KOHTEKCTA.
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Mpo3payHocTb GUHAHCOBOW AEeATEeJNIbHOCTU: ABTOPbI HE UMEIOT (PUHAHCOBOM 3aUHTEPECOBAHHOCTM B NPeACTaB/IEH-

HbIX MaTepuanax nim Mmetogax.

ABTOpbI 329BNSIOT 06 OTCYTCTBUM KOHMIMKTA MHTEPECOB.

INTRODUCTION

In today’s digitally intermediated world, the scope
of stored and processed data is constantly growing,
requiring increased reliability in terms of data protection.
The issue of protecting personal data transmitted via
computer networks and stored in information systems
becomes particularly relevant. The list and procedure
for processing personal data is outlined in Federal
Law No. 152 “On Personal Data.” Here, personal data
is defined as any information pertaining to a directly or
indirectly identified or identifiable individual'.

Modern computer systems allow organizations to
collect and process large amounts of data necessary
for their effective functioning and development. The
access to various kinds of data facilitated by the rapid
development of information technology in turn increases
the risk of information leakage [1]. The high risk of
illegal access to confidential information (CI) makes the
task of ensuring its protection particularly relevant.

One of the measures aimed at minimizing the risks of
harm to an individual in the event of leakage of personal
data from automated systems (AS) is depersonalization
as required by law. The depersonalization of personal
data comprises an action that makes it impossible
to determine, without additional information, the
specific subject to whom the personal data belongs. By
means of such anonymization, legal data-processing
requirements can be reduced, leading to lower costs
for organizations when developing such systems. Thus,
the depersonalization of personal data not only protects
people from cyber threats, but also has a positive
economic effect. This problem was considered in some
works [2-5], but peculiarities of data processing in
Russian, whose morphology has additional complexities,
were not taken into account. Moreover, in these works,
the detailing of recognizable CI entities was not
adequately carried out, which reduces the quality of
impersonal data.

! Federal Law No. 152-FZ dated July 27, 2006 “On Personal
Data” (in Russ.). https://docs.cntd.ru/document/901990046.
Accessed February 09, 2023.

1. TERMS OF REFERENCE

When carrying out data depersonalization, it is
necessary to understand what data elements should
be hidden. Therefore, we can say that the preliminary
stage of depersonalization of CI (in particular personal
data) is its separation from all other information. For
this purpose, manual extraction of a certain type of
information is not only more costly, but also subject to
the risk of human error.

Based on above, there is a task of automatic
recognition and subsequent CI depersonalization in
the data processed and transmitted in the AS. Data can
be transmitted in the form of exchanged files, various
information flows, etc. In this regard, it is necessary to
provide the ability to extract information from files of
different extensions and byte representation.

2. CI RECOGNITION

There are several basic automated ways to recognize
information, such as vocabulary search, regular
expressions, and machine learning algorithms. While the
recognition of any kind of information in structured data is
quite often solved using rule-based systems, things are not
so straightforward with unstructured data. Moreover, there
is a large variety of data that directly or indirectly identify a
person, such as name, first name and patronymic, passport
series and number, phone number. For each type of data,
large vocabularies will have to be compiled and constantly
updated, along with the encoding of complex rules.

These problems can be solved by using machine
learning algorithms to recognize personal data in
structured and unstructured information. In particular,
the task of personal data recognition is reduced to the
task of Named Entity Recognition (NER) [6]. There are
several basic ways to solve this problem:

e using statistical methods, for example, according to
the number of certain characters;

e using rules based on vocabularies and regular
expressions;

e using neural networks.
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Statistical methods currently used to perform this
task lack sufficient recognition quality, especially when
dealing with unstructured data. Rule-based systems,
although relatively fast, require more frequent updates
and are prone to errors in more complex data, such
as organization names, surnames, and first names.
In addition, statistical and rule-based approaches do
not take context into account. Neural networks can
address these shortcomings. For the tasks of natural
language processing and, in particular, NER, the most
advanced are neural networks with transformer-type
architecture [7]. Transformers transform natural
language into a numerical vector representation called
embedding, which in turn can be processed by machine.
Such embeddings, unlike classical vectors, take into
account the semantic proximity of token words.

When working with structured data, it is not always
necessary to use neural networks to recognize some
types of CI—simple rules and statistical methods suffice.
Preliminary analysis and separation of data into structured
and unstructured allows choosing a suitable recognition
algorithm. For recognition of numerical data, regular
expressions with check digits are more suitable, especially
in structured data. It is also worth noting that some numeric
personal data are well recognized by neural networks
working with a sufficiently large set of unstructured data.
In any case, in order to use machine learning algorithms, it
is necessary to prepare a training sampling.

2.1. Data markup

Training sampling consists of data presented in a
certain way and labeled with various attributes of CIL.
The text is divided into tokens, represented by words,
which are assigned a tag (label) denoting belonging to a
certain type of information.

Tags can be placed according to one of the following
schemes:

e BIO/IOB, where B (Begin) is the beginning of the
entity; I (Inside) is the continuation of the entity;
O (Outside) is not related to the entity;

e BILUO/BILOU [8], where L (Last) is the end of an
entity; U (Unit) is a single token entity; B, I, and O
are decoded as in the BIO/IOB scheme.

Since the BIO scheme is more commonly-used, it is
used in the present work.

Tagging of tokens may differ depending on the
problem to be solved. In the Nested Named Entity
Recognition (Nested NER) task [9, 10], two tags are
assigned to each token: a summary tag and a nested
tag. An example of markup is shown in Table 1. Tags
manually applied by a qualified expert typically contain
an abbreviated meaningful description of the information
contained in the token being tagged. For example, the
tag B-SNM is an abbreviation of Surname.

Table 1. Token tagging to recognize nested named entities

Token Consolidated Tag Nested Tag
Sidorov B-PERSON B-SNM
Ivan [-PERSON B-FNM
Petrovich I-PERSON B-PNM
has concluded o O
the contract o O
with (0] (0]
000 B-ORG B-OPF
Romashka I-ORG B-ORG_NAME

When recognizing discontinuous named entities
(Discontinuous NER) [11], tagging can be represented
as a table where the number of columns depends on the
maximum number of discontinuities for the discontinuous
entity. Thus, the first word in a discontinuous entity
is tagged with prefix B, while all subsequent tags are
shifted by one column to the right at each discontinuity
and prefixed with I (in the case of the BIO scheme).

Since the present work is aimed at solving the
classical problem of named entities recognition, so the
training sample is divided into words. Each word is
matched with a label indicating that it belongs to one or
another type of CI. The data set used contains various
regulatory documents, memos and other documents
involved in the production activities of the organization,
which will later be depersonalized.

By tagging the data and training an artificial
intelligence (AI) model, it is possible to recognize CI
automatically, which in turn opens up the possibility for
subsequent automatic depersonalization.

3. DEPERSONALIZATION

Once detected in the CI text, it can be depersonalized
in a reversible or irreversible way. In most cases,
depersonalization means irreversible implementation; if
necessary, it is possible to save the substitution table in
a protected loop to obtain reversible depersonalization.

The following depersonalization algorithms are
possible in any implementation:

e setting to zero—deleting all or a significant part of
the original value;

e replacement by constant—replacement of the
original value by a non-zero constant;

e replacement with a value from the reference
book—replacement of the original value with a
random different value from the reference book,
corresponding to the data type to be replaced;

e replacement by a character set—converting each
character of the original value into a random
character that matches the data type;

o shuffling—shuffling of individual values or groups
of values of attributes of personal data in the array
of personal data;
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Fig. 1. Cl depersonalization process

blurring the sum and the date—replacing the original
value by a random value close to the impersonal value;
transformation based on a given expression—
transformation of the initial value by an expression
containing both constants and variables;
masking—replacing part of the original value with a
special character or a set of characters (mask);
replacement by a random value—replacement of the
original value with a randomly generated value;
generation of pseudo-meaningful meanings—
creation of text on the basis of language model or
given expressions, allowing the correct text from
the point of view of the basic linguistic norms and
data parameters to be received. In addition to this
method, we can refer generation of photos, taking
into account gender and age of the person.

When choosing an approach to depersonalization
of personal data, it is worth considering the guidance
published by Roskomnadzor?, according to which the
main methods of depersonalization include: the method
of introducing identifiers (replacing part of the data by
identifiers and creating a table of matching identifiers with
the original data); the method of changing the composition
or semantics of personal data by replacing them with
the results of statistical processing, transformation,
summarization, or deleting parts of data; decomposition
method (dividing the set of personal data).

2 Order of Roskomnadzor dated September 05, 2013 No. 996
“On approval of requirements and methods for depersonalization
of personal data” (in Russ.). https:/rkn.gov.ru/docs/6
Trebovanija i metody po obezlichivaniju personal6nykh
dannykh.docx. Accessed February 09, 2023.

Taking into account the recommendations of
Roskomnadzor, the most suitable algorithms are pseudo-
value generation and constant replacement. To implement
reversible depersonalization, it is necessary to create a
table of matching source data; here, it should be noted
that the table itself should be stored separately from the
depersonalized data, with only persons authorized to
work with personal data in open form having access to it.

Depending on the problem to be solved, various
algorithms may be used. For example, if it is necessary
to unambiguously determine that an anonymization was
performed and to understand what type of information
was removed, a constant replacement algorithm is the
best choice. If it is necessary to preserve the length of the
value to be replaced at the same time as determining that
an anonymization was performed, the partial masking
algorithm will handle this task well. In the case where
the depersonalized data needs to be used in almost the
same way as the original data, for example, for training
Al models, the best choice would be an algorithm for
generating pseudo-meaningful values.

4. AUTOMATIC DEPERSONALIZATION SYSTEM

In order to work with CI as safely as possible,
it is necessary to develop a system of automatic
depersonalization. ~ The  process of  automatic
depersonalization by means of the system implemented by
the authors of the present work consists of the following
tasks (Fig. 1).

1.1 Request to the system for depersonalization
according to API from a third-party AS.
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Fig. 2. Data processing by the depersonalization system

1.2 Request to the system for depersonalization
through the interface from the user.
2 Data type definition and preprocessing.
3.1 CI recognition in structured data.
3.2 Cl recognition in unstructured data.
4 Depersonalization of the recognized CI by the
most suitable algorithm.
5 Return of a depersonalized document or data stream.
The need to separate the recognition of personal
data in structured and unstructured information in the
system arises due to the fact that different machine
learning algorithms are used, in particular those using
considering and not-considering syntactic features.

4.1. Data preparation

In total, about one million tokens, represented by
individual words, were manually tagged by the authors for
model training. For the markup we used service documents
containing personal data, banking secrets and other CI. A
BIO scheme was chosen as the markup scheme, where the
first token within a confidential entity is prefixed with B,
and all subsequent tokens are prefixed with I. This approach
allows most pre-trained architectures to be compared and
used, which simplifies the process of creating an Al model,
at least in terms of reducing the time to train it.

Resulting set of marked data is divided into 3 parts,
where 80% of the data is used to train the model, 10%
is used to validate it, and 10% is used to calculate the
metrics of the trained model. This is the ratio used, not
60/20/20, because some types of CI in the data set are
not sufficient, and it would be irrational to further reduce
their number in the training set.

When splitting text into tokens, it is necessary to
save the indices of the splitting boundaries in order to
anonymize it strictly within the specified boundaries
following CI recognition.

4.2. Model training

Most advanced results in the tasks of named entities
recognition are shown by neural networks based on

transformer architecture. Transformers pre-trained on
a large corpus of data are well reused in the tasks of
natural language processing [12]. For this purpose, it is
sufficient to fine-tune the model on its own data, thereby
adjusting weights in order to better take into account the
semantics of the input data.

The pre-trained rubert-base-cased model [13] is used
as the basis, the use of other suitable architectures does
not significantly affect the performance ofthe model. This
is primarily due to the similarity of various transformers
used to solve the NER problem, such as BERT [13],
RoBERTa [14], and spaCy [15]. The pre-trained model
comprises a Tokenizer and Encoder to which a NER
classifier is added. In order to improve accuracy and
reduce false positives, rule-based recognition algorithms
are used, in particular, regular expressions and check
digit checking [16]. The results of data processing by
neural networks and rules are then summarized into a
general assumption that the text belongs to one of the
types of CI. A schematic representation of the data
depersonalization process by the proposed system is
shown in Fig. 2.

Due to the lack of context when processing structured
data, preference is given to the rule-based recognition
module.

A rule-based CI recognition model without neural
networks and a PyTorch model based on a recurrent
neural network (RNN) [17] are also implemented in the
depersonalization system for the purposes of comparison.

Since most existing depersonalization systems are
rule-based and have similar implementations, the rule-
based model for CI recognition without neural networks
serves to provide a baseline metric against which other
solutions can be compared. Comparing an implemented
depersonalization system with other implementations
will knowingly present the proposed solution in a better
light, since third-party implementations were designed
for a different, most often structured, data set [18-20].
For example, some third-party systems work only
with personal data and do not support bank secrecy
depersonalization.

Russian Technological Journal. 2023;11(5):7-18

12



Automatic depersonalization of confidential information

Nikita G. Babak,
etal.

Since all personal data must be recognized and
anonymized in the context of this task, the recall metric is
important; however, precision is also important to ensure
that the number of false positives does not undermine
trust in the system. For this reason, the F';-measure is
used, which takes both of these metrics into account, and
is calculated by the formula

P 2 x precision x recall
! precision + recall

The metrics are calculated using the test part of the
marked dataset described in Section 4.1. To begin with, a
confusion matrix is constructed, in which the horizontal
axis contains the true tags from the markup and the
vertical axis contains the tags predicted by the Al model.
Then the number of true CI attributes (TP, true positive),
the number of true unrecognized attributes (TN, true
negative), the number of false attributes recognized
(FP, false positive) and the number of false unrecognized
attributes (FN, false negative) are counted from the error

matrix. After that, recall and precision are calculated
using the formulas

TP
recall = ——
TP +FN
and
.. TP
precision = ——
TP + FP

and then their average harmonic F-measure is
determined [21].

Table 2 shows the main attributes of CI and
calculated weighted average F|-measure by different
models: rule-based model, recurrent neural network
and BERT model. It is worth noting that the rule-based
implementation works only on the basis of rules,
while the other implementations use neural networks
together with regular expressions and other rule-based
algorithms.

Table 2. Main attributes of Cl and calculated weighted average F,-measure

CI attribute F, (rule-based) F, (RNN) F, (BERT)
Surname 0.804 0.911 0.931
Name 0.819 0.876 0.929
Patronymic 0.874 0.883 0.943
Passport serial number 0.883 0.907 0.906
Authority that issued the passport 0.701 0.794 0.899
Phone number 0.959 0.969 0.967
E-mail 0.955 0.959 0.964
IP-address 0.929 0.932 0.930
Geolocation 0.904 0.919 0.922
Address 0.809 0.810 0912
Date of birth 0.813 0.837 0915
TIN 0.918 0.915 0.919
ITAN 0.931 0.935 0.934
OMI policy number 0.921 0.914 0.921
Bank account number 0.937 0.929 0.936
Bank card number 0.967 0.959 0.965
Military ID number 0.892 0.880 0.889
ofthe Indvidus Enpeprencur 0910 0909 0919
Job position 0.812 0.820 0.873
Organization name 0.817 0.899 0.951
Average weighted F,-measure 0.878 0.898 0.926
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The RoBERTa and spaCy models were additionally
compared. These showed metrics similar to the BERT
model with a scatter of F';-measure values less than
0.01. In this regard, the BERT model was chosen
because it is smaller than the RoOBERTa model at the
same time as having more flexible settings than the
spaCy model; this becomes an important factor when
implementing an industrial version of the model in a
system.

As shown in Table 2, the rule-based solution is
significantly inferior to machine learning models in
terms of the values of the F-measure. The effect is
especially noticeable in string data types, where context
plays a significant role. Due to the heterogeneous set
of documents, the recurrent neural network RNN also
performs worse than BERT. Based on the values of the
F|-measure metric presented in Table 2, and the fact that
transformer models have wide potential for development
and reuse, the BERT model outperforms the other
solutions by an average of 4%, for which reason it was
selected in the final solution.

The main advantage of the depersonalization system
using the BERT model over other solutions is the use
of the self-attention mechanism, which allows better
detection of CI through the analysis of context and
importance of words in the text. The attention mechanism
used in the model can be expressed by the formula

. K’
attention = softmax [ Q ]V,

A

where Q is the query vector; K is the key vector; V is the
value vector; d, is the dimensionality of vectors.

Vectors Q, K, and V are obtained by multiplying
the token embedding by the corresponding matrices
obtained by pre-training the rubert-base-cased model
taken as the basis. Since in reality calculations performed
over vector representations of several tokens Q, K, and
V are matrices; therefore, before calculating the product
of Q and K, the matrix K must be transposed [7]. In a
practical implementation, the key vector and values are
the same vector and serve to represent a token, while
the query vector shows the significance of a given token
with respect to other.

The Softmax function is expressed by the formula

efi

—_—~ - b
]Y e’
J=1

G(Z)i =

where i and j are indices of a vector element in the range
from 1 to N serves for normalization, i.e., it converts
a vector z of dimension N to a vector ¢ of the same
dimension, where all coordinates of the normalized

vector o; are expressed by a number in the range from 0
to 1, and their sum is equal to one.

CI recognition in unstructured data, represented
by images and audio recordings, is reduced to the
processing of unstructured texts. For this purpose,
the Optical Character Recognition (OCR) [22] and
Automatic Speech Recognition (ASR) tasks [23] are
solved in advance. [23].

4.3. Depersonalization

Having recognized a CI, the system depersonalizes
it using one of the selected algorithms. The choice of
algorithm is possible both at the level of the whole
document or data set, as well as that of the separate type
of CI. The system presented by the authors implements
depersonalization algorithms based on the following
methods:

e replacement with a constant (placeholder) of the
form {Attribute CI};

e masking to the * symbol;

e pseudo-meaningful value generation, including
replacement with a value from a reference,
conversion based on a given expression, and date
blurring.

For example, having recognized by the Al model in
the sentence “Alexander Sidorov (TIN 503199560259)
received a transfer to the card 4561 2612 1234 5467~
the CI represented by the surname, name, taxpayer
identification number (TIN) and the bank card number,
the system user can choose one of the depersonalization
algorithms described above. When replaced with a
placeholder, the sentence in question will take the
following form: “{Name} {Surname} (TIN {TIN})
received a transfer to card {Bank Card Number},”
where the CI is replaced with constants indicating what
type of information was previously in the sentence.
With partial masking, the CI is replaced by a mask, and
the sentence in question will take the following form:
€6sfe sfe sk sfeoske skeseosk sk S****** (TIN 50**********) receiVed
transfer 4561 26** **** 5467 where the parts of
words that are not dangerous for the identification of
the data subject, but which allow the indirect attributes,
for example, the bank that issued the card, to be
preserved. When substituted with pseudo meanings,
the sentence in question will take the following form:
“Vladislav Lazarev (TIN 503195234624) received
a transfer to card 4561 2698 5513 5467.” The latter
algorithm, unlike the previous two, works more slowly,
as it generates pseudo meaningful data, but generates a
fully meaningful text that can be used, for example, in
machine learning tasks.

The selection of the depersonalization algorithm
used depends on the task to be solved and is left to the
user or the AS.
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CONCLUSIONS

A total of about one million tokens are marked for
training the Al model, so that a large number of data
representation methods containing CI are covered.
When the number of types of depersonalized documents
is small, it is sufficient to partition a small set of data
that includes all the necessary types of CI for model
pre-training. Since, due to the use of transformer models,
model retraining is not required in most cases, the
developed system can be reused in different organizations
“as 1s” or with adjustments on a small volume of data.
The use of neural networks permits the removal of huge
directories of surnames and names, as well as other data
entities used to identify a person. Regular expressions,
in turn, take into account structural features, such as
existing series, codes and bank identification numbers,
which makes it possible to detect even those data on
which the model has not previously been trained.

Thedistinguishingadvantage ofthe depersonalization
system presented by the authors from the existing ones
is the support of both structured and unstructured data.
Moreover, in most known systems, depersonalization
is performed in a destructive way, after which the data
become unusable for many tasks, for example, for
machine learning.

Average weighted F'|-measure of the implemented
CI recognition model exceeded 0.9, indicating the
high quality of the depersonalization system, which
effectively eliminates the need for human labor for CI
detection.

Implemented algorithms of depersonalization
based on the method of constant replacement, masking
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Abstract

Objectives. Fast data analysis based on hidden patterns is one of the main issues for adaptive artificial intelligence
systems development. This paper aims to propose and verify a method of such analysis based on the representation
of data in the form of a quantum state, or, alternatively, in the form of a geometric object in a space allowing online
machine learning.

Methods. This paper uses Feynman formalism to represent quantum states and operations on them, the
representation of quantum computing in the form of quantum circuits, geometric transformations, topological
classification, as well as methods of classical and quantum machine learning. The Python programming language is
used as a development tool. Optimization tools for machine learning are taken from the SciPy module. The datasets
for analysis are taken from open sources. Data preprocessing was performed by the method of mapping features
into numerical vectors, then the method of bringing the data to the desired dimension was applied. The data was then
displayed in a quantum state. A proprietary quantum computing emulator is used (it is in the public domain).
Results. The results of computational experiments revealed the ability of very simple quantum circuits to classify data
without optimization. Comparative indicators of classification quality are obtained without the use of optimization, as
well as with its use. Experiments were carried out with different datasets and for different values of the dimension
of feature spaces. The efficiency of the models and methods of machine learning proposed in the work, as well as
methods of combining them into network structures, is practically confirmed.

Conclusions. The proposed method of machine learning and the model of quantum neural networks can be used to
create adaptive artificial intelligence systems as part of an online learning module. Free online optimization learning
process allows it to be applied in data streaming, that is, adapting to changes in the environment. The developed
software does not require quantum computers and can be used in the development of artificial intelligence systems
in Python as imported modules.
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HAYYHAA CTATbA

C.

T'eoMeTpuyeckue CBOMCTBA KBAHTOBOM 3alIlYyTAHHOCTH
U MAIIMHHOE 00yUYeHue

B. 3yes @

Kpbimckuii penepanibHbiv yHusepcuteT um. B.U. BepHazackoro, Cumeeponons, 295007 Poccus
@ AsTOp Ans nepenucku, e-mail: zuevsv@cfuv.ru

Pe3iome

LUenun. boicTpasa knaccuburkaumsa OaHHbIX HA OCHOBE MMEIOLLMXCHA B HUX 3aKOHOMEPHOCTEN SABNAETCH OLHUM U3
rnaBHbIX BONPOCOB 15 MOCTPOEHUS CUCTEM aanTUBHOIO MCKYCCTBEHHOrO MHTennekTa. Llens paboTsl — npeasno-
XUTb 1 BEPUONLMPOBATL METO, TaKoW KnaccudukaLmm Ha OCHOBE NpeacTaBNeHns JaHHbIX B BUAE KBAHTOBOIO CO-
CTOSIHUS NN (aNbTEPHATUBHO) B BUE FTEOMETPMYECKOro 06beKTa B MPOCTPAHCTBE, CBONCTBA KOTOPOIro NO3BONSAIOT
NPOV3BOANTL MaLLUMHHOE 00YYEeHME «Ha NeTy» (OHNANH-00y4eHNE).

MeToabl. B paboTe ncnonb3yercs GpenHMaHOBCKUI dpopmanmam Afis NpeacTaBieHnst KBaHTOBbLIX COCTOSIHUI U
onepaumin Ha, HUMU, NPeACTaBNEHNE KBAHTOBbIX BbIYMCIIEHWI B BUAE KBAHTOBbLIX CXEM, FEOMETpMYeckue npeobpa-
30BaHUs, TONoJsIorMyeckas Knaccudukaums, a Takke MeToapl KNacCMYeckoro U KBaHTOBOIrO MaLUMHHOIO 00y4eHMs.
B kayecTBe MHCTPYMeHTa pa3paboTky MCNoNb30Bancs A3blk NporpaMmMmupoBaHus Python, cpeactea ontumMmsaumm
ONst MaLlLMHHOIO 06y4YeHus B3aTbl U3 Moayns SciPy. PasameyeHHble faHHbIE /1 aHanM3a B3siTbl U3 OTKPbITbIX UCTOY-
HUKOB. MNpPenpoLecCcuHr AaHHbIX NPON3BELAEH METOLOM OTOOPaKeHUS MPU3HAKOB B YACSIOBbIE BEKTOPbI, 3aTEM MpPU-
MEHEH MeTO[, NPMBEAEHNS OAaHHBIX K HY>XXHON pa3MepHOCTY 1 Aanee — 0ToOpaxeHne AaHHbIX B KBAHTOBOE COCTOS-
Hue. Micnonb3yeTcst COOCTBEHHBI 3MYNSATOP KBAHTOBLIX BbIYMCIEHUI (HAXOAMTCS B OTKPLITOM JOCTYNE).
PesynbTaTtbl. Pe3ynbTaThl BbIYMCIUTENbHbIX 9KCNEPUMEHTOB BbISBUIN CMOCOOHOCTb OYEHb MPOCTbIX KBAHTOBBIX
CXeM K Knaccudukaumm AaHHbix 6€3 ontummnaaumu. MNonyyeHsl cpaBHUTENbHbIE MOKa3aTeNn kayecTsa knaccuduka-
umm 6e3 Ncrnonb30BaHNs ONTUMM3ALLUN, @ TaKXKE C ee NCMOJIb30BaHNEM. DKCMEPUMEHTbI NPOBEAEHbI C Pa3INYHbIMU
paracetamu 1 NS pas3nnyHbiX 3HA4YEHNI pa3MePHOCTM NPOCTPAHCTB NPU3HAKOB. PaBoToCcnocoBHOCTL NPeaJIOXKEH-
HbIX B paboTe Mofenei n METOA0B MaLLMHHOIO 0Oy4YeHust, @ Takke MeTO0B X 00beAMHEHUS B CETEBbLIE CTPYKTYPbI,
nogTeepxaeHa NpakTn4ecku.

BoeiBoAbl. MNpennoxXeHHbIn MeTo, MalLMHHOIO 00YYEHMS 1 MOCTPOEHUSI KBAHTOBbIX HEMPOHHBLIX CETEN MOXET ObITh
NPUMEHEH AN CO30aHNsi CUCTEM afanTUBHOMO MCKYCCTBEHHOIO MHTENIEKTA B COCTaBE MOAYJS OHNANH-00y4eHNs.
OTcyTCTBME ONTMMU3AUMM B NPOLLECCE OHNMAaNH-00Y4YEeHNS MO3BONSET MPUMEHSITL €0 B NOTOKE AAHHbIX, T.€., afanTu-
poBaTbCH K UBMEHEHMSM cpebl. Pa3zpaboTaHHoe anroputMmyeckoe obecneyeHne He TpebyeT HaNMYMsa KBaHTOBbIX
KOMMbIOTEPOB U MOXET ObITb MPUMEHEHO NP pa3paboTke NporpaMMHOro o6ecrneyeHms CUCTEM UCKYCCTBEHHOIO
VHTeNNeKTa Ha a3bike Python B ka4ecTBe MMNOPTUPYEMbIX MOLYNEN.

Kniouesble cnosa: OHJ'Ial71H-O6y‘-IeHMe, a4anTUBHbIN NCKYCCTBEHHbI MHTENIEKT, KBAHTOBOE MalLUNHHOE o6y~4eHV|e,

KBAHTOBaA 3anyTaHHOCTb

e Moctynuna: 13.02.2023 ¢ flopa6oTaHa: 14.06.2023 ¢ MpuHaTa kK ony6nukoBaHuio: 13.08.2023

Onsa untupoBaHua: 3yes C.B. leomeTpuyeckme CBOMCTBA KBAHTOBOM 3aMyTaHHOCTU U MaLUMHHOE 00yyeHne. Russ.
Technol. J. 2023;11(5):19-38. https://doi.org/10.32362/2500-316X-2023-11-5-19-33

MpospavyHocTb pUHAHCOBOM AeATeNbHOCTU: ABTOP HE MMeeT GUHAHCOBOW 3aMHTEPECOBAHHOCTM B NMPeACTaB/IEH-
HbIX MaTepmanax unm MeToaax.

Kpome oTmeveHHOon adpdunmaumm, aBTop asnseTca coTpyaHmkom BI'TY nm. B.IN. LWyxosa (Benropoa, Poccus), HO Ha-
cTosilas paboTa BbINOJIHEHA HE3ABMCMMO OT 3TOM OpraHM3auumn, XoTa y aBTopa MMeeTCs 06593aHHOCTb yKa3aTb CBOKO
NPUHAANEXHOCTb K HEN.
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INTRODUCTION

Quantum algorithms are attracting more and more
attention, since quantum computers are soon expected to
be fully usable. On the other hand, quantum search and
factorization algorithms are one of the main reasons for
developing quantum computers. Several such computers
are currently available around the world. However,
their power is relatively low (the largest is the Chinese
Jiuzhang with 76 qubits!), and they are still used for
demonstration and research purposes.

The other pole of progress in information technology
is artificial intelligence. Like most human knowledge,
artificial intelligence is based on a natural phenomenon
known as cognition, which still has no universally
recognized quantitative theory. Quantum versions of
such theories, inter alia, do not yet have proven clear
advantages, although the results of this study can be
seen as an indication of certain advantages of quantum
methods in machine learning (ML).

The advantages of quantum computing and
quantum computers in solving problems in the field of
artificial intelligence are covered in review [1], which
substantiates the relevance of studies in this area and
indicates the main directions in one of which this paper
is written. There is also a review of 2023 [2] containing
references to all modern advances in this area.

The main possible advantage of quantum version
of artificial intelligence is the exponential growth of
computational capabilities. While the classical artificial
neuron can process input data of N dimensions, quantum
neuron can process 2"V-dimensional data. The application
ofthe quantum version cansignificantly speed up execution
of both learning and classification algorithms [3]. At the
same time, one of the technical challenges in building
a large-scale quantum computer is the need to ensure
that there are “qubits that can be initialized with arbitrary
values” [4]. This problem is relevant and is a significant
obstacle to achieving quantum superiority.

In [5-9], prototypes of quantum neural networks
based on constructing a quantum circuit with adjustable
parameters were proposed. The present paper shows
how this approach can be implemented in connection
with the proposed neural network architecture and how
such parameter settings can be dispensed with.

Quantum versions of the most popular ML algorithms
have already been developed. The above-mentioned
quantum neural networks work on a par with traditional
ones. In [10], quantum support vector machines (SVMs)
using the HHL algorithm [11] for inverting a matrix
to generate a hyperplane were proposed. The image
classification model presented in 2018 [12] is based
on quantum k-nearest neighbors. The quantum linear

! https://en.wikipedia.org/wiki/Jiuzhang_(quantum_computer).
Accessed January 01, 2023.

regression using quantum data is proposed in [13].
A quantum analogue of the decision tree developed
in [14] uses quantum accuracy and quantum entropy
measurement, i.e., it develops the classical ID3 algorithm.

Several quantum ML methods have been developed
for clustering in [15]. In particular, a quantum version of
the k-means algorithm in different variants is presented
in [16] and [17]. Another quantum clustering algorithm
using Grover’s algorithm to determine the cluster median
is proposed in [18].

The quantum analogue of the quantum principal
component analysis method [19] identifying eigenvectors
related to the eigenvalues of an unknown state exponentially
faster than any other solution has also been developed.

Anarea close to the topic of the paper is reinforcement
learning, i.e., online learning taking into account the
response of the environment. There are several quantum
versions of reinforcement learning, such as [20] which
uses a superposition of quantum states, and due to this
parallelism is achieved and the learning speed increases.

Deep learning occupies a special place in ML. Deep
learning methods require significant memory and time
resources, thus making their development in the quantum
area attractive. Among recent advances in this field is
a series of works on quantum generative adversarial
networks [21-23] with implementation in [24] using
a superconducting quantum processor to generate and
learn handwritten digital images by quantum generative
Wasserstein adversarial networks [25]. It has also
been shown that scalability and stability of quantum
generative adversarial model learning improves on
quantum Boltzmann machines [26, 27], quantum
autocoders [28, 29], and quantum convolutional neural
networks [7-9]. Among Russian works in this area,
study [6] may be specified.

Improving optimization algorithms is also in the
focus of research on quantum algorithms. Quantum
enhanced optimization [30] as well as quantum gradient
descent [31, 32] is used in quantum neural networks,
e.g., in quantum Boltzmann machines [27].

Among recent works is experimental study [33]
showing that SVMs outperform their classical counterparts
by 3-4% on average, while quantum neural networks made
on a quantum computer outperform quantum SVMs by 5%
on average, and classical neural networks by 7%.

Quantum entanglement in connection with a model
of learning was proposed in 2005. This is a model
for the semantics of concept combinations created
in a non-decomposition way. It deals with emergent
properties/associations/inferences in connection with
concept combinations2. In the paper, this idea is used

2 Bruza P.D., Cole R.J. Quantum Logic of Semantic
Space: An Exploratory Investigation of Context Effects
in Practical Reasoning, 2006. https://arxiv.org/abs/quant-
ph/0612178. Accessed January 01, 2023.
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for a different purpose, i.e., to provide a way to separate
labeled data. Although not directly related to learning,
these ideas may allow a better way to be found to solve
the following current problems of data analysis and
artificial intelligence.

The first problem is online learning. It arises when the
data environment changes and there is no time or resources
fornew learning in the system. The comprehensive theory of
online learning is presented in the course by Massachusetts
Institute of Technology, available online>. The main
challenge in this problem is finding a compromise between
quality and responsiveness. Quality-based learning is often
time-consuming, while responsiveness-based learning
may produce useless results. The better choice is to create
a system that adjusts itself with allowance for the content
of the data stream it receives. The paper proposes such
a system based on entangled quantum states. Generalizing
this idea, it is possible to approximate artificial intelligence
systems to living intelligence in the sense of adapting to
the environment.

The second problem is fast recognition, especially
in the case of moving images. This problem is well
described in various blogs and articles. For example,
one of the current approaches to this issue is presented
by Shao and Vitarsia in [34]. This research focuses on
applying the BP neural network, i.e., an artificial neural
network of forward propagation. The application of
quantum algorithms for solving this problem has not
been found in the literature. However, there is a software
tool* designed to compare streaming video data which
already works as a web service>.

Any progress in solving these problems could lead to
technological solutions in industries such as self-driving
cars, unmanned aerial, and underwater vehicles, as well
as video monitoring and other fields largely related to
the detection of anomalies in a changing environment. It
is not necessary to use a quantum computer to apply the
results of this research, since the proposed algorithms
can be implemented on emulators or reformulated in
classical form. This would probably destroy quantum
superiority, although the efficiency of low-dimensional
data may be quite sufficient.

MATERIALS AND METHODS

This paper uses the quantum and classical data
described below. The set {¥'} of sets of n real numbers

3 Rakhlin A. Online Methods in Machine Learning.
Theory and Applications. TA: Arthur Flajolet. https:/www.
mit.edu/~rakhlin/6.883/. Accessed January 01, 2023.

4 Biloushenko LI, Zuev S.V. Determining the degree of

similarity of video fragments, 2022; Certificate 2022685057
of 20.12.2022 issued by the Federal Service for Intellectual
Property (in Russ.).

5 https://ais.bstu.ru/services/1. Accessed July 05, 2023.

x/ = {x({ > e x,f,l} with label I/ defined for each set is
the classical data. The set of quantum states

21

l9/)= X a] k)

k=0

is considered as guantum data. Components a,{ of the
quantum state vector are considered as given in a certain

computational basis |0>, ey | 27 —1>. These notations
are commonly used in such books as [35]. Before the
relationship between these data is established, we shall
make a few preliminary remarks.

The type of data used to deliver information from
system to system in nature is not obvious. However,
human operations require classical information. It can
be easily seen that 2”-dimensional quantum system
provides only n-dimensional classical data, although the
quantum system operates in 2”-dimensional state space
during calculations. The problem of generating the
initial quantum state arises from the fact that the source
of quantum data, generally speaking, is unknown. It is
certainly impossible to generate this data from classical
ones. Thus, the only thing that can definitely be assumed
is that the system has already had data in quantum form
before the start of computation However, this means that
all dependencies are already contained in quantum data,
and the quantum intelligent system should use them.
This is the basis for further consideration.

We shall first describe the state space structure of the
system of n qubits. Proceeding from the way in which
quantum data is represented, this space is embedded in

CV,where N = 2" while C is the space of complex
numbers. In addition, quantum states are described by
vectors with an absolute value equal to 1, while vectors
differing only by phase coefficient e describe the same
state. This suggests that the equivalence relation may be
considered, as follows:

—

z
—=w, ..,
ZO

=whN-1, 1)

The space of such vectors w is called (complex)

projective space CPN™! which is a set of vectors with
N complex coordinates (z!, ..., zZ¥') connected by
equivalence relation (1). Another condition which can
be derived from (1) is the following:

‘20‘2 + ...+\zN—1\2 =1. )

The phases of coordinates wX are defined to the

accuracy of the common multiplier e, where g is
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an arbitrary phase of coordinate z°. Thus, space CPV~1
can be identified with the space of system states of
n qubits while coordinates can be represented in the
following form:

k
wk = | ZO |ei(¢k*¢o)'
|27

We can assume without any restriction that ¢ =0.

According to the above procedure, the space CPN- s
homeomorphic to surface (2) of dimension 2N — 2 since

0 _
zy, =0 and, therefore,

2 2 2 2
0 N-1{" —(,0 1
‘Z ‘ + ...+‘Z ‘ —(Zre) +(zre) +

+ (zilm)z +...+(zr]g’1 )2 +(Z.N’1 )2 =1.

This is sphere S¥ ~ 2, and each of its points z, can be
parameterized using the following generalized spherical

coordinates:

0 _ 0 1 212
z; —cosESj cosSj...coséij R

0
1 _ing0 1 2m-2 1Y
z; 51n6jcosé3j...cos§j e'/,
22 =sin 8l cos 82...cos 52" ~2¢'7 ,
J J J J 3)

3

b

. _2 . Zn_
ijn -2 =gin 83.’1 -3 cos 85" 'l

22"l =gin 82."‘2eiy%n -
J J
where
§0 =240 5l =Fgl  §2-2 T o2
VA TV A B R A 2J ’

and dj- is the value of the ith feature in the jth data

sample in the scaled data (d ; €[0,1)).
Thus, it is possible to encode any training dataset
into a quantum state using the following formula:

2]
l4,)= X h@lk). @)

According to the postulates of quantum mechanics, if
there are two systems with n, and n, qubits, respectively,
then the states of the combined system have the following
form:

2"2-12"M -1

la)= 2. 2. ambb|m)lk),

k=0 m=0

where a and b represent the state amplitudes of the first
and the second system, respectively.

The state spaces for each system are §2"-2and
§2"2-2 The set of states for the combined system is

their direct product, i.e., S -2 g2 -2, However, for
topological reasons, this is definitely not S 22

The part of the system of (n; + n,) qubits, which
cannot be expressed as a product of subsystem states,
forms a set of so-called entangled states. The main
property of an entangled state is that in order to remove
the system from the entangled state, it is necessary to
perform a unitary transformation that significantly affects
all its subsystems. Entangled states form a basis in the
space of states, and further it is called the entangled basis.

If the state of a multi-cubit system is entangled, it is
impossible to get out of it without affecting each cubit.
At the same time, each state of the system can be written
in the entangled basis. Thus each state component in this
basis affects all qubits significantly. If the amplitudes
of these components are measured, it can be seen how
subsystems interact in this quantum system. If the state
labels are given, then which basis vector corresponds
to the label of interest needs to be defined. This can be
determined from the statistics of measurement results
for a given label. Moreover, if new states of the same
system are measured in the same way, it can be predicted
with a certain probability that they belong to the labeled
class, corresponding to the measurement result that is
most relevant to the labeled samples.

To a certain extent, this means that classification can
be performed without optimization if the dependencies
are already present in the data. The latter is an important
addition, since classifying data without dependencies (e.g.,
when the data is a complete superposition of pure states)
would fail. Hence, the dependencies resulting in a given
class for classification need to be defined. This is essentially
a quantum property related to entanglement. Certainly,
this could be interpreted without resorting to quantum
representations, but then it would be necessary to consider
the topological properties of the set of states of the system,
as well as the subsets of its entangled states, in order to build
probabilistic models on them. At present, the interpretation
in terms of quantum calculations appears simpler.

RESULTS
Quick online classification

We shall consider the marked data set {d},l j},
where d; is the value of the ith feature in the jth sample,
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Table 1. The experiment with the heart disease dataset. F1 is the harmonic mean of method precision and recall

Method Precision, % Recall, % F1, % Learning time, ms | Operation time, ms
Classification .by emulated quantum 76 65 70 205 9
entangled basis
Class1ﬁcat1on by linear discriminant 100 53 73 76 49
analysis
Classification by logistic regression 68 65 66 5.2 3.1

while / ; is the value of the label (class) for the jth

sample. We shall separate all data into training and test
samples denoting them by

{d;tzljt} and {d;.‘cnljc}:

respectively. We assume that the values for all features
are scaled, while the labels take values from 0 to L — 1:

i _
dj €[0,1), lj e{0,..., L-1},
where L =2/,
The case of two qubits
We shall assume n = 2, [ = 1, i.e., the number of

features is 6 and the labels take on values 0 and 1. Then
i=0,.. 5and

59

T sl _Ta s2_T o
Sd). 8y =2d), 8 =243,

J
yg’. =2nd;, ylj =2nd;.‘, y% =2nd]5..

Data encoding into quantum states, according to (3)
and (4), may be written as following:

0

Z0 1

0
= 0 L 2 7l =gin§? L 261
cosSJCOSSJcosESj,zJ SIHSJCOS5JCOSSJC ,

J
z2 =sin 8. cos 62eiy} 23 =sin SZeW% ®)
J - J Jooe J- Jooe

3

\qj.>: > 2k|k). (6)

k=0

We shall consider the following quantum circuit
(Fig. 1). This is a well-known circuit for converting
Bell states into vectors of computational basis. By
using it, the probabilities of how the entangled basis
vectors (Bell states) correspond to the vector given at
the input is obtained.

Tﬂl
(x} ]

Fig. 1. Quantum circuit for converting Bell states into
computational basis vectors.
H—Hadamard gate, X—controlled X gate

The circuit shown in Fig. 1 can classify data
containing six features. This is easily verified using the
heart disease dataset taken from www.kaggle.com®.

The original dataset contains 13 features and one
label. The features are: age, sex, chest pain, pulse,
cholesterol, and others. The label is the presence of heart
disease. The dataset contains 303 data instances, of which
165 are labeled 1 while the rest are 0. The examples of
analyzing this dataset by linear classifiers given on the
website kaggle.com give values of the accuracy metric
for predicting disease from 64% to 88%.

The following experiment is performed on this
dataset. All feature values are translated into integer ranges
from 0 to the feature-dependent limit value. The data is
then reduced to six features without loss of information
in the data, and parameterization in the form of quantum
states of the two-particle system (5) is performed. The
separation into training and test samples is done in a ratio
of 65/35. The result obtained is compared with the result
of the linear discriminant analysis (LDA) classifier’. The
results are shown in Table 1.

The prepared dataset and program code are presented
in the open-access archive®. The values shown in
Table 1 are not high. However, they are obtained without
optimization using the incoming data only, while the
algorithm running time is spent mainly on emulation
of quantum states and operations. Nevertheless, such
classification procedure can work on almost any device
in real time, since it does not require optimization and

6 Akyildiz O. Heart disease data. https:/www.kaggle.com/
datasets/zgeakyldz/heart-desease-data. Accessed August 25, 2023.

7 https://scikit-learn.ru/1-2-linear-and-quadratic-discriminant-
analysis (in Russ.). Accessed January 09, 2023.

8 Program codes and datasets for the paper are archived at https://
disk.yandex.ru/d/JK4dsbdGLP_ZaQ. Accessed January 09, 2023.
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can work in parallel streams. The above experiment is
carried out on a computer with Intel Core 15 processor
and 8GB RAM (Intel, USA) in a single thread.

It may be doubted whether the proposed method
is ML (due to the lack of optimization). However, the
definition of ML [36] states that ML algorithms build
a model based on sample data known as training data, in
order to produce predictions or decisions without being
explicitly programmed to do so. The method under
consideration uses the data and the model contained in it
and allows making predictions based on this model, i.e.,
it fully satisfies the ML definition.

The quality of classification can be improved using
known techniques (bagging” and boosting!?). However, it
can also be improved by using ML in the traditional sense as
a parametric transformation with optimization. The way to
use it in the quantum case is shown, for example, in [37]. In
the case under consideration, in the circuit shown in Fig. 1,
two controlled gates (U, U,) are embedded into the first
register (controlled by 0 and by 1), then a simple gate V' in
the second register, and the second register is measured. The
measurement result is related to the label value and the output
state set to a clean state. The optimization parameters are the
components of the gates. The schematic is shown in Fig,. 2.

Fig. 2. The simplest quantum classifier with optimization

The two-particle state |q> =a, |OO> +a |01> +
+a, |10> +ay |1 1> is applied to the input and is converted
further as follows:

(10 +a3

V2

|q>c—)>(a0|00>+a1|01>+a2|11>+a3|10>[—{> |00) +

T R AT 2a3 l10)+ 4

B 7

Up|0)]0) +

—a,
11
J2 | >CU1,_)CUO
a1+a2
V2
a, —a
Uo|1>|0>+%U1|1>|1>7
a, +a
U,|0Y7]0)+ L—=2U, |0\ |1
T 0|0}V |0)+ 5 0V [1)+
+ 2By |y + A2y, 1y ).

V2 V2

9 Bootstrap aggregating is a classification technique that uses
compositions of algorithms each of which is trained independently.
The result of classification is determined by voting.

10 Boosting is a procedure of successive composition of
machine learning algorithms, where each successive algorithm
seeks to compensate for the compositional deficiencies of all
previous algorithms.

an +a
L, St
cu, cuy 2
4y — 43
J2

a, +a
Ltay

Uy |o)[n)+

+

If the parameters of gates U, U}, and V are such that

U, |0> =cosa, |O> +sin ocoei‘VO |1>,

U, |1> =—sin ocoeid’o |O> +cos aoei(¢0+“’0) |1>,
1o
U, |1> =—sin ocleiq’l |0> +cos oclei(‘l’l*“’l) |1>,
V|0) =cosB|0) +sinBe’ [1),

V|1) = —sinBe|0) + cos eV [1),

cos |O> +sin oclei“’l |1>,

then the resulting state may be written in the following
form:

Ago]00)+Ag,[01) + A [10)+ A [11),

where

1 . i
Aoo = —((a0 + a3)cos oy — (a0 - a3)sm aoe’¢0 )cosB -

NG

- %((a1 +a,)coso, —(a; —a,)sin alei¢l )sin Bet,
v

e . :
Ay, :_((aO +az)coso — (g —a3)s1na0)s1n[3+

2
v

e . ; ;
+ —((a1 +a,)cosoy —(a —a,)sin ale’¢1 )cosBe’“,

2

1 . ; . i
A= E((ao +ay)sinae'o + (a, —ay)sin aoe’% )cosB -

elntwy)
2

ei("+\|/0)
V2
el (utviyy) ) .
+ —((a] +a,)sino, +(a; —a,)cos ale’¢l )cos B.

NG

When labeled 0, this state should produce the result
“0” with the highest probability when measured in the
second register, which means the following:

((a1 +a,)sina,; +(a; —a,)cos ocleid’l )sin B,

A= ((ao +ay)sinoy +(ag — az)cos uoei‘bo )sinB +

Ay —0,A,, —0.

When labeled 1, on the contrary, it should be the
following:

Agy— 0,A,)— 0.

The learning procedure is designed to find the
best set of gate parameters (o), ¢y, Vo, > Gp5 Wy, By 1,
and v) which provides the best aspirations. This is an
optimization problem.
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The classifier shown in Fig. 2 is the smallest possible
classifier of this type. It is an analogue of an artificial
neuron with two-dimensional input: it receives 2-cubic
quantum signal, while outputting 1-cubic quantum signal
and 1-bit classical signal (unlike classical neuron, where
only one signal is output). The presence of quantum
signal at the output allows the further use of quantum
information, i.e., creating a network. Training and
operation of such a classifier is illustrated in the archive'l.
As the experiment with the dataset on heart disease shows,
optimization increases the classification quality indicators
but only insignificantly. This means that in the case under
consideration, quantum machine learning (QML) based
on quantum entanglement can be used, without any
optimization. However, this is not a general statement;
this may not be the case for higher-dimensional classifiers.

Quantum classifier training

The quantum circuit shown in Fig. 2 contains
three gates (U,, U,, and V) with parameters that can
be adjusted. For example, gate ' can be written in the
following form:

V =cosP|0)(0| —sinBe’*|0) x
x (1| +sin Be® 1) (0] + cos pe’+O) [1)(1,

and the specified parameters are 3, 6, and 1. However,
changing parameter 7 results in the multiplication of the
resulting state by the phase multiplier only, i.e., it does
not result in a significant effect. This parameter would
play a role in systems of higher dimensionality while in
the case of two qubits, only two parameters,  and 0, are
varied for optimizing vent V.

The same is true for gates U, and U, which can be
written as follows:

U, = cosoc8|0><0|—sinoc8 |0><1|+sina8eips |1> X
x <0| +cosaeiPe |1><1

B 8:0715

where the varying parameters are o, o, p,, and p;.
In total, there are six varying parameters for the two-
particle quantum circuit.

We shall construct the likelihood function as the
sum of the moduli of the following scalar products:

(14, P.16; ) and (1 =11,

where a ; and b ; are the amplitudes of the quantum

state leaving the second register on the jth package while

I https:/disk.yandex.ru/d/JK4dsbdGLP_ZaQ. Accessed
January 09, 2023.

lj is the label of the incoming quantum state. The
following are the calculations for the initial state (6).
Before the controlled gates:

|a;) > 29]00)+ 2401} + 23[11) + 23 [10) >

—)L(ZQ +Z§)|00>+L(21~ +ZJ2~)|01>+

MR MR,
%(23 Z§)|IO>+%(2;—2J2.)|11>

controlled valves U, and U, operate:

+

%((29 +z§)cosa0 —(z? —z;)sina0)|00>+
Z?)sinal)|01>+

ip 0_,3 ip
)51naoe 0+(zj zj)cosaoe 0)|10>

(A 2 1
+ (Zj—i—ZJ)COSOLl (j

3

J
1, ,2 P (1_ 2) ip|

+ (z]+zj)s1noc1e +(2} — 27 |cosaye |11).

Finally, valve V' is active:

T((z +z3)cosoc0—(z?—z§)sinoco)x
(cosB|00 +s1nBe’e|01

)+
+ \/15((29 +z§)sma0e’po +(z -z )cosocoe’pO)
(cos[3|10 +s1nBe’e|11>)+

+ L((zl. +z2 )cosoc1 (

\/5 J 7

z s1noc1)
( s1nB|00>+cosBe’9|Ol>)

+ \/15((4 +zjz)s1noc1e’pl +(z —z4 )cosale’pl)
X (—sinB|10>+cos[3eie|1l>).

This is the state before the measurement and can be
written in the following form:

Byo|00) + By, |01) + By, [10) + By [11),

where

Boo :%«z? +z§.)cosa0 —(z? —z?)sinoco)cosﬁ—
_ L((z} +z?)cosoc1 —(z}. —z?)sin(xl)sinﬁ,

N
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29423

ﬁ((} J

By, = )cosoco sinf3 — (z —zﬁ)sinao)sinBJr

0
e’ .
+ —((zl. +Z]2)COSGI cosP— (zj —zjz)smal)cosB,

\/5 J
B = (0,3 0_.3
10_$((zj+zj)sma0 (z —z])cosoco)cosB—

e . .
N —((zl. + zz.)sm o + (z} - z? )cosoc1 )smB,

\/E J J

(0
By, :el(\/%p()) ((

i(0+p)) .
((zl. + zz.)sm oy + (zi - Z? )cos oy )cosB.

\/E J T

The second register measurement would give 0 with

3 )i 0_
z.+zj)sm(10 +(Zj

3 .
J zj)cosoco)51n[3+

probability |a; > and 1 with probability |b} 2,
follows:

|&j |2=|B00 2+ By 2,

|bj |2=|B()1 |2 +|By; |2-

It can be easily seen that the only remaining phase
parameter is p = p,— p,, and the likelihood function has
the following form:

D(ag, 0g.Bp) =D 1, P (1=1)+ b 1.
J J

It should be maximized so that state |1> is expected
in the second register, if /. = 1. This is done using the
COBYLA 2 method in the program code available in the
archive'3

The calculation of the likelihood function is given in
order for it be used for calculations on a classical
computer. In the case of a quantum computer, the
likelihood function manually does not need to be

calculated manually, since values |d ; ? and |b ; ?
would be available as measurement results.

Arbitrary number of qubits

We shall generalize the constructed classifier to the
case of an arbitrary number of particles starting with the
version without optimization. For this, it is necessary to
construct a multi-particle entangled basis. In the case of

12 Constrained optimization by linear approximation
(COBYLA).

13 https://disk.yandex.ru/d/JK4dsbdGLP_ZaQ. Accessed
January 09, 2023.

two particles, the entanglement appears in the form of
a combination of the computational basis vector and its
inverted vector. Such combinations for the case of three
particles may be written as follows:

(|000)+|111)) (|001>+|110))

Sl -
-

(|010)+|101))
=(000) - 1)),
75 (1010)-J101)).

(|011)+|100)),
=(j001) - 110)).
E(|011)—|100)).

-
-

- &~
- &=

It can be seen easily that none of these states is
the result of the tensor product of three one-particle or
any two-particle and one-particle states. Thus, all of
them are entangled states and form the basis which is
also easy to check. This is the entangled basis for the
3-particle system. Similarly, the entangled basis for an
arbitrary n-particle quantum system may be constructed,
as follows:

509 +19)). 5 ((0x)-[1%),

where x is a binary notation of a number from 0 to
27~ 1 — 1 while the superscript denotes inversion.

The quantum circuit of the multi-particle classifier
without optimization is shown in Fig. 3.

Fig. 3. Classifier without optimization

The generalization of the circuit shown in Fig. 2 is
now obvious. It would be enough to set the controlled
gates (2n — 2 items, two for each control register) to the
first register and one gate to the registers starting from
the second. This is shown in Fig. 4.

& n-3
_____ n-2
8 Vit

Fig. 4. Optimizable quantum classifier
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The gray dots in Fig. 4 indicate the 0 or 1 control
on one of the registers. The circuit shown in Fig. 4 is
a quantum neuron with an arbitrary number of inputs. The
circuit shown in Fig. 3 can be viewed in the same way,
if the first register is not measured since it would then
contain a state which is a superposition of two vectors
of the entangled basis. The vectors are determined by
the measurement result. Learning without optimization
is done, as before, on statistics and on the assumption
that there are regularities in the data.

Anomaly detection on streaming data

When data is streaming, the last./ incoming packages

d j., Jj=0,J =1 may be taken into account. This data is
not marked up a priori. The task is to detect an anomaly
in the stream, i.e., a situation where an incoming series
of data packages is significantly different from those in
the stream before. The difference may not only be in the
packages themselves but also in the order they are
received.

The classifiers proposed above can be used to detect
anomalies. The selected J packages are considered as
basic for statistics; a series of measurements from 0 and
1 are obtained from them. For example, in the 2-particle
case there are four possible measurement results (if
the quantum state output is not considered). The
frequencies of these measurement results form a vector
of the system current state. If this vector remains
approximately constant or takes values only in certain
clusters whenever it is computed on J packages, then
any new input from J packages on which the mentioned
vector does not fall into any of the clusters would be an
anomaly.

Two questions naturally arise. The first relates to the
situation when there is a large number of features in
streaming data, for example, in the case of a video
stream. According to the consideration above, if there

are F features, then 10g(%+1) qubits and %+1

possible states are required. This can be a quitelarge
number. Therefore, a threshold on the frequency of the
feature occurrences should be set, and this is
a configurable parameter. In the experiment below with
the student’ dataset, the threshold frequency is set to
10%. If a feature appears in a given state in less than
10% of cases, then it is considered not to appear in that
state at all. As this threshold increases, the number of
data instances not classified by the network increases.
When the threshold is decreased, the metrics deteriorates.

Another question concerns the J value. There are
some recommendations for it: J should be less than the
number of packages appearing in the maximum decision
time and, at the same time, J should be relatively large
in order for the statistics to be rich enough, i.e., for

training to give effective prediction. If the anomaly is
not detected, then the model is undertrained and J needs
to be increased. Also if there are a lot of false positives,
then the retraining takes place while J needs to be
decreased.

An example code of the anomaly detector based
on the classifier built on a tangled basis is given in the
archive!4.

Artificial neural network
from neuron quantum analogs

The quantum neuron (g-neuron) shown in Fig. 4 or 3
can be used to build a quantum neural network (QNN).
In general terms, such a network, receiving / quantum
states (qubits) at the input, returns Q < / quantum states
together with C = [ — Q classical bits of information. The
QNN can be trained on the basis of the classical information
received. Training procedure in the case of g-neurons with
optimization coincides with that of the classical case. The
parameters of quantum gates act as weights.

Copying of quantum states is not allowed. Therefore,
QNN do not contain branching. However, g-neuron can
contain more than one quantum output that can be used
for creating networks of different architecture.

Let there be O, g-neurons in the first layer. Clearly,

I .
that Q) < 5 since any g-neuron should have at least two

qubits at the input. Accordingly, there would be
C, <1 - Q, classical bits of information at the layer
output. The next layer may have Q, g-neurons, with

J—
0, <
where all g-neurons have one quantum output each
while 7= 20, O, = 8, and Q, = 3. If no second layer is
added, the network shown in Fig. 5 would produce
8 qubits and 12 bits at the output. If one more g-neuron
is added after the second layer (as a third layer), there
would be 1 qubit and 19 bits at the output.

L. This is shown schematically in Fig. 5,

Fig. 5. QNN on 11 g-neurons (black dots):
20 qubits (lines) at the input, 3 qubits at the output,
and 17 bits (dashed lines) of classical information

14 https://disk.yandex.ru/d/JK4dsbdGLP_ZaQ. Accessed
January 09, 2023.
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The QNN shown in Fig. 5 is similar to the fractal
neural network discussed in [38] in architecture.
Although classical neural networks with ordinary
neurons are considered in [38], the properties noted
there such as high learnability and the ability to work
with high dimensionality of input vectors remain the
same for QNN.

Quantum neural network training

Training a single g-neuron has already been
discussed above. We shall generalize this procedure
to training the network. For simplicity, only the case
of two layers is focused on. We shall take for example
the network shown in Fig. 5 in the center containing
five qubits at the input, two g-neurons and three bits of
classical information on the first layer, and one g-neuron
and one bit of classical information on the second layer.

By performing a forward pass on the training sample,
the statistics of matching labels and sets of classical bits
is obtained. We shall match them with each other. Let the
labels take only two possible values in this case. One
g-neuron output allows 2 classical bits to be attained
when both registers are measured, since there is no task
of quantum state propagation further and so it can be
measured. Therefore, initially, the most frequent
outputs (it could be either 00, 01, 10, or 11) can be
allocated to label 0 approximately in proportion to the
share of this label in the training sample, while the rest
allocated to label 1. Let label € correspond to ¢, e}, e,,
and e, of all n, n, n,, and n, outputs of species 00, 01,
10, and 11, respectively. This label has a fraction f, in the
training sample. We shall select ¢ with the highest
fraction, sort 6—0,6—1,6—2,6—3

Ny M 1y g
choose the sum of the first elements of the resulting list,
with the closest to f. fraction of the sum of the
corresponding 7, in the total number of packages. The
corresponding outputs are allocated to label €.

Example. A sample of 5,000 batches is separated
by labels of 4000 (0) and 1000 (1). For label O at the
network output, e, = 1500, ¢, = 500, e, = 1400, and
ey = 600 is obtained while total numbers of outputs are
n, = 1600, n; =700, n, = 2000, and n, = 700. We have:

in descending order and

< e_le_2€_3=1500 500 1400 600

ny m ny, my 1600°700 2000700

The order of n, is as follows: n, ns, n,, and n,. This
label has a fraction of 0.8, and the closest matching sum
is ny + ny + n; = 3000 having a fraction of 0.6. Hence,
outputs 00, 01, and 11 should be allocated to label 0,
while output 10 to label 1. Although, of course, with so
many batches in the sample, it would be better to increase
the number of features and, consequently, the number of

qubits at the input (the quantum network cannot expand
due to the prohibition of copying).

Unlike a conventional neural network and a QNN
with optimization, QNN without optimization can be
trained in the forward direction instead of backward, i.e.,
simultaneously with its operation. This can be performed
according to the scenario described above, since the
same logic may be used to calculate statistics for the first
layer: separating outputs by labels and keeping on doing
so further in the next layers. The classification quality
would improve anyway from layer to layer.

DISCUSSION

Many works are devoted to QMLs and QNNs. In
the Russian-language literature, work [1] as already
mentioned, in particular, points out the importance
of “searching for a QNN model which is optimal in
terms of utilizing all the advantages presented by
quantum computing and neural networks, as well
as ML algorithms”. One of the most recent reviews
in these areas [39], contains the following text in
the Outlook section: “The first quantum advantages
in QML will likely arise from hidden parameter
extraction from quantum data. This can be for
quantum sensing or quantum state classification/
regression. Fundamentally, we know from the theory
of optimal measurement that non-local quantum
measurements can extract hidden parameters using
fewer samples. Using QML, one can form and search
over a parameterization of hypotheses for such
measurements.” This paper presents one possible path
for classifying quantum states.

The QML considered in the paper is of QC or QQ
class, i.e., it uses quantum data on classical (emulating)
or quantum devices. The proposed g¢-neuron is
ideologically close to known concepts (described in [6]
and [39], among others). However, at the same time it
has a new essential feature that is exploiting quantum
entanglement. In particular, g-neuron can operate
without learning in the usual sense; optimization and
error back propagation are not needed.

This can be exemplified by the experiment with
the analysis of the dataset of student states'®. For this
experiment, the dataset is used without preprocessing.
The entire preprocessing is captured in the analysis script
available in the archive'®. The dataset is a labeled one
with 34 feature columns and 4424 data instances. The
binary label used in the experiment is Dropout = 1,
with other values (Enrolled, Graduate) = 0. The task

15 https://www.kaggle.com/datasets/thedevastator/higher-

education-predictors-of-student-retention. Accessed January 09,
2023.

16 https:/disk.yandex.ru/d/JK4dsbdGLP_ZaQ. Accessed
January 09, 2023.
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Table 2. Experiment with students’ dataset

Method Precision, % Recall, % F1, % Unclass1°ﬁed Learmng O.peratlon
states, % time, ms time, ms
Classification by emula_ted 39 100 57 40 2968 1901
quantum entangled basis
C.lasglﬁ.catlon by llqear 100 29 45 0 138 23
discriminant analysis

is to predict dropout. The features are mapped to
integer intervals, the feature space is transformed to
dimension 62 without loss of information. This is done
for the use of QNN of two g-neurons in the first layer and
one g-neuron in the second layer. Training is carried out
without optimization. The network configuration implies
the first g-neuron with three inputs and the second one
with two inputs, in the first layer. The second layer
contains a single g-neuron with two inputs. Some of
the data instances could not be classified by the neural
network, since they are approximately equally close to
both 1 and 0 label values. The results can be compared
with the classical LDA algorithm taken from the scikit-
learn package of the Python language. The results are
shown in Table 2.

It can be seen from the experiment that QNN does
not ascribe label O to the student if he/she drops out:
false negatives are equal to 0. At the same time, the
share of false positives is quite high: more than half of
the dropout labels (1) are false. The QNN considered
40% of the data unsuitable for classification. Certainly,
these results are quite different from those of the LDA
classifier, and it is unclear in which direction (better or
worse). Nevertheless, it can be seen that LDA training
time exceeds the running time by 6 times, while QNN
has only 1.5 times.

A rigorous examination of the QNN performance
of different architectures is planned in the following
studies.

CONCLUSIONS

A new direction of QML development applying
quantum entanglement significantly is proposed. It
allows for the building of intelligent systems working on
streaming data and learning online, taking into account
changes in the data environment but not reduced to
reinforcement learning. The proposed learning method
could be called “reinforcement learning in reverse”.
In reinforcement learning, the agent calculates the
classification quality while the environment remains an
external factor. However, in the proposed approach, the
environment is the carrier of classification patterns and
they are recovered directly from it.

Such systems can be used in control systems of
unmanned vehicles of any kind, as well as in security
systems and intelligent business-assistants. In this case,
the use of quantum computers is not mandatory.
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Abstract

Objectives. The aim of the work is to study the surface roughness of the current-carrying topology and dielectric
of the upper (Top Layer) and lower (Bottom Layer) sides of microwave modules manufactured using additive three-
dimensional printing technology when prototyping prototypes of microwave modules on a 3D printer of DragonFly
2020 LDM multilayer printed circuit boards.

Methods. Methods of metallographic analysis in bright and dark fields, surface roughness profiling, and computer
modeling were used.

Results. Experimental samples of microstrip microwave elements of modules of multilayer boards of a given
configuration, telemetry sensors, printed circuit board (PCB) antennas were obtained. The topological and
radiophysical features of the additively formed upper and lower surface layers of experimental samples of boards of
strip modules were studied. Optical profilogram measurements of the roughness of the outer sides of the board were
carried out at 10 points, amounting to 2 um for the upper layer of the topology and 0.3 um for the lower layer; the
average grain size of the dielectric base was determined at 0.007 mmZ. The roughness of the conductive topology
and upper side dielectric was shown to correspond to an accuracy class of 6-7, while the roughness of the microstrip
conductive topology and the dielectric of the lower side of the board corresponds to an accuracy class of 10-12.
Conclusions. It is established that an uneven formation of the lower and upper strip layers of the printed module can
affect the inhomogeneity of the distribution of radiophysical parameters (dielectric permittivity, surface conductivity,
etc.), as well as the instability of the structural (adhesion ability, thermal conductivity, etc.) characteristics of the strip
module, which must be taken into account when prototyping devices using inkjet 3D printing technology, including
when adapting Gerber projects of PCB modules created for classical board production technology.

Keywords: 3D printing, microwave module, prototyping, additive technology, nanoink, microstrip sensors,

microwave elements, multilayer printed circuit boards, radiophysical parameters, structural heterogeneity
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HUccaenoBanue npopuiorpaMMHOM CTPYKTYPbI
MHUKPONOJ0CKOBbIX CBU-Mmonyseil, 13roroBJIeHHbIX
10 AJUTUTUBHOU TEXHOJIOTUH TPEXMEPHOU MeYaTH
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Peslome

Lenu. Lenbio paboTel 9BNSETCA UCCNefoBaHNE LLIEPOXOBATOCTU MOBEPXHOCTM TOKOHECYLUEN TOnonormm n am-
anekTpuka BepxHen (Top Layer) n HmxHen (Bottom Layer) ctopoH CBY-moaynen, n3arotToBAeHHbIX N0 aaauTUBHOM
TEXHOJIOrMM TPEXMEPHO NMeyaTyi Npyu NPOTOTUAMPOBAHUK OMNbITHLIX 00pa3uos CBY-moaynei Ha 3D-npuHTEPE MHO-
roCnoMHbIX NevaTHbix nnat DragonFly 2020 LDM.

MeToabl. Vicnonb3oBaHbl METOALI MeTaNIOrpadnyeckoro aHanmaa B CBET/IOM M TEMHOM nose, npodunorpadupo-
BaHWE LLepOX0BaTOCTU NOBEPXHOCTEN, KOMMbIOTEPHOE MOLAENNPOBAHNE.

Pe3ynbTaTthl. [MonyyeHbl aKkCnepuMeHTanbHble 06pasLbl MUKPOMONOCKOBbLIX CBY-3nemMeHTOB MOAaynein MHOro-
CNOVHbIX NnaT 3a4aHHOM KOHDUrypaumm, oatymkoB TenemeTpum, PCB-aHTEHH (aHTEHH Ha neyvaTHbIx nnartax). Uc-
cnenoBaHbl TOMONIOrMYeckne 1 pagnodusnyeckme 0Co6eHHOCTN aaauTUBHO CHOPMUPOBAHHBIX BEPXHENO N HUXK-
HEero NOBEPXHOCTHBIX CIOEB 9KCMNEPVMEHTaNTbHbIX 0O6Pa3LLOB NiaT NOJ0CKOBbLIX Moaynen. NpoBeaeHsbl onTuyeckne
npoduNorpamMMHbIe U3SMEPEHUS LLIEPOXOBATOCTU HAPYXHbIX CTOPOH nnatbl No 10 ToYkam, KOTOpbIE COCTaBUIN
L1151 BEPXHEro C/I0S TONOSIOrMmM — 2 MKM, ans HuxkHero — 0.3 MKM, a Takke onpeaeneH cpeaHuin pasmep 3epHa am-
anekTpu4eckoit ocHosbl — 0.007 MM2. MokasaHo, YTO LLIEPOXOBATOCTL TOKONPOBOASALLEN TOMNOMAOMN U AU3NEKTPUKA
BEpPXHEeW CTOPOHbI COOTBETCTBYET 6—7 KjlaccamM TOHHOCTU. Mprn 9TOM LLIEPOXOBATOCTb MUKPOMOJIOCKOBOM TOKOMPO-
BOASILLEN TOMOJSIONMM U OVUSNEKTPUKA HUXKHEN CTOPOHBI MaThl cOoTBeTCTBYET 10—12 Knaccam TOYHOCTH.

BbiBOAbI. YCTAHOB/IEHO, YTO HEPABHOMEPHOE GPOPMMPOBAHME HMXKHENO U BEPXHENO MOJIOCKOBbLIX C/IOEB MNeYyaTHOro
MoAysns CNOCOOHO OKa3biBaTh BAMSHME HA HEOOHOPOAHOCTL pacnpeneneHnsa pagnodursanyeckmx napameTpos (am-
3NEKTPUYECKYIO MPOHNLAEMOCTb, MOBEPXHOCTHYIO NMPOBOAMMOCTb U T.4.), @ Takke Ha HeCTabuIbHOCTb KOHCTPYK-
TUBHbIX XapakTepUCTUK (aAre3MOHHON CNOCOBHOCTH, TEMNONPOBOAHOCTU U T.A4.) MOJIOCKOBOrO MOAYNS, YTO HEOO-
XOOMMO Y4UTbIBATb NPU NPOTOTUMMPOBAHMUN YCTPOMCTB MO TEXHONOrMn CTpyHon 3D-neyartu, B T.4. Npu agantaumm
Gerber-npoektos PCB-moaynein, co3aaHHbIx No4 TEXHOJIOMMIO KNacCUYEeCKOro Nponu3BoacTBa nnar.

KnioueBble cnoBa: 3D-nevyatb, CBY-moaynb, NpOTOTUNMPOBAHME, agauTUBHASA TEXHONOMMS, HAHOYEPHUAIA, MN-
Kpononockosble aatinkm, CBY-anemMeHTbl, MHOrOCOMHbIE NeYaTHble nnathbl, pagnodusnyeckme napameTpbl, CTPyK-
TypHasi HEOQHOPOOHOCTb

e Moctynuna: 08.02.2023 ¢ Aopa6oTaHa: 20.04.2023 ¢ MNMpuHaTa k ony6nukoBaHuio: 10.07.2023

Ans untupoBanusa: BopyHnues [1.C., KoctuH M.C. UccneposaHne npodunorpaMmmMHoOn CTPYKTYPbl MUKPOMOI0CKOBBIX
CBY-moaynei, U3aroToBNEHHbIX N0 aAANTUBHOW TEXHONOMMN TPEXMepHo nevaTtn. Russ. Technol. J. 2023;11(5):34-44.
https://doi.org/10.32362/2500-316X-2023-11-5-34-44

Mpo3payHocTb GUHAHCOBON JEATENIbHOCTU: ABTOPbI HE MMEIOT PUHAHCOBOW 3aMHTEPECOBAHHOCTY B NPeACTaB/IeH-
HbIX MaTepuanax uiv MeToaax.

ABTOpPbI 3aBASOT 06 OTCYTCTBMM KOHGDIMKTA MHTEPECOB.
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INTRODUCTION

Additive  3D-printing  technologies  using
homogeneous materials are constructively applied
in various branches of science and technology to
reduce the time involved in the pre-production
prototyping of industrial products. High-precision
printing techniques using polymers or powder metals
for the prototyping of enclosures, parts, and assembly
units used in radioelectronic products have been in
operation for over 15 years. Having by now been
sufficiently researched and systematically worked
out, such 3D printing technologies are widely used
by various companies of technological equipment and
composites presented on the industrial market [1].
However, in the radioelectronic sector, industrial
technologies for printed electronics appeared only
in 2019 due to the need to solve technological
problems related to the development of special
materials collectively known as nanoink comprising a
solution of nanoparticles in a dispersed medium [2].
Additive two-component printing solution requires the
combined use of nanoink (conductive and dielectric)
offering compatible radiophysical properties to provide
printing with the required resolution and uniformity in
terms of the distribution of the specified parameters
in the multilayer structure of the printed module.
The successful development and creation of suitable
nanoink with low sintering temperature characteristics
has opened a new direction of additive printed
electronics in the radioelectronic industry [2—6].
Today, the rapid development of printed electronics
used to solve various prototyping problems including
in the field of microwave technology comprises a
new layer of technological solutions used in rapid
production processes. The possibility of printing
device prototypes on multilayer printed circuit boards
directly in design centers bypasses the need for third-
party contract manufacturers, reducing the time
needed to prototype and debug new designs. Modified
versions produced as part of product debugging cycles
require the cycle to be repeated, often several times,
until the final circuitry and device layout are released.
However, printing prototype production files directly
in the design center on a 3D printer takes only a few
hours, after which the prototype can be assembled
and tested for performance, followed by making all
necessary changes to repeat the cycle. Due to ongoing
research and innovation in the field, the possibilities
of printed electronics are constantly expanding. In
particular, printed microwave electronics technology
offers more flexibility to designers, allowing printed
elements such as capacitors, transformers, antennas,
radio frequency identification (RFID) tags to be
printed on various substrates including flexible at

an accuracy of a few microns on the board [7, §].
Additive 3D technology is additionally used to protect
the original product design and intellectual property
from reverse engineering prior to its serial production
at the production-technological level of development
protection!, 2 [9].

The aim of the present work is an experimental
study of the standard modes of additive technology of
three-dimensional printing of microwave electronics
products and elements using a DragonFly (Nano
Dimension, Israel) 3D printer to achieve optimal results
in terms of the resultant uniformity of conducting and
dielectric layers, as well as surface roughness topology
of multilayer printed circuit boards microwave modules,
which is important for ensuring the stability of radio
physical parameters.

1. PRINTED RADIOELECTRONICS USING
THE DRAGONFLY 3D PRINTER

Research was performed using DragonFly LDM 2020
3D-printer  operating in the Radioelectronic
Technologies  megalaboratory  cluster of the
Institute of Radio Electronics and Informatics of
RTU MIREA. This equipment represents a “minifab”
or minifactory (Fig. 1), comprising an automated
full-cycle system for manufacturing electronic devices
by the additive two-component ink-jet printing method.
Printing is performed by two ink-jet heads (conductive
and dielectric) with subsequent layer-by-layer curing:
infrared for conductive ink and UV system for
dielectric ink. Although the setup can be used to print
up to 55 circuit board layers for testing in laboratory
conditions, the working area of printing inside the
machine room of the system represents the actual
technological limitation. The main characteristics and
technological standards of radio electronics printing
on 3D printer DragonFly LDM 2020 are shown in
Table 1, as well as those relating to the conductive and
dielectric ink.

Prototype samples of the printed boards with
microwave element topology for studying the surface
structure of the outer sides (layers) carried out according
to the technology of printed radioelectronics are shown
in Fig. 2 and in Fig. 3.

! Khesin S. The DragonFly 3D printer is a revolution in the
manufacture of multilayer printed circuit boards. Vektor Vysokikh
Tekhnologii = The Hi-Tech Vector Research and Practice Journal.
2018;4(39):38-41 (in Russ.). https://ostec-group.ru/upload/
iblock/3fd/hesin.pdf. Available February 08, 2023.

2 DragonFly LDM. Inks User Guide NanoDimension. Ness
Ziona: Nano Dimension Technologies Ltd. 2020. 52 p. https://
www.nano-di.com/ame-dragonfly-ldm-2-0. Available February
08, 2023.
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Table 1. Technological capabilities of the DragonFly LDM 2020 3D printer

Process parameter

Parameter value/characteristic

Conductor/gap 100 um
Minimum layer thickness 17 um
Dielectric droplet diameter 3 um
Droplet diameter of a current-conducting ink 0.4 um
Number of layers Upto 55
Minimum diameter of the metallized through holes 400 um
Minimum diameter of the non-metallized through 400 pm
holes

Minimum diameter of the transition holes <200 pm

Maximum board dimensions

160 x 160 x 3 mm

Board printing time

From3to20h

Maximum soldering temperature

165°C

Conductive ink

AgCite 90072 Silver Nanoparticle Conductive Ink

(Nano Dimension, Israel)

Dielectric ink

Dielectric Ink 1092 — Dielectric UV Curable Acrylates Ink

(Nano Dimension, Israel)

Fig. 1. DragonFly LDM 2020 3D printer operating
in the Radioelectronic Technologies megalaboratory
cluster at the Institute of Radio Electronics

and Informatics of the RTU MIREA

Fig. 2. Printed microwave sensor produced
by RTU MIREA in the course of design research
for Technopark of St. Petersburg
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Fig. 3. Printed microwave module of a four-layer board
for a global navigation satellite system manufactured
by the RTU MIREA in the course of design work
at the Technological Center Research and Production
Complex (total thickness of the printed module —
0.123 mm)

As part of the technological cycle of additive 3D
printingofamultilayermicrostriplineboardofamicrowave
module, its top layer (Top Layer side) and bottom
layer (Bottom Layer side) are shown to be formed under
different environmental conditions (contact/noncontact
position of the sample topology formation). Unlike
conventional multilayer printed circuit board technology
having the same structure of copper traces and dielectric
on both outer layers, the resultant surface roughness of the
sides varies by an order of magnitude. This circumstance
may affect design characteristics of the board (adhesion
of the conductive layer to the dielectric, gas adsorption,
residual mechanical stress, thermal properties, miscibility
of solder on the adhesive conductive layer, etc. ) and
lead to the uneven distribution of its radiophysical
parameters (surface resistivity, dielectric permittivity,
impedance heterogeneity, signal delay, etc.), which must

be taken into account when prototyping microwave
modules implemented by technology of additive printed
electronics.

Surface  roughness, which determines the
homogeneity of the structure of the conducting layer,
is typically estimated by profile irregularities (Fig. 4),
which are obtained by comparing the actual surface with
a plane [5].

From the estimated parameters of the profilogram
characteristic of the board roughness the following
parameters are determined:

1. Average deviation of the profile R,

[
1
Ry =7 £ | y(x) | dx, (1)

where / is the base length; y is the profile deviation; x is
the horizontal coordinate.

With the discrete method of profile processing, the
parameter R, is calculated by the formula:

1 n
Rav :_Z|yi » (2)
ni

where y, are the measured profile deviations in discrete
points; n is the number of measured discrete deviations
on the base length.

2. Height of profile irregularities by ten points R

5 5
ol Vi 1+ 2 i |
Rz — Zt—l pt 5 Z1—1 Vi , (3)
where Yoi is the height of the ith highest protrusion of
the profile; y,; is the depth of the ith lowest hollow of
the profile.
3. The greatest height of profile curvature R .
4. The average pitch of the profile curvature S, .
5. Average pitch of the local protrusions S.

A

Y

Line of protrusions

nz_:_ !

[/ 1

1
!

N

Line of hollows S

Rmax
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Fig. 4. Profilogram characteristics of the board roughness
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6. Relative reference length of the profile 7. (where
p are the values of the section level of the profile),
determined by the formula:

n
t, =%(Zbi]-100%, 4)
i=l1

where 2?21 b, is the reference length of the profile; b, is
the components of the reference length.

When combined, the calculated formulas (1)—(4)
allow the profilogram characteristics of the microstrip
line structure of the microwave module to be further
estimated.

2. RESEARCH OF THE PROFILOGRAM
STRUCTURE OF THE OUTER LAYERS
OF A MULTILAYER PRINTED CIRCUIT BOARD
OF MICROWAVE MODULES

The top side (Top Layer) of a multilayer printed
circuit board of a microwave module is formed by
additive printing on the previous layer. The outer layer is
printed with nanoink, which solidifies when coming into
contact with the air environment. In this process mode,
the top layer has a much higher surface roughness and
granularity than the bottom layer. Figure 5 shows a two-
dimensional microvision profilogram of the top layer of

Outline

Obijective lens 10x

S: 0.007 mm P: 0.303 mm

a prototype printed microwave module board (Fig. 3)
with measurement of the grain size of the dielectric layer.

The surface structure study and measurements
were carried out using a dark-field technique on a
uVizo-MET-221 microimager (LOMO, Russia). The
significant dielectric part grain area, which, as shown
on the microvision image of the fragment, is on average
0.007 mm? or more, is caused by printing the layer
with nanoparticles with their further baking by the
curing system. The surface roughness was measured by
changing the sharpness between the protrusion and the
depression according to the two-dimensional profilogram
obtained by the optical method from the microscope;
here the focal difference between the sharpness is the
depth of the measured groove. The measurements were
carried out at ten points of the fragment of the upper
side of the multilayer printed circuit board presented in
the profilogram (Fig. 6). The measured roughness of the
upper side is 2 pm.

The bottom layer is additively formed on a smooth
single-use mylar substrate placed on a vacuum stage.
Although other layers will be added to the underside
during printing, only the bottom layer is directly
physically printed on the smooth substrate, reducing the
roughness by an order of magnitude compared to the
top layer. Measurements were made at ten points on the
roughness of the underside using a similar technique,
and a profilogram is shown in Fig. 7. The measured
roughness of the underside is 0.3 pm.

Object: a printed circuit board printed on a 3d printer
File: __ 612M.bmp Date: 27.03.2022 15:23:57
Number: XT0044 Operator: Dmitry Sergeevich Vorunichev

Comment: DRAGON FLY

Brightness: 412.4  Contrast: -1 Hardness: 0 Obijective lens: 10x
Density: O Background: 0 Multiplication factor: 1.00

Scale: x10
Shade: 0

Fig. 5. Fragment of a printed circuit board of a microwave module prototype with superimposed measurement

of dielectric grain size (in the center—conductor printed with conductive ink;
the remainder—dielectric part printed with dielectric ink)
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Fig. 6. Profilogram of the top side of the printed
microwave module sample board

Using a software profilograph (Mitutoyo, Japan),
we built profilograms of the top and undersides of the
multilayer board of the microwave module sample for the
conductive and dielectric structural layers. The results
of fragmentary measurements of the microstrip line
profilograms of the conductive topology and dielectric
base of the prototype samples are shown in the Table 2.

The results of the profilograph measurements
correspond to the optical measurements by the
microvisor and are as follows:

e Top Layer: roughness of the microstrip line
element (conductive layer of the printing topology)
R,, = 1.6-2.1 (6-7 grade), dielectric roughness
R,, = 1.7-1.8 (6-7 grades);

e Bottom Layer: roughness of the microstrip line
element (conductive layer of the printing topology)
R,,=0.04-0.12 (10-12 grade), dielectric roughness
R,,=0.03-0.08 (11-12 grades).

Fig. 7. Profilogram of the underside of the printed
microwave module sample board

When using an additive technology, the irregular
profilogram formation of the lower and upper strip layers
of a microwave module determines the regularity of the
internal material structure, which can impact on the
non-uniformity of the distribution of the radiophysical
parameters (dielectric permittivity, surface conductivity,
microstrip line impedance characteristic, signal delay,
etc.)® [9-14], as well as on the stability of the structural
characteristics of the strip module (adhesion of the
conductive layer with the dielectric, gas adsorption,
residual mechanical stress, thermal properties, solder
miscibility on the adhesive conductive layer, etc.). This
should be taken into account when prototyping devices

3 DragonFly LDM. Inks User Guide NanoDimension.
Ness Ziona: Nano Dimension Technologies Ltd. 2020.
52 p. https://www.nano-di.com/ame-dragonfly-ldm-2-0.
Available February 08, 2023.

Table 2. Profilogram characteristics of the printing topology elements (fragments) of multilayer printed circuit board of

the microwave module prototype

Upper side (Top Layer)

Microstrip
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Table 2. Continued

Upper side (Top Layer)
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using additive 3D printing technology, including the
adaptation of the Gerber-projects* of PCB-modules
created for classic board production technology.

CONCLUSIONS

Topological and radiophysical features of additively
formed upper and lower surface layers of experimental
samples of strip-module boards were investigated using
the DragonFly LDM 2020 3D printer. Optical profilogram
measurements of the roughness of the outer sides of the
board in the dark field were caried out on a metallographic
microscope puVizo-MET-221 along with a profilograph
used to construct the corresponding characteristics.

The conducted research of the prototypes showed
a significant difference in surface roughness: in

4 Gerber-format files for PCB modules production.
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microvision measurements, upper side—2 pm, lower
side—0.3 pm; in profilograph measurements, upper
side—1.8 um, lower side—0.1 pum. This parameter can
influence the structural, technological, and electrical
characteristics of the product. The average grain size of
the dielectric part—0.007 mm?>—was determined along
with the reasons for the difference in the roughness of
the sides.

The results of the implemented research into side
roughness and profilograms of the multilayer printed
circuit boards can be used in the design of microstrip line
products manufactured by printed electronics, as well
as to develop solutions for improving the technology
in order to compare the characteristics of the vector
analysis of structural heterogeneity with the topology of
prototypes of microwave modules.
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Abstract

Objectives. The increased reliability of radioelectronic facilities can be achieved by the application of structural
and load redundancy. Structural redundancy is achieved taking into account multiplicity of redundancy and the
intensity of failures of elements of radioelectronic facilities, while load redundancy involves an easing of electrical,
thermal, and mechanical operating modes of the elements. The choice of a redundancy method is determined
according to reliability indicator requirements, which may often be contradictory. Therefore, the problem of how to
effectively combine structural redundancy and load redundancy methods is very topical. In long-life radioelectronic
facilities, for example, in satellite communication repeater systems, sliding redundancy is applied when limiting
mass-dimensional parameters and consequently consumed energy. The aim of the work is to evaluate the efficiency
of sliding redundancy according to various reliability indicators when altering redundancy multiplicity, reserve
operating mode, element failure intensity, and switching device type.

Methods. To describe the structure of a complex sliding redundancy system, a logical-probabilistic method is used,
in which the dependence of the system reliability indicators on the reliability indicators of the elements is formulated
as a logical function of operability. Graph-analytical methods are used to compare different variants of reliability logic
schemes.

Results. Mathematical models have been obtained to evaluate the effectiveness of sliding reservation. Acomparative
analysis of the efficiency of sliding redundancy with aloaded and unloaded reserve was carried out in terms failure-free
operation probability, as well as gamma-percentage resource, failure rate when changing the fractional multiplicity
of the redundancy, and element failure rate. The influence of the reliability of the switching device on the efficiency of
the sliding redundancy is considered.

Conclusions. Practical recommendations on the selection of the redundancy mode are presented according to
differentreliability indices and constructed mathematical models of the sliding redundancy efficiency coefficients. The
correlation between the reliability indices of elements and the switching device whose reliability can be discounted, is
determined. To increase the efficiency of sliding redundancy of radioelectronic facilities, it is necessary to combine
multiplicity of redundancy and the operating mode of the reserve with approaches aimed at reducing the intensity of
failure of elements.

Keywords: reliability, radioelectronic facilities, probability of failure-free operation, gamma-percentage resource,
failure rate, sliding redundancy
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Pesiome

Llenu. MNoBbilleHWe HaOEeXHOCTN PaanoanekTPOHHbIX CPeACTB A0CTUraeTCsl MPUMEHEeHNeM CTPYKTYPHOMO U Harpy-
304HOI0 pe3epBUPOBaHUS. APDEKTUBHOCTb CTPYKTYPHOIO pe3epBMpPOBaHMS 3aBUCUT OT KPAaTHOCTU pe3epBrpoBa-
HMS N OT MHTEHCUBHOCTM OTKA30B 3JIEMEHTOB PaAMO3/IEKTPOHHbIX CpeacTB. Npu Harpy304YHOM pe3epBMpPOBaAHUN
nyTem obfieryeHns 3NeKTPUHEeCcKnX, TeNIOBbIX U MEXaHNYECKMX PEXUMOB paboTbl 9/1IEMEHTOB MOXHO CHU3UTb NX
MHTEHCUBHOCTM 0TKa30B. BbiGop crnocoba pesepBunpoBaHns onpenensetcs TpeboBaHMsMU K noka3aTensm 6e30T-
Ka3HOCTU, KOTOPbIE YacTO HaxXoAATCS B MPOTMBOPeYnmn. [oaToMy BeECbMa akTyasibHOM BnsieTcs npobnema apdek-
TMBHOIrO COYETaHUsS METOA0B CTPYKTYPHOIO pe3epBMpOBaHMS U CNocob0B Harpy3o4HOro pesepempoBaHus. B pa-
[MO3NEeKTPOHHbIX CPeACTBax AJINTENIbHOMO Cpoka AeNCTBMS, HanNpuMep, B peTpaHCAsTopax CNyTHUKOBLIX CUCTEM
CBSI3U, NPW OrpaHMYeHnn Ha MaccorabapuTHble NapameTpbl M NOTPebSeMyto S3HEPT N0 MPUMEHSIETCS CKOMb3sLLEee
pesepBupoBaHme. Lienb paboTbl — oLeHka 3 HEKTUBHOCTM CKOJb3SLLErrO Pe3epBMPOBaHUS MO Pa3/INYHbIM Nokasa-
TeNsAM HaJeXHOCTU NPY UBMEHEHUN KPATHOCTW pe3epBUPOBaHNS, pexmnma paboTbl pe3epBa, MHTEHCMBHOCTWN OTKa-
30B 3/IEMEHTOB 1 NEepPeK/ItoYaloLLLEr0 YCTPONCTBRA.

MeTopabl. [1ns onucaHus CTPYKTYPbl CIOXHOWM CUCTEMbI CKOMb3SILLEro Pe3epBUPOBAHUS UCMONb3yeTCs JIOrMKO-
BEPOSATHOCTHbIN METO/, B KOTOPOM 3aBMCMMOCTb Noka3aTesieit HaaeXXHOCTU CUCTEeMbI OT NokasaTesnel HaaeXHOCTH
anemMeHToB GOPMYIMpyeTcs B BUAE JIOrMYECKON GYyHKLUMM paboTocnocobHOCTU. s CpaBHEHUS Pa3fiNyHbIX Bapu-
@HTOB JIOFMYECKMX CXEM HaOEXHOCTU NMPUMEHSIIOTCS rpadoaHannTnyeckme MeToapl.

PesynbTathbl. [onyyeHbl MaTemaTnyeckme Moaenu ois OueHkn apdeKTUBHOCTM CKOJb3SLLErO pe3epBrpPOBaHMS.
MpoBeneH cpaBHUTESbHbBIN aHaNN3 3PPEKTUBHOCTU CKOMb3SALLEro Pe3epBMPOBaHUS C HArpy>XeHHbIM U HeHarpy-
XEHHbIM PEe3epBOM MO BEPOSATHOCTM 6e30TKa3HoM paboTbl, MO raMma-npPoOLEHTHOMY pecypcy, No MHTEHCUBHOCTU
OTKa30B MNpu U3MEHEeHU JPOBHON KPaTHOCTN Pe3epPBMPOBAHUS U MUHTEHCMBHOCTW OTKa30B 35eMeHToB. ccneno-
BaHO BJISIHME HAAEXHOCTU NepeksiovaloLLero yCTpomncTea Ha adpdekTUBHOCTb CKOMb3SILLLErO Pe3epBUPOBaHUS.
BbiBoAbl. [TOCTPOEHHbIE MaTeEMaTMYECKME MOAENN KOIDDULMEHTOB 9DPEKTUBHOCTN CKOJSb3ALLErO Pe3epBupo-
BaHWs MO pa3HbiM Noka3aTessiM Haf4eXHOCTM NMO3BONSAOT AaTb NPaKTUYecKMe pekoMeHaaumm no Belbopy pexnma
pesepBa. OnpeaeneHo COOTHOLLIEHME nokasaTener 6e30Tka3HOCTM 9IEMEHTOB M NepeksioyaloLLero yCTPONCTBRa,
NpY KOTOPOM HaAEXHOCTbIO NepekoYaloLLEero yCTPoMCcTBa MOXHO npeHebpeyb. [ns noBbileHns 9hdPeKTUBHOCTH
CKOMNb3SILLLEro pe3epBMpPOBaHNS PAANOSNIEKTPOHHbBIX CPEACTB HEOOXOAMMO COoYeTaTb KPAaTHOCTb Pe3epBMPOBaHMS,
pexunm paboTbl pe3epsa 1 CnocoObl yMEHbLLEHMSI UHTEHCMBHOCTW OTKA30B 3J/1IEMEHTOB.
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Mpo3spayHocTb pMHAHCOBOM AeATENbHOCTU: ABTOPbLI HE UMEIOT PUHAHCOBOM 3aMHTEPECOBAHHOCTHY B NMPEeACTaB/IEH-

HbIX MaTepuanax Wi Mmetogax.

ABTOpbLI 3a9BNSI0T 06 OTCYTCTBUN KOHONNKTA MHTEPECOB.

INTRODUCTION

When ensuring the reliability of radioelectronic
facilities (REF), a contradiction arises between the need
to combine increased system complexity with limited
increases in the reliability of the element base, which
justifies the search for new solutions. Such indicators
as efficiency, durability, availability, survivability,
and safety depend on the reliability of complex REFs.
Thus, in order to achieve high indicators of REF
reliability, requirements according to many indicators
must be should satisfied: probability of no-failure
operation, average operating time between failure,
gamma-percentage resource, intensity of failures, etc.
For example, to achieve a given REF efficiency it is
necessary to guarantee a certain value of probability of
no-failure operation, and to provide durability according
to a certain gamma-percentage resource value [1, 2].

REF efficiency and reliability indicators have much
in common. Many problems related to justification
of reliability requirements and the development of
reliability assurance programs, as well as the selection
of maintenance, control and operation systems, can be
considered in terms of efficiency research problems.
Examples of such problems include the following:

e determination of reasonable development time;

o selecting the optimal range of REF;

e selecting the best combination of REF design
parameters;

e selecting from several logical reliability diagrams
the diagram which provides operability at the highest
number of failures of any of its elements;

e comparison of redundancy methods and construction
topologies.

Assessment of efficiency of redundant REF is
typically carried out by comparing redundancy types
for different reliability indicators. For this purpose,
a coefficient of efficiency [1] is introduced, which shows
which type of redundancy is more effective according to
the investigated reliability index.

All reliability indicators or criteria are connected by
single-valued mathematical models, since the desire to
satisfy several criteria at once often leads to contradictory
requirements, including excessive  redundancy,

depending on the redundancy multiplicity. For this
reason, the choice of a reliability assurance method
essentially depends on the criterion used. Therefore,
structural redundancy is used to provide probability of
no-failure operation [2—6], while load redundancy is
used to provide mean time between failures of the long-
lasting system [1, 3, 7]. In practice, it is often necessary
to combine structural and load redundancy the methods.

In complex systems, various kinds of failures
occur [1, 8], all having a random character. In
calculations, the independence of these failures is
assumed. Their influence can be estimated by different
mathematical models: for example, for sudden failures
of elements at a constant failure rate, the exponential
model is used, while the normal distribution is used
to analyze the influence of gradual failures. However,
gradual failures due to ageing change the probability of
occurrence of sudden failures and failures, complicating
the analysis of REF reliability [9, 10].

The high efficiency of satellite communication
networks [11-13] is due to the creation of repeaters
when using them in sliding redundancy, significantly
increasing reliability along with a relatively small gain
in weight, size, and energy consumption [3]. One, two,
or more redundant elements can be used to ensure the
redundancy of individual elements, each of which can
be connected in place of any of the main elements.
For example, in the sliding redundancy of onboard
transmitters or their power amplifiers, the reserve can be
loaded and unloaded [14, 15]. For modern geostationary
communication satellites, the multiplicity of sliding
redundancy of transmitters (ratio of the number of
working and redundant transmitters) can vary from 1/5
to 1/2! [4].

When using loaded or hot redundancy, there is no
need to activate or allow the redundant device to operate in
active loaded standby mode, as would be the case unloaded
or cold redundancy. For this reason, sliding redundancy
with loaded redundancy increases system availability
and responsiveness, but also increases operating costs

' Dinges S.1., Ivanyushkin R.Yu., Kozyrev V.B., et al. Radio
transmitting devices. Textbook for universities. Ivanyushkin R.Yu.
(Ed.). Moscow: Goryachaya liniya — Telekom; 2021. 1150 p.
(in Russ.). ISBN 978-5-9912-0774-4.
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because such a structure requires additional power and
a more complex switching device. It is noted in [4, 5, 15]
that in non-loaded reserve substitution redundancy,
the automatic control and switching machine reduces
the probability of fault-free operation of the redundant
system, but no recommendations are given for the
selection of the fault-free performance of the switching
device. Therefore, the issue of increasing the reliability
and efficiency of sliding redundancy, closely related
to the choice of redundancy multiplicity and reserve
operation mode, and with the provision of faultlessness
indicators of the switching device, which do not reduce
the reliability of the system as a whole, is relevant.

FAILURE PROBABILITY
AND GAMMA-PERCENT LIFETIME
OF SLIDING REDUNDANCY DIAGRAMS

The structural diagram of sliding redundancy
reliability with multiplicity m/n is shown in Fig. 1.

ﬂHHsF%Fﬁ

device

==l

Redundant elements

Fig. 1. Structural diagram of sliding redundancy
reliability with multiplicity m/n

For a diagram with unloaded redundancy and
aredundancy factor of 1/n, the dependence of probability
of no-failure operation on time is described by the

expression:

Py =| nli1|emht _y O tnb)t g
A‘k Kk

where A is the failure rate of the main and redundant
elements; n is the number of elements of the main
system; A, is the failure rate of the switching device.
When the redundancy multiplicity is 1/n, the
expression for the time dependence of the probability of

2 Yanshin A.A. Theoretical foundations of EVA design,
technology and reliability: textbook for universities. Moscow:
Radio i svyaz’; 1983. 128 p. (in Russ.).

faultless operation of a sliding redundancy diagram with
loaded redundancy can be obtained without taking into
account the reliability of the switching device [1]:

Py(t) = ¢~ [1 +n(l-eM )] )

The expression for the probability of failure-
free operation of a sliding redundancy diagram with
a redundancy factor of 2/3 can also be obtained without
taking into account the reliability of the switching
device [1]:

e for an unloaded redundancy diagram

Py(t)=e M (1430t + 4.5022), A3)

e for a loaded redundancy diagram
Py(t) = ¢7M (10 + 6e72M —15¢M ). (4)
Figure 2 illustrates dependencies (1) and (2) for
n =2 and n = 4 at different failure intensities of the main
and redundant elements. For a diagram with unloaded

reserve, a switching device failure rate , = 1078 h™! is
assumed when constructing the dependencies of Fig. 2.

0 4 8 12 16 20 24 28h.-105t

Fig. 2. Time dependencies of the probability
of failure-free operation of the sliding redundancy
diagram: 1,2,3,4:A=10"7"h"';,5,6,7,8:A=10%h"";
1, 3, 5, 7: unloaded redundancy; 2, 4, 6, 8: loaded
redundancy; 1, 2, 5, 6: redundancy multiplicity 1/2;
3,4, 7, 8: redundancy multiplicity 1/4

According to the graphs depicted in Fig. 2, unloaded
redundancy provides a higher probability of no-failure
operation, even when taking into account the reliability
of the switching device. For example, for the unloaded
reserve with A =10"°h"!and 2, = 108 h™! at redundancy
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multiplicities 1/4 and 1/2, the probability of non-failure
operation for time 4 - 10° h is respectively 0.52 and 0.8.
In the case of application of the loaded redundancy, the
corresponding probability values of no-failure operation
are 0.46 and 0.74, respectively.

From the graphs given in Fig. 2, we can determine
the index of durability-gamma percent resource [2] of the
redundancy diagrams. At use of elements with intensity
of failures A = 1077 h™!, the gamma-percent resource
of the scheme with unloaded redundancy is 1.3 - 10 h
at multiplicity of redundancy 1/4 and 2.6 - 10 h at
multiplicity of redundancy 1/2. The corresponding
values of gamma-percent resource of the diagram
with loaded redundancy are 1.2 - 10° and 2.2 - 10° h,
respectively. In other words, the diagram with unloaded
redundancy is more durable.

It also follows from the dependencies of Fig. 2 that
the gamma-percent resource of any of the diagrams under
consideration deteriorates by an order of magnitude
when the failure rate of the main and redundant elements
increases toA=10"0h"1,

Figure 3 shows the graphs of time dependencies of no-
failure operation probability of the diagram with unloaded
redundancy having multiplicity of redundancy 1/4 and
1/2,x=10""h"! at different failure rates of the switching
device constructed in accordance with expression (2).

P
1.0
0.9
1
2
3
4
0.8 5
0.7
\\ 6
7
8
0.6 9
10
0.5 s
0 4 8 12 16 20 24 28 h-10°t

Fig. 3. Time dependencies of the probability
of failure-free operation of the diagram with unloaded
redundancy: 1, 2, 3, 4, 5: redundancy multiplicity 1/2;
6,7, 8,9, 10: redundancy multiplicity 1/4;
1,6:A, = 107°h1;2,7: A= 1078h7 1,
3,8:A,=5" 1078h71; 4, 9: A= 1077h™1,
5 10:A, =2 107 7h™!

The effect of switching device reliability on
the durability of a sliding redundancy diagram with
unloaded redundancy can be estimated on the basis of the

graphs given in Fig. 3. For example, when a switching
device with failure rates of 2 - 1077 h™!, 5 - 108 h'!,
and 1078 h™!, respectively, is used in a scheme with 1/4
redundancy multiplicity, the gamma percent resource is
1.1 - 10% 1.24 - 10, and 1.3 - 10° h, respectively. The
corresponding values of gamma percent resource for
a scheme with 1/2 redundancy multiplicity are 1.9 - 10°,
2.4-10% and 2.6 - 10° h, respectively. It follows from the
closeness of curves 1 and 2, as well as 6 and 7, that the
reliability of the switching device has almost no effect
on the durability of the unloaded sliding redundancy
diagram at a ratio A/A, > 10.

REDUNDANCY EFFICIENCY
COEFFICIENT BY PROBABILITY
OF FAILURE-FREE OPERATION

Let us analyze the effect of the state of redundancy
in sliding redundancy on the efficiency of redundancy
using the coefficient of redundancy efficiency Kp on the
probability of the failure-free operation:

For a redundancy multiplicity of 1/2 according to (1)
and (2), the efficiency factor is defined by the expression:

2}3;(1—6_7‘kt)+1
3-2e7M

Kp%(t):

For a redundancy multiplicity of 1/4, the formula for
the efficiency factor is as follows:

473:{(1—e—hkf)+1
5—4eM

Kp%(’)Z

For a redundancy multiplicity of 2/3 without taking
into account the reliability of the switching device,
the formula for the coefficient of effectiveness by the
probability of failure-free operation according to (3) and
(4) is as follows:

K, (f)- 1430t +4.50%¢2
P24V T 104 60 2M —15e M

Figure 4 illustrates the time dependencies of the
redundancy effectiveness coefficient for a switching
device failure rate 108 h™!, redundancy multiplicities
1/2 and 1/4, and different element failure rates.
Figure 5 depicts graphs of the dependence on time
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of the redundancy effectiveness coefficient for
a redundancy multiplicity of 2/3 at different element
failure intensities.

K

p.
10 ! 2

9

IS

o~ ool

1

0

0 4 8 12 16 20 24 28 h-10°t

Fig. 4. Time dependencies of the redundancy efficiency
coefficient on the probability of failure-free operation:
1,2:A=5-10%h"",3,4:A=2-106h"";
5,6:A=100%h""1;7,8:A=5-10"h"";

1, 3, 5, 7: redundancy multiplicity 1/4;

2,4, 6, 8: redundancy multiplicity 1/2

40
30
20 5

16

3
//4
0 4 8 12 16 20 24 28 h-10°t

Fig. 5. Time dependencies of the redundancy
effectiveness coefficient on the probability of failure-free
operation for the redundancy multiplicity of 2/3.
1:A=5-10%h"1;2:A=2-10%h"";
3:A=10%h"";4:A=5.10"h""

0

Analysis of the graphs of Fig. 4 and Fig. 5 shows
that the coefficient of efficiency of the probability
of the failure-free operation increases with time, as

well as with the increase of A. Thus, for example,
for the time of 10° h and 1.4 - 10° h at a redundancy
multiplicity of 1/4 L =5 - 10 °h™! and A= 10 8h!
the coefficient of efficiency is equal to 4.2 and 5.8,
respectively. When the redundancy multiplicity is 1/2,
the similar values of K_are 3.7 and 5.0. In case of the
decrease of the failures rate down to A = 10°°h™! for
the time of 10° h and the redundancy multiplicities 1/4
and 1/2, the efficiency coefficient is equal to 2.0 and
1.8, respectively.

In the case of application of the redundancy
multiplicity 2/3 at A =5 - 10"°h™! for the time 10° h and
1.4 - 10° h, the redundancy efficiency coefficient is equal
to 13.3 and 24.5, respectively (Fig. 5). At decrease of
intensity of failures down to A = 10"%h"!, corresponding
values of K, are equal to 1.7 and 2.2, respectively.

FAILURE RATE OF SLIDING
REDUNDANCY DIAGRAMS

One of the main indicators of the reliability of REF
is the failure rate. Let’s investigate how the failure
rate of sliding redundancy diagrams with loaded and
unloaded redundancy changes for different values
of A and A, when the redundancy multiplicity is being
changed.

If the redundancy multiplicity is equal to 1/n, the
failure rate of the scheme with unloaded redundancy is
determined by the expression:

kl(t)W/ﬁ(f)nk[nﬁ‘ﬂ(l_ehkt), 5)

di n}f»k(l—e_xk’)+1

and for a diagram with a loaded redundancy the failure
rate is determined by the expression:

dP, (;)/ ()= n?»(n+1)(l—e_7")

P (0) ===y /" n(1-e)+1

- (6)

In the case of a redundancy multiplicity of 2/3, the
equations for the failure rate are as follows:
e for the diagram with unloaded redundancy

dp (1) / 270312
N =3\ p(fy=— ="
() dt () 2ronrozz )

e for the diagram with loaded redundancy

301 (1+e72M —2e7M
%4(t)=—dp“(t)/P(t= Lee2) ®)

dt 10 + 6e=2M —15¢~M
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From the equations (5)—(8) it follows that for all
considered sliding redundancy diagrams at ¢ = 0 the
failure rate is equal to zero, while when the failure
rate is equal to nA, the failure rate is the same as for
a non-redundant system. Such systems are referred to
as ageing.

The dependencies of failure rate on the time of sliding
redundancy schemes with redundancy multiplicity of
1/2, 1/4, and 2/3 at A = 10°% h™! are given in Fig. 6.
When constructing the dependencies, the value of the
switching device failure rate A, = 108 h™! was taken for
a diagram with unloaded redundancy for multiplicity of
redundancy 1/2 and 1/4.

A-10"7h1
;
2
36
32
3
28
24 4
20 5
6
16
12
8
4
0
0 4 8 12 16 20 24 28 h-10°t

Fig. 6. Dependencies of failure rate
on time of sliding redundancy diagrams:
1, 2: multiplicity of redundancy 1/4;

3, 4: multiplicity of redundancy 2/3;
5, 6: multiplicity of redundancy 1/2;

1, 3, 5: loaded redundancy;

2, 4, 6: unloaded redundancy

For comparing the failure intensities of systems with
various redundant multiplicities, we will introduce an
ageing rate indicator—time of achievement by intensity
of failures of level 0.9 from the maximum time, i.e.,
when redundancy already practically does not influence

Table. Ageing rate of a redundant system

intensity of failures. The table shows the values of this
time determined by equations (5)—(8) and graphs of
Fig. 6 values of this time in hours for some values of A at
different variants of redundancy.

Increasing the reliability of REF, in particular
satellite communication systems, is associated with
an increase in the active life and is determined by
functional and structural solutions, allowing to postpone
the processes of ageing and degradation of elements and
systems as a whole. From the equations (5)—(8), as well
as the graphs presented in Fig. 6 graphs and Table data
it follows that

e it is possible to slow down the ageing process of
the systems of sliding redundancy with unloaded
and loaded redundancy at different multiplies of
redundancy by application of load redundancy;

e the ageing rate of the considered schemes with
sliding redundancy depends on the redundancy
multiplicity and is smaller for the multiplicity
of 2/3.

CONCLUSIONS

The considered methodology for determining the
efficiency of sliding redundancy using mathematical
models of the probability of failure-free operation and
intensity of failures allows us to draw the following
conclusions:

1. Diagram of sliding redundancy with unloaded
redundancy is more effective than the diagram with
loaded redundancy even when taking into account
the intensity of failures of the switching device.
Moreover, the efficiency of sliding redundancy with
unloaded redundancy increases with time, as well as
with the increase of the failure rate of the main and
redundant elements.

2. If the ratio of element failure rate to switchgear
failure rate is greater than 10, the reliability of the
switchgear has almost no effect on the durability of
the unloaded sliding redundancy diagram.

3. Combination of load redundancy to reduce the
failure rate of elements and structural redundancy
makes it possible to achieve a decrease in the
ageing rate of systems with sliding redundancy,
i.e., to extend the duration of redundancy with

Redundancy multiplicity
Wbl 1/2 1/4 2/3
Loaded Unloaded Loaded Unloaded Loaded Unloaded
redundancy redundancy redundancy redundancy redundancy redundancy
1070 1.38-10° 436 - 10° 1.03 - 106 222108 1.75 - 10° 6.29 - 10°
5-1077 2.79 - 10° 8.93 - 106 2.02 - 10° 4.17-10° 3.51-10° 12.7 - 10°
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unloaded and loaded redundancy. The best results
are obtained by the diagram with fractional
multiplicity of 2/3.

Thus, to improve the efficiency of the long-life

REF sliding redundancy, it is necessary to combine the
multiplicity of redundancy with the reserve operating
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Abstract

Objectives. Programmable logic integrated circuits of the field programmable gate array (FPGA) type based on
static configuration memory are widely used in the electronics of onboard spacecraft systems. Under the influence of
space radiation, errors may occur in the FPGA configuration memory. The main methods of protection against such
errors involve various options for reservation triggers, as well as the use of error-correcting codes in special error
detection and correction circuits. The purpose of the present work is to determine which error-correcting codes are
best suited to the implementation of internal scrubbing of the FPGA configuration memory taking redundancy into
account.

Methods. The paper analyses various methods for scrubbing FPGA configuration memory, which are used to correct
errors caused by the action of space radiation. It is proposed to increase the efficiency of internal scrubbing of the
FPGA configuration memory using codes that correct both single- and double-adjacent SEC-DED-DAEC errors. In
this case, the need to perform external scrubbing of the configuration memory is reduced by overwriting it with a
reference configuration from non-volatile radiation-resistant memory; in this way, FPGA downtime caused by the
external scrubbing procedure is reduced. Due to the known SEC-DED-DAEC codes having a non-zero probability
of erroneous detection and subsequent erroneous correction of a double non-adjacent error, as well as various
redundancy and implementation complexities, a study was made of the most efficient code for internal scrubbing.
Results. The results showed that the Datta, Neale and Hoyoon-Yongsurk codes are optimal from the indicated
positions. Recommendations are given for selecting a specific code depending on the specific requirements for a
particular planned space mission.

Conclusions. The study confirms the effectiveness of protecting the memory of programmable logic by using
two-error-correcting codes.

Keywords: programmable logic integrated circuits, faults in configuration memory, methods for clearing

configuration memory from faults, double-adjacent error-correcting codes
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HAYYHAA CTATb4A

IIpuMeHeHne KO0B ¢ MCIIPABJIEHHEM JABYX OIIMOOK
IS 3AIUTHI KOHPUTYPALMOHHOU MAMSATH
MPOrpaMMHUPyeMoOH JIOTUKH OT JeHCTBUSHA
KOCMHUYECKOHU paauanuu

E.C. JlenéwkuHa @,
H.A. KycTos,
B.X. XaHoB

Cunbupckuii rocyapCTBEHHbIV YHUBEPCUTET HayKu v TEXHOI0ri uMeHn akagemmvka M. ®. PeluetHeBa,
KpacHosipck, 660037 Poccusi
@ ATOp Ans nepenvicku, e-mail: klepka1111.93@mail.ru

Pe3iome

Lenu. Nporpammmnpyemas norvka tuna field programmable gate array (FPGA) Ha ocHOBe cTaTn4eckom KoHdurypaum-
OHHOW NaMSATK LUMPOKO NPUMEHSIETCS B 3/IEKTPOHNKE BOPTOBbLIX CUCTEM KOCMUYECKMX annapaTos. [1oa Bo3aeicTBuem
KOCMWYECKOWN paamaumm B KOHUrypaumoHHoi namstn FPGA moryT Bo3HMKaTb oLMOkM. OCHOBHbIMW MeETOAAMU 3a-
LNTBI OT HUX ABASIOTCH PA3/IMYHbIE BAPUAHTbI PE3EPBUPOBAHMS TPUITEPOB, a TaKKe MPUMEHEHNE MOMEXOYCTONYMBbIX
KOOOB B CreLMalibHbIX CXeMax AeTEKTUPOBAHUS U UcrpaBneHns owmnbok. Lienb paboTbl — onpeaeneHve u3 rpynmebl
NOMEXOYCTONYMBBIX KOJOB TEX, KOTOPbIE C YHETOM UX N3OLITOYHOCTU HAMUMYHLLMM 0O6Pa30M NOAXOANAT A/ peann3aumm
BHYTPEHHEro CkpabOuHra KOHOUrypaLMOHHOW NAaMSTX NPOrPaMMUPYEMBIX JIOTMHYECKNX MHTETPaSIbHBIX CXEM.
MeTopabl. B paboTe paccMOTpeHbl MeTOAbI CKpabOuHra KoHdUrypaumoHHol namatn FPGA, KoTopble NpUMeHSIoTCS
05l ee OYUCTKM OT OLIMBOK, BbI3BAHHbIX AIENCTBMEM KOCMUYECKOM paanaumn. MNpepnaraetcs Ans noBbllleHns adh-
(dEKTUBHOCTU BHYTPEHHErO ckpabbuHra koHdurypaumoHHol namsatu FPGA ncnonb3oBaTtb KOabl, MCNpaBnsioLLme
Kak 0HOKpaTHble, Tak 1 ABYKpPaTHble cMexXHble ownbkm SEC-DED-DAEC. B atom crnyyae ymeHbLuaeTcst Heobxoam-
MOCTb BbINOJIHEHUS BHELLHEr0 ckpabbuHra KOHPUrypaunmoHHOM naMaT NyTeM ee nepe3anncy 3TanoHHON KOHU-
rypaumel n3 sHeproHe3aBUCUMON paanaLmoHHO-CTOMKOM namsaTu. Takum obpa3oM, CHUXAeTCs BpeMsi Hepabo-
TocrnocobHoro coctosiHusa FPGA, BbiaBaHHOE NMpoueaypon BHELWHero ckpabbuHra. B cBA3u ¢ TeM, 4TO N3BECTHbIe
koabl SEC-DED-DAEC nmeloT HeHyNEBYIO BEPOSTHOCTb OLUMOOYHOIr0 AETEKTMPOBaAHMS, @ 3aTEM — OLUMOGOYHOIO 1C-
npasneHnst ABOMHON HECMEXHOW OLLIMOKN, a Takxke 06naaaloT pasHol N36bITOYHOCTBLIO 1 CIOXHOCTbLIO peanmaaLmm,
Obl110 NpUBEOEHO nccnenoBaHne Hanbonee addPeKTMBHOIo Koaa At BHYTPEHHero ckpabouHra.

PesynbTatbl. Pe3ynbTartel MCCNEA0BaHMS MOKa3anu, YTO HAWIYYLWVMU C YKa3aHHbIX MNO3ULMIA SBASIOTCS KOAbI
HatTa, Huna n XooHa — MoHrcypka. MpueeneHsl peaynbTaTsl CPaBHEHMS KOLOB MO BbIGPaHHLIM KpUTEpUaM. JaHb
pekoMeHaauunm ans sbibopa KOHKPETHOr O KOoAa B 3aBUCMMOCTM OT BO3MOXHbIX TPEOOBAHUI K MNaHUPYEMOI KOCMU-
4eCKOW MUCCUN.
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BbiBoabl. [1IpoBeaeHHOE nccnenosaHme nokasano 3d@EKTMBHOCTb 3aLUMThl NaMATV NPOrpaMmMrUpyeEMOn JI0rmkm
C MOMOLLIbIO MPUMEHEHUS KOAO0B C UCMPABIEHMEM ABYX OLUMOOK.

KnioueBble cnoBa: nporpammupyemMas iormieckast uHterpasnbHas cxema, c6oi B KOHOUIypaumoHHOM namstu,
MeTOoAbl O4NCTKM KOHDUTYPaLMOHHOW NamMsATK OT CO0EB, KOAbl C UCTIPaBIEHNEM ABYX CMEXHbIX OLLUMBOK

* Moctynuna: 30.01.2023 » Aopa6oTaHa: 17.05.2023 ¢ MpuHaTa k onyonukosaHuio: 07.07.2023

Ansa untuposanusa: JlenéwknHa E.C., Kyctos H.[., XaHoB B.X. lNMprMmeHeHne KOO0B C UCMNPaBieHMEM ABYX OLLIMOOK
AN 3amTbl KOHPUIypauMOHHON NaMsaTh NPOrpaMMupyeMon IOrTMkU OT OEeNCTBUS KOCMUYEeCcKon paauauuun. Russ.
Technol. J. 2023;11(5):54-62. https://doi.org/10.32362/2500-316X-2023-11-5-54-62

Mpo3payHocTb pUHAHCOBOMN AEeATENIbHOCTU: ABTOPbLI HE UMEIDT PUHAHCOBOM 3aMHTEPECOBAHHOCTM B NPEACTaBNEH-

HbIX MaTepunanax nin MmetTogax.

ABTOPbI 3a5BNSIOT 06 OTCYTCTBUM KOHGMIMKTA MHTEPECOB.

INTRODUCTION

Currently, there is a significant progress in the
development of space electronics, which has significantly
expanded the functionality of modern spacecraft, while
reducing the size, mass and power consumption of
on-board systems. At the same time, the problem of
protecting hardware from radiation failures in electronic
components remains urgent, especially since cheap
components from the commercial electronic component
base (ECB), which lacks failure protection mechanisms
typical of radiation-resistant space ECB, have begun to
be widely used on small spacecraft. In hardware based on
commercial ECBs,onlysingleeventupset(SEU)protection
methods, which set out to correct single events of charged
radiation particles hitting electronic components, are for
the most part capable of application [1]. Such failures
cause logic errors without destroying the component,
i.e.,, they do not cause irreversible processes in the
semiconductor structure of the component [2]. However,
SEU failures tend to occur in response to triggers, with
which any electronic equipment can be easily saturated.
The main drawback of such an approach is the relatively
high probability of such failures.

The main methods of protection against SEU failures
are various options of redundancy, including triple
modular redundancy (TMR) [3, 4] of the triggers, as
well as the use of error correction codes (ECC) in special
error detection and correction circuits (EDAC) [5, 6],
which typically correct a single error (one-bit error)
in the structure of several triggers, for example, in the
SRAM word (static random access memory).

One of the widely used components in space
instrumentation consists in the SRAM FPGA (static
random access memory field programmable gate array)
type of programmable logic integrated circuits. Such
programmable logic integrated circuits (FPGAs), which
mainly belong to the commercial category of microcircuits,
are characterized by a large number of programmable
elements, low power consumption, and a high speed of
operation of the circuits implanted in them, but low fault

tolerance to SEU events [7]. SEU errors can occur not
only in the triggers of the SRAM-implemented FPGA
circuit, but also in the SRAM configuration memory. The
latter type of error is the most dangerous due to the change
to the structure of the implemented circuit, resulting in
constant periodic failures whenever signals pass through
the damaged part of the circuit [8].

The main method of SRAM FPGA protection
from SEU is scrubbing, which consists in overwriting
the faulty contents of the configuration memory by the
reference configuration whenever an error is detected in
the implemented circuit [9, 10].

In this paper, various scrubbing variants are
considered, and the possibilities of applying ECCs for
scrubbing are analyzed. In this connection, the efficiency
of the known SEC-DED-DAEC codes for the purpose
of scrubbing SRAM FPGA configuration memory is
evaluated assuming the application of SEC-DED-DAEC
(single error correction, double error detection and
double-adjacent error correction) type codes.

RELATED WORKS

Since the content of FPGA SRAM configuration
memory can be corrupted by radiation exposure,
configuration memory errors must be detected and
corrected quickly in order to maintain correct operation
in a radiation-exposed environment such as outer
space. Configuration memory errors are eliminated by
scrubbing, comprising a method for overwriting memory
with a reference configuration.

There are two main overwriting approaches: full and
partial. Full scrubbing consists in overwriting the entire
contents of the configuration memory, while partial
scrubbing comprises a block-by-block overwriting
of the configuration memory [11]. In the second case,
the system inoperability time due to loading the full
configuration is reduced.

Scrubbing can also be “blind” and “sighted” [12].
“Blind” scrubbing consists in periodic overwriting of
full or sequentially block configuration memory. Here,
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the overwriting period is selected from the anticipated
error rate, for example, depending on the orbital altitude
of the spacecraft. “Sight” scrubbing is performed
following the detection of an error, possibly when the
configuration memory block has been localized, errors
have accumulated, and it is impossible to correct them
by any other additional method.

There are direct and indirect approaches for
detecting errors in the configuration memory. The
indirect method consists in identifying errors in the
internal FPGA system configured with the contents of
the configuration memory. If there is a failure in the
configuration memory, it will appear in the system in
the form of an error, which can be used to detect (and
rectify) TMR blocks distributed in the system. In case of
a repeated (3-5 times consecutively) detected error, the
scrubbing procedure should be started [11].

The direct method consists in periodic
block-by-block comparison of the contents of the
configuration memory with the corresponding block
of the reference configuration, which is located in non-
volatile and radiation-resistant memory. Here, ECCs can
be used to accelerate the work. In this case, each block of
the reference configuration in the non-volatile memory
also stores its checksum. When the corresponding block
is read back from the FPGA configuration memory,
its checksum is calculated and compared with the
corresponding sum from the non-volatile memory. If the
sums do not match, it means that a failure has occurred
in this block of the configuration memory and that this
block must consequently be overwritten [8].

Modern Xilinx! FPGAs have built-in mechanisms
based on the application of EDAC and single error
correction and double error detection (SEC-DED)
codes for block-by-block scanning of the configuration
memory and automatic correction of single errors in it, as
well as double errors detection in the scanned block [8].
This approach, further referred to in the paper as internal
scrubbing, allows to reduce the number of runs of
external partial scrubbing of configuration memory to
correct double and larger multiplicity errors, and thus
to reduce downtime of the FPGA-implemented system
associated with the execution of external scrubbing.

PROBLEM STATEMENT

SEC-DED codes are known to fix one fault in
a memory word. The SEC-DED code used must be
low redundancy, fast, and easy to implement (for
FPGA, it comprises a small number of logic elements
for implementing a particular code). These criteria are
best met by the Hsiao code (39, 32) [13] (where 39 is
the codeword size in bits, 32 is informational), which
belongs to the group of modified Hamming codes [14].

! https://www.xilinx.com/. Accessed February 16, 2023.

With the development of new ECB creation
technologies and the transition to finer component
production processes, the probability of multibit
failures—primarily two-bit failures—increases [15].
One of the approaches to solving this problem
consists in the use of SEC-DED-DAEC codes [16].
Codes belonging to this group correct 2 adjacent
errors (adjacent means located in two adjacent bits of
one memory word). Such codes also belong to the group
of modified Hamming codes, meaning that they are fast
and have low redundancy. Any SEC-DED-DAEC code
copes well with the tasks of correcting single- and double
adjacent errors. However, such codes have a specific
disadvantage, consisting in the probability of incorrect
correction of non-adjacent double errors; it can happen
that one code from this group has a higher probability,
while for another code, the probability is lower.

It should be noted that the probability of a contiguous
double error in a memory word is significantly higher than
the probability of a double non-contiguous error. A double
contiguous error ensues from a single SEU event spanning
two adjacent bits of the same word, while a double non-
adjacent error comprises an accumulation of errors. First
there is a failure that causes an error in one bit of a memory
word, then, as time passes, another failure occurs causing
an error in another bit of the same memory word, resulting
in a double non-contiguous error. Clearly, although this
process is unlikely, it cannot be ruled out. Therefore, it
would be wrong to exclude from the SEC-DED-DAEC
code analysis the estimation of the probability of
incorrectly correcting unrelated double errors.

SEC-DED-DAEC codes are proposed as a means
to improve the efficiency of internal scrubbing of the
FPGA configuration memory. In this case, both single
and double contiguous errors are corrected in the
configuration memory to permit less recourse to external
scrubbing of the configuration memory by overwriting
it with a reference configuration from the non-volatile
radiation-resistant memory.

The research task then appears as follows. Due
to the fact that the number of SEC-DED-DAEC
codes comprises some set, each of them has different
parameters; therefore, it is necessary to conduct research
in order to obtain an estimate of the probability of false
detection (and subsequent false correction) of a twofold
unrelated error along with the required resources
for the implementation of the encoder/decoder, thus
determining which of them are best fitted to implement
internal FPGA configuration memory scrubbing given
their additional redundancy.

RESEARCH PROVISION

As it was noted earlier, for SEC-DED-DAEC codes
there is a probability of erroneous detection of double
non-contiguous error as double contiguous, which
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subsequently leads to erroneous correction of code
word bits. The determination of such probability for
this or that code is carried out by means of functional
modeling.

For this purpose, a functional model was developed,
presented as a program in C++, developed in the
Microsoft Visual Studio® environment. The main logical
parts of the program are described below:

1) variable initialization block (generating G-matrix
and validating H-matrix);

2) information word generation
(one-dimensional Boolean array)
a pseudorandom function;

3) information word coding block by enumerating
the columns of G-matrix. When one appears, an
XOR operation is performed on the current bit of
the codeword and the corresponding bit of the
information word;

4) a block for introducing a double non-adjacent error
using a pseudorandom function to determine random
non-adjacent positions and subsequent inversion of
the codeword bits;

5) error syndrome detection block by enumerating
columns of the H-matrix. When one appears, an
XOR operation is performed on the current bit of
the syndrome and the corresponding bit of the
codeword;

6) block of double adjacent error detection by
comparing the resulting syndrome with the
syndromes of double adjacent errors resulting from
the XOR operation on two neighboring columns of
the H-matrix;

7) block for detecting a double non-adjacent error.
A double non-adjacent error is detected if a double
adjacent error is not detected.

The algorithm goes through a large number of
iterations. The probability of error-free detection of
a double non-adjacent error is determined by the ratio
of the number of outcomes of double non-adjacent
error detection to the total number of code words with
introduced double non-adjacent error that have passed
through the algorithm.

In order to determine the resources required to
implement the encoder and decoder codes (the number
of logical elements), a simulation was performed. For
this purpose, a program was developed using the VHDL
language in the Quartus® development environment.
Functional debugging was performed in the ModelSim?
environment.

block
using

2 https://visualstudio.microsoft.com/ru/ (in Russ.). Accessed
February 16, 2023.

3 http://altera.ru/soft_quartus.html. Accessed February 16,
2023.

4 https://altera.co.uk/products/software/quartus-ii/modelsim/
qts-modelsim-index.html. Accessed February 16, 2023.

The logical parts of the encoder are organized as
follows:

1) initialization block for variables (CLK clock signal,
input data word and output codeword);

2) coding block. When the CLK signal changes,
a cycle of encoding the checksum bits according to
the G-matrix is started using the XOR operation;

3) codeword output block (initial information word
and control sum).

Logical parts of a decoder:

1) initialization block for variables (CLK clock signal,
input codeword, output corrected word);

2) error syndrome detection block. When the CLK
signal changes, the loop for the codeword bits is
started; the error syndrome is calculated according
to the H-matrix;

3) decoding block. Firstly, the case without an error is
checked (if the syndrome is zero). If the syndrome
is non-zero, the resulting syndrome is compared
to single error syndromes and error correction is
performed. If there are no coincidences with single
error syndromes, comparison with double adjacent
error syndromes and error correction takes place.
If there are no matches with syndromes, a non-
adjacent error is detected,

4) block of corrected word output.

Simulation was performed for FPGA Cyclone
IV E EP4CE6E22A7 (Intel, USA). As a result of the
synthesis, the number of used encoder and decoder logic
elements was counted.

Functional and simulation models for several
codes were developed in accordance with the presented
description. The main criterion for the selection of
the codes under study is the explicit description in the
scientific and technical literature of the H-matrices of the
codes. In this case, the probability of incorrect generation
of the check matrix is excluded, the research process is
simplified, and the probability of an error occurring in the
simulated results is minimized. Thus, the following codes
with 32-bit information word were chosen as the codes
under study: Dutta (39, 32) [17], Datta (42, 32) [18],
Neale (42, 32) [19], Reviriego (39, 32) [20],
Cha—Yoon (39,32)[21], Hoyoon—Yongsurk (41,32)[22].

In addition to the SEC-DED-DAEC codes, we
present for comparison data for one SEC-DED code,
namely, the Hsiao code [13], which is widely used
in the implementation of the EDAC mechanism for
memory.

RESULTS

The results of the studies are presented in the table.
The given data show that the leading positions are
occupied by the Datta, Neale and Hoyoon—Yongsurk
codes. While the Hsiao code shows the average values
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for the selected comparison criteria, it should be kept
in mind that it does not correct two adjacent errors.
Comparing them with each other in relation to the use
of FPGA configuration SRAM memory scanning, the
following recommendations can be made.

Table. Comparison of SEC-DED-DAEC codes according
to the criteria of error-free detection of a double
non-adjacent error and implementation complexity

Probability of Number of
error-free detection | encoder/decoder
Code .

of a double logical
non-adjacent error elements

Hsiao (39, 32) 63.4 164/332
Dutta (39, 32) 435 170/407
Datta (40, 32) 78.9 164/354

Neale (42, 32) 84.4 57/391
Reviriego (39, 32) 38.4 175/373
Cha—Yoon (39, 32) 60.7 123/272

Hoyoon—

Yongsurk (41, 32) 95.7 178/384

For the Datta code, the redundancy of the codeword
is aligned to the byte dimension, which can simplify the
construction of the FPGA configuration memory. While
the probability of error detection of double non-adjacent
error is the worst of the considered three codes, it is
slightly inferior to the Neale code. The complexities of
the coder and decoder code are low; the complexity of
the coder is average.

For the Neale code, the redundancy of the codeword
is not aligned with the byte boundary. The probability
of erroneous detection of double non-adjacent error is
average, but at a rather high level. Encoder complexity
is very low; decoder complexity is the highest.

The redundancy for the Hoyoon—Yongsurk code is
also not aligned with the byte boundary. Here, while the
probability of error detection of double non-adjacent
error is the best and encoder complexity is the highest,
decoder complexity is average.

The selection of one or another code choice for
implementation should take into account the initial
data for the planned space mission. If simplicity and
speed of implementation are critical with an acceptable
probability of false detection of double non-adjacent
error under conditions of low intensity of radiation
failures, the Datta configuration memory code can be
recommended for use in the EDAC mechanism. The
Neale code can also qualify for this position, but it has
the highest redundancy, and is not aligned on the byte
boundary. If the planned space mission is long-term and
will be carried out under conditions of a high failure
rate, it may be better to use the Hoyoon—Yongsurk code,

despite its relative implementation complexity and low
performance.

In addition, we note that the complexity of the
analyzed triplet codes, expressed in the number of
required logical elements for the implementation
of the encoder/decoder, on average corresponds to
the complexity of the commonly used Hsiao code.
Therefore, problems do not arise in terms of the use
of FPGA resources with their implementation for the
purpose of configuration memory scanning when
scrubbing.

CONCLUSIONS

The present work proposes that the algorithm of the
internal scanning method be changed for the internal
scrubbing of the FPGA SRAM configuration memory:
instead of one of the SEC-DED codes, such as the Hsiao
code, it is proposed to use one of the SEC-DED-DAEC
codes. In this case, both a single error and two adjacent
errors will be corrected in the configuration SRAM, which
will reduce the number of external partial configuration
memory scrubbing runs to correct double and larger
multiplicity errors, thus reducing the downtime of the
FPGA-implemented system associated with scrubbing
implementation.

SEC-DED-DAEC codes have one negative property:
non-zero probability of erroneous detection (and then
erroneous correction) of double non-adjacent error.
In addition, they have different redundancies for
storing the checksum in SRAM memory, as well as
various complexities of implementation, which can be
estimated by the required number of logical elements to
implement the encoder/decoder. A study was carried out
to determine the most efficient code according to these
criteria among SEC-DED-DAEC codes with known
check matrices. The results of the study showed that the
Datta, Neale, and Hoyoon—Yongsurk codes are optimal
from these positions. While the Hoyun—Yongsurk code
has almost zero probability of error detection of double
adjacent error, at the same time, it has the greatest
complexity. The Dutta code is the easiest to implement,
but the probability of detecting a double non-adjacent
error in error is about 20%. The Neale code occupies an
intermediate position. When selecting error correction
approaches, the choice of a particular code should be
determined by the requirements of the planned space
mission.
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Abstract

Objectives. The relevance of the study of magnetoelectric (ME) effect in ring ferromagnetic—piezoelectric
heterostructures is due to the possibility of creating various ME devices having improved characteristics. A detailed
investigation of the nonlinear ME effect in a ring composite heterostructure based on lead zirconate titanate (PZT)
piezoceramics and Metglas® amorphous ferromagnetic (FM) alloy under circular magnetization is presented.
Methods. The ME effect was measured by the low-frequency magnetic field modulation method. Excitation
alternating- and constant magnetic bias fields were created using toroidal coils wound on a ring heterostructure for
circular magnetization of the FM layer.

Results. When excited with circular magnetic fields in a non-resonant mode, the ME ring heterostructure generates
a nonlinear ME voltage of higher harmonics. The field and amplitude dependencies of the first three ME voltage
harmonics were investigated. ME coefficients were obtained for the linear ME effect a(’) = 5.2 mV/(Oe-cm), the
nonlinear ME effect a? = 6 mV/(Oe2.cm), and a® = 0.15 mV/(Oe3-.cm) at an excitation magnetic field frequency
f=1 kHz. The maximum amplitudes of the 1st and 3rd harmonics were observed at a constant bias magnetic field
H ~ 7 Oe, which is almost two times smaller than in planar PZT-Metglas® heterostructures.

Conclusions. A nonlinear ME effect was observed and investigated in a ring heterostructure based on PZT
piezoceramics and Metglas® amorphous FM alloy. Due to the absence of demagnetization during circular
magnetization of the closed FM layer, nonlinear ME effects are detected at significantly lower amplitudes of the
exciting alternating and constant bias magnetic fields as compared to planar heterostructures. The investigated ring
heterostructures are of potential use in the creation of frequency multipliers.

Keywords: nonlinear magnetoelectric effect, composite heterostructure, magnetostriction, ferromagnet,
piezoelectric effect
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Pe3iome

Llenun. AKTyanbHOCTb MCCNEOOBaAHUS MarHUToOanekTpuyeckmx (M3) xapakTepucTuK KOMbLEBbLIX FETEPOCTPYKTYP
«(peppoMarHeT1K-NbE303/1EKTPUK» 0OYCIOBIEHA CO3AaHNEM Ha NX OCHOBE MO-yCTPOMCTB C Y/y4LLIEHHBIMU Xapak-
TepucTukamu. Llenbto HacTosLen paboThl ABNSETCS AeTaNlbHOE NCCefoBaHne HennHenHoro MO-addekTa B Kosb-
LLeBOW KOMMO3UTHOWM reTEPOCTPYKTYPE Ha OCHOBE Nbe30KepaMmnku LmpkoHaTa-TutaHara ceuHua (LLITC) n amopdHo-
ro deppomariutHoro (PM) cninasa Metglas® npu ee LMPKYNSPHOM HaMarHUYMBAHNN.

MeToabl. M3-addekT nccnenosaH METOA0M HU3KOHACTOTHOM MOAYNALMM MarHUTHOro nons. Bo3byxpatolee ne-
pPEMEHHOE 1 MOCTOSIHHOE MarHUTHbIE NOJIS CMeLLEHMS Oblv CO3aaHbl NPY MOMOLLM TOPOUAASbHOM KaTyLUKW1, HAMO-
TaHHOW Ha reTePOCTPYKTYPY, 4S8 LMPKYASPHOro HamarHmineaHms GeppoMarHMTHOrO Cosi.

PesynbTatbl. OGHapyXeH HeNNHeENHbIN M3-addekT, 3aknoyalomMncs B reHepaLmn BbICLLMX rapMOHUK M3-Ha-
NPSXXeHUS NPy BO30YXAEHUN CTPYKTYPbI UMPKYASPHBIMU MarHUTHLIMW MOASIMU B HEPE30HAHCHOM pexuMe. Mccne-
[,0BaHbl MOSIEBLIE M AMMAUTYAHbIE 3aBUCUMOCTM NEPBbIX TPEX FAPMOHUK M3-HanpsxeHus. MNMoayyeHsl M3-koaddu-
LUMeHTbl ana nmHeiHoro M3-addekta all) = 5.2 MB/(3-cM) 1 ana HennHeliHoro M3-addekTa al?) = 6 MB/(32.cm)
n a® =0.15 MB/(33-cM) Npu yacToTe NEPEMEHHOrO MarHUTHOro nona f = 1 ku. Makcumymbl amnanTyg, 1-i n 3-ii
rapMoOHVK HaboAaNnCh NPU NOCTOSHHOM MarHUTHOM nose H ~ 7 3, 4To NoYTu B Ba pa3a MeHbLUE, YEM B MiaHap-
HbIX reTepocTpykTypax LITC-Metglas®.

BeiBoabl. O6HApYXeEH 1 ccnenoBaH HENMHENHbIN M3-3ddeKT B KONbLEBOI CTPYKTYPE HAa OCHOBE Nbe30KEPaAMUKN
LITC n amopdHoro ®M-cnnasa Metglas®. Bcneacteve oTCyTCTBMS pasMarHUHMBaHNS NP LMPKYISPHOM HamMarHm-
4ymBaHUN 3aMKHyTOro ®M-cnosi HenmHeliHblie M3-3pdeKTbl NPOSBASIOTCS NPU 3HAYUTESIBHO MEHBLLUVX aMMIUTYAaxX
BO30Y>XAAIOLLLEr0 NEPEMEHHOIO U YNPaBSoLLEro NOCTOSHHOIO MarHUTHBIX NMOJIEN MO CPaBHEHUIO C MiIaHAPHLIMU
reTepocTpykTypamMu. Miccnemyemblie KOnbLEBLIE CTPYKTYPbI MOMYT ObITb MCMONb30BaHbI /15 CO34aHUS HA X OCHOBE
YMHOXUTENEN YaCTOThl.

KnioueBble cnoBa: HeENMHENHbIN MarHMTOSﬂeKTpMHECKMm 3¢C|)GKT, KOMMNO3UTHaA reTepoCTpykTypa, MarHmTto-

CTPUKUMS, peppoMarHeTuK, Nbe30aNekTpuieckmnin apdekT
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Mpo3spayHocTb hMHAHCOBOW AeATENbHOCTU: ABTOPbI HE UMEIOT PUHAHCOBOM 3aMHTEPECOBAHHOCTU B MPEACTaB/IEH-

HbIX MaTepuanax nnm MetToaax.

ABTOpPbI 3aBASIOT 06 OTCYTCTBUM KOHMIMKTA MHTEPECOB.

INTRODUCTION

Magnetoelectric (ME) effects in composite
multiferroic heterostructures containing mechanically
coupled piezoelectric (PE) and ferromagnetic (FM)
layers manifest themselves in the appearance of sample
polarization when it is placed in an external magnetic
field due to a combination of magnetostriction of the
FM layer and the piezoelectric effect of the PE layer [1].
Such structures are of great interest due to their practical
application for the creation of highly sensitive sensors
of alternating and permanent magnetic fields, actuators,
radio signal processing devices, transformers, etc. [2-5].

There is currently increasing interest in the study
of ring composite heterostructures consisting of PE and
FM layers. The characteristics of a linear ME effect
observed in such heterostructures based on lead zirconate
titanate (PZT) piezoceramics and Ni-based FM layers
and amorphous Metglas® FM alloy when magnetized
by an external field in the plane or along the ring axis
have been studied [6-8]. Tunable transformers [9] and
inductors [10], in which the inductance is tunable by
1000% under the action of constant magnetic and electric
fields, were fabricated based on the ME ring composite
heterostructures. A number of current sensor designs
based on ring-ME structures have been proposed [11].

There is a wide interest in the study of nonlinear
effects in ME heterostructures, such as the generation
of harmonics and combinational frequencies, bistability,
hysteresis suppression [12], forming the basis the design
of devices for frequency multiplication and alternating
magnetic field spectrum analysis. Due to the significant
influence of demagnetization effects in the FM layer, the
study of such effects in planar heterostructures requires
constant and alternating magnetic fields of the order of
units to tens of Oe.

At the same time, circular magnetization of ring
heterostructures seems a promising avenue of enquiry [13].
By such means, it may be possible to achieve a significant
decrease in demagnetization effects at the same time as
increasing the efficiency of ME conversion at reduced
bias magnetic fields due to the closed magnetic flux
in the ring FM layer. In connection with the above, the
study of nonlinear ME effects in ring heterostructures
during circular magnetization is of great interest. To the

best of the present authors’ knowledge, the present work
represents the first study into nonlinear ME effects in
ring heterostructures excited by circular magnetic fields.
Here, the nonlinear ME effect of voltage harmonics
generation in a two-layer ring heterostructure consisting of
PZT-19 piezoceramics and Metglas® tape of amorphous
magnetic alloy under circular magnetization by alternating
and constant magnetic field was observed and studied.

SAMPLES AND MEASURING METHODOLOGY

A schematic representation and an appearance of
the investigated two-layer heterostructure is depicted
in Fig. 1. The investigated heterostructure comprises
a two-layer ring with an outer layer made of PZT-19
piezoceramic (NII ELPA, Russia), bounded with an
inner FM layer made of Metglas® 2605SA1 amorphous
magnetic alloy (Metglas® Inc., USA). The ends of the FM
layer have been overlapped. The layers were joined using
a cyanoacrylate adhesive at a thickness of ~3 um (Weiss,
CA-500.200, Germany). The overlap of the opposite ends
of'the amorphous tape was less than 1 mm. The FM layer
had alength L = 50.2 mm, thickness a =27 um, width
w,, = 5 mm, saturation magnetostriction Ay = 25 - 1076,
and magnetic permeability u = 104, Radially polarized
piezoceramic ring of Pb(Zr Ti,  )O5 (PZT) composition
had an inner diameter of 16 mm, thickness a_ = 1 mm
and width w_= 5 mm. Ag-electrodes were deposited to
the outer and inner surfaces of the PZT ring. PZT-19
piezoceramics is characterized by piezoelectric
modulus values dy; = 175 pC/N and relative dielectric
permeability € = 1750.

Two toroidal coils of copper wire of 0.2 mm diameter
having a number of evenly distributed windings
N = 90 are wound on the ring. One coil generates
a circular bias constant magnetic field H = 0-115 Oe by
passing through it a current of /;, = 0-5 A from an
AKTAKOM APS-7305 supply source (AKTAKOM,
Russia). A circular alternating magnetic field Acos(2nf?)
having an amplitude up to # = 3.45 Oe and frequency
f=0-100 kHz was created by the second coil connected
to an Agilent 33210A waveform generator (Agilent
Technologies Inc., USA). The amplitude of the magnetic
field was determined analytically using the formula

NI
H = Py where 7 is the middle line of the toroidal coil,
e
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N is the number of windings, and / is the current passing
through the coil. Frequency spectra of the ME voltage
were recorded using a Tektronix TDS3032B digital
oscilloscope (Tektronix Inc., USA).

During the course of the study, voltage (u)
dependencies and Fourier spectra were obtained
at different excitation amplitudes (%) and constant
magnetic fields (H), from which the field and amplitude
dependencies of the 1st, 2nd, and 3rd harmonics of
output ME voltage were obtained.

-~
N
PZT Metglas}

ac

(a) (b)

Fig. 1. Schematic representation (a)
and appearance (b) of a PZT-Metglas® ring
heterostructure with toroidal coils

RESULTS

At excitation of the structure by an alternating
magnetic field of amplitude 2 = 0-3.45 Oe with
a frequency f; = 1 kHz in a circular constant field
H = 0-115 Oe, a nonlinear effect of ME voltage
harmonics excitation was detected. The measurements
were carried out away from the resonant frequency of
the structure f, = 54.2 kHz. In the spectrum measured at
H =0.45 Oe and i = 3.45 Oe (Fig. 2), sixteen peaks are
observed corresponding to the ME voltage harmonics
with frequencies f, = f| - n, where n is an integer. The
amplitudes of the first three peaks were u(!) = 1.8 mV,
u®=7.15mV, and u® = 0.6 mV, respectively.

g 1IN
g A

f, kKHz

Fig. 2. Fourier spectrum of ring heterostructure ME
voltage at h = 3.45 Oe with a frequency f; = 1 kHz and
H=0.450e

Values of ME coefficients of the 1st, 2nd, and 3rd
harmonics can be estimated as o = u®/(h"a_). Hence,
al) = 52 mV/(Oe-cm), 0® = 6 mV/(Oe*cm), and
a® = 0.15 mV/(Oe3-cm), respectively. In the absence
of a constant magnetic field, only even harmonics were
observed. These harmonics can be attributed to the
nonlinear dependence of the magnetostriction A(H) of
the FM layer on the constant magnetic field A [13].

Figure 3 shows the dependencies of the amplitudes
of the 1st, 2nd, and 3rd harmonics on the constant
magnetic field A at & = 3.45 Oe based on the obtained
Fourier spectra of the ME voltage. The shape of curve
uM(H) for the 1st harmonic (Fig. 3a) is typical for the
linear ME effect. The amplitude maximum
ul) =13.4mV achieved in the field H{) ~6.8 Oe
followed by a monotonic decrease as the constant
magnetic field increases up to /=115 Oe. The maximum
ME voltage corresponds to the highest value of the
piezomagnetic  coefficient of the FM Ilayer

AMD(H) =0/ 0H|,, , where A(H)isthe field dependence
of the magnetostriction of the FM layer.

Figure 3b shows the dependencies of the amplitudes
of the 2nd u®(H) and 3rd u®)(H) harmonics on the
constant magnetic field A. The amplitude of the second
harmonic uggx =7.15mV is highest at Hl(nz) =0, and
then monotonically decreases with increasing field to

reach a minimum ur(fl)n =0.1mV at H = HI(I%) =~ 5.6 Oe.
Note that the graph u®?(H) does not show a local
minimum or subsequent local maximum typical for the
field dependence of the 2nd harmonic in planar
heterostructures [14, 15].

The amplitude of the 3rd harmonic at /= 0 has a value
u® = 0.4 mV. When the magnetic field increases, two local
maxima ul(fgax =12mV and u§3n)1ax =14mV are
observed in the fields H1(1313 ~0.9 Oe and ng)l ~1.4 Oe,
respectively. Subsequently, the amplitude of the 3rd
harmonic monotonically decreases to zero at H ~ 5.6 Oe.

Figure 4 shows the dependencies of the ME voltage
amplitudes of the 1st, 2nd, and 3rd harmonics on the
amplitude of the excitation alternating magnetic field 4.
Measurements were performed in the optimal magnetic
fields H_ obtained from the curves shown in Fig. 3:
HD ~680e, HP=00e, and HS) =140,
respectively.

The amplitude of the st harmonic can be seen
to linearly depend on the value of 4 throughout the
range of amplitudes of alternating magnetic fields
h = 0-3.45 Oe. The amplitude of the 2nd harmonic
increased in proportion to /4% across the entire range
while the amplitude of the 3rd harmonic is proportional
to /3. This type of dependence corresponds to theoretical
calculations of the ME voltage u™ ~ " [14], where n is
the sequence number of the harmonic; /4 is the amplitude
of the alternating magnetic field.
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Fig. 3. Dependencies of ME voltage amplitudes of the 1st (a), 2nd, and 3rd (b) harmonics
of the ring heterostructure ME voltage on the constant magnetic field H
15 The expression for the ME voltage can be written in

A 1st harmonic

= 2nd harmonic

e 3rd harmonic

h, Oe

Fig. 4. Dependencies of the ME voltage amplitudes
of the 1st, 2nd, and 3rd harmonics of the ME voltage

on the field amplitude h at H{) =6.8 Oe, H{ =0 Oe,
and H) =1.4 Oe, respectively. The solid lines are
the power-law approximation

DISCUSSION

The appearance of the ME voltage harmonics is due
to the nonlinear dependence of the magnetostriction of
the FM layer on the magnetic field. By decomposing
the function describing the magnetostriction A(H) into
a Taylor series in the vicinity of the field H at H << h, we
obtain the equation:

2 mh3
MH) = MHy)+ gh +pT+T"” (1)

where ¢, p, and m are the 1st, 2nd, and 3rd derivatives of
magnetostriction by magnetic field, respectively.

the following form
u(H) = Adi(H), 2

where A is the coefficient that depends on the
parameters of the PE and FM layers and the method of
its constraint; d is the piezoelectric modulus module of
the PE layer.

Substituting Eq. (1) in Eq. (2) and taking into
account that the alternating magnetic field is given as
h = hy cos(2nft), we obtain:

u(H) =uy(H,) +u; cos(2mfi) +
+ uy cos(4mnft) + uy cos(6mfi). ...

€)

The first term in (3) denotes the constant component
of'the ME voltage, the second term denotes the generated
ME voltage at the excitation field frequency, and the
third and fourth terms describe the generation of the 2nd
and 3rd harmonics of the ME voltage, respectively [16].

To the authors’ knowledge, there are currently no
published works in which multiple harmonics of higher
orders have been observed in a planar heterostructure
of similar composition. Although ~100 harmonics
were previously observed in the langatate-Metglas®
heterostructure [17], these occurred at a larger pumping
amplitude / = 20-25 Oe of the alternating field.

Some peculiarities can be noted in the results of the
study of the nonlinear MPE effect in the FM—PE ring
structure. In contrast to ring structures, the magnetic
field inside the FM layer H, in planar structures is
connected with the external field A by the relation

in , where N is the demagnetization factor

- 1+ Np
and p is the magnetic permeability of the FM layer [18].
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Hence, it follows that demagnetization reduces both the
constant and the excitation alternating field inside the
FM layer in a planar heterostructure. In a ring
heterostructure with circular magnetization, the magnetic
flux in the FM layer is closed (N = 0). Therefore, inside
the FM layer H, = H and h,, = h, which leads to a change
in the shape of the magnetostriction dependence on the
external field M(H), in particular, to a decrease in the
magnetostriction saturation field.

In the studied structure (Fig. 3), the maximum of the

Ist harmonic was observed in the field H{) ~ 6.8 Oe.
Amplitude u(M) reached 90% of the maximum in the field
~4 Oe, which is several times less than in planar
PZT-Metglas® heterostructures [19, 20].

Due to the absence of demagnetization in the ring
heterostructure, the nonlinear ME effects appear at lower
amplitudes of the external excitation field 4. Apparently,
this is associated with a change in the shape of the AM(H)
dependence in the ring structure. In the dependence
plot of the amplitude of the 2nd harmonic, the local
maximum has disappeared, while in the dependence plot
of the 3rd harmonic, it remains [17].

Valuesof ME coefficients ofthe2nd and 3rdharmonics
can be estimated as a® = u®/(h%a_) = 6 mV/(Oe*cm)
and o) = u(3)/(h3ap) =0.34 mV/(Oe3-cm), respectively.
The obtained ME coefficient values are comparable
to the ME coefficients in the PZT-Metglas® planar
structure of similar composition a® = 9.6 mV/(Oe?cm)
and a® = 0.4 mV/(Oe*cm) measured at the same
excitation field frequency [16].

CONCLUSIONS

In the present work, a nonlinear ME effect of the
generation of higher harmonics of the ME voltage
was observed when a ring two-layered PZT-Metglas®
heterostructure is excited by circular magnetic fields

in non-resonant mode. In the course of the study, we
observed sixteen harmonics of the ME voltage in
nonlinear mode when the structure is excited by an
alternating magnetic field with a frequency of 1 kHz.
Nonlinear ME effects in the ring heterostructure
were detected in smaller magnetic fields compared to
planar structures; this is associated with almost zero
demagnetization of the FM layer. In particular, the
maximum amplitudes of the 1st and 3rd harmonics were
observed at H ~ 7 Oe, which is almost half as much as in
planar PZT-Metglas® heterostructures.

The obtained results based on the investigated
ring ME heterostructures demonstrate the possibility
of creating efficient solid-state frequency multipliers
excited by alternating magnetic fields of the order of
oersted units.
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Abstract

Objectives. The investigations of optical radiation sources and metrological detector characteristics in the
infrared (IR), visible, and air ultraviolet (UV) spectral regions are partially based on the unique metrological properties
of synchrotron radiation. The aim of this work is to develop a high-precision method for determining the storage
ring accelerated electron number with synchrotron radiation of a single electron to establish spectroradiometry and
photometry units.

Methods. By determining the number of accelerated electrons, any storage ring can be used to calculate the
synchrotron radiation characteristics at wavelengths of many large then the critical wavelength in the visible, air UV,
and IR regions of the spectrum. This makes it possible to determine the main metrological characteristics normalized
to the number of electrons, such as luminous intensity, luminance, illuminance, radiant power, radiance, irradiance,
etc., regardless of the energy of the electrons.

Results. When applying the method for determining the number of accelerated electrons at low currents of the
electronic storage ring, a total standard deviation of the number of accelerated electrons is less than 0.01% for an
exposure range of the CCD matrix from 1072to 3 - 103 s in a wide dynamic range of 1-101° electrons per orbit.
Conclusions. The use of a CCD-based radiometer-comparator calibrated by responsivity on a synchrotron
radiation source is particularly relevant in monitoring luminance contrast thresholds and spatial distribution of
object and background brightness, as well as determining metrological characteristics of optoelectronic measuring
instruments, including CCD cameras, radiometers, spectroradiometers and photometers.

Keywords: synchrotron radiation, responsivity threshold, luminance contrast, luminance spatial distribution,
measuring instruments
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HAYYHAA CTATbA

Hcnoab3oBanue CHHXPOTPOHHOI'0O U3JTYIYCHUA
OTAC/IBHOTIO JJICKTPOHA JAJHA CHCKTPOPAANOMETPHUH
OIITHYECCKOI'O 1amma3oHa

A.C. Curos 1, E.P. JlazapeHko 2,

H.B. FonoBaHoBa !, 0.A. MuHaeBa - @,
C.WU. AueBckuii ', P.B. Munaes 3,

Nn.10. NywkwuH 1

T MUNP3A — Poccuiickuii TexHoI0rm4eckuii yausepcutet, Mocksa, 119454 Poccusi

2 PenepasibHOE areHTCTBO M0 TEXHNYECKOMY PEeryampoBaHmio n meTponorim (Pocctanaapt), Mocksa,
125039 Poccus

3 000 «BnekTpoctekno», Mocksa, 119571 Poccus

@ AsTOp AN9 nepenvcku, e-mail: minaeva_o@mirea.ru

Pe3iome

Llenu. NccnepoBaHme METPONIOrMYECKUX XapPaKTEPUCTUK MCTOYHUMKOB U MPUEMHUKOB OMNTUYECKOrO U3My4eHUs
B MHppakpacHon (LK), Buanmoii n 6nmxHein ynstpadunonetosoin (YP) obnactax crnekrpa B 3Ha4YMTESIbHOW Mepe
OCHOBaHO Ha 1CMOJIb30BaHUW YHUKAJbHbIX METPOJIOMMYECKNX CBONCTB CUHXPOTPOHHOIO 13nyyeHus. Liensio paboThl
SIBNSIETCS PA3BUTME BbICOKOTOYHOINO MeTOAA ONPEeaeneHNs YMCna YCKOPEHHbIX 9N1IEKTPOHOB HAKOMUTENBbHOIO KOJb-
112, OCHOBAHHOIO Ha MUCMOMb30BaHUN CUHXPOTPOHHOIO U3NyYEeHNs OTAENbHOIO 3/1EKTPOHA AJ19 BOCMPOU3BEAEHMS
€OVHUL, BENIMYNH CNEKTPOpaanomMeTpumn n GoToMeTpun.

MeToabl. OnpeneneHe Yncna yCKoOpeHHbIX 3JIEKTPOHOB NMO3BOJISET A5 NI060ro HaKOMUTENBHOIO KOJbLia Paccym-
TaTb XapakTEPUCTUKN CUHXPOTPOHHOIO U3y4EeHUS Ha ASIMHAX BOJSIH, HAMHOIO 6ONbLUMX KPUTUHYECKOM AJIMHBI BOJIHBI,
T.e. B BUOUMOW, 6nvxHen YP- n MIK-obnacTtax cnekrtpa. 1o obecneynsaeT BO3MOXHOCTb, BHE 3aBMCUMOCTU OT
SHEepPrun 3NeKTPOHOB, ONPEAENNTb HOPMUPOBAHHbBIE HA YMCIIO SIEKTPOHOB OCHOBHbIE METPOIONMYECKME XapakTe-
PUCTUKM, TAKME KaK CUJIa CBETA, APKOCTb, OCBELLEHHOCTb, CUla U3Ny4EeHUs1, SHEpreTn4eckas OCBELLEHHOCTb, SHEP-
reTuyeckast SpkocTb 1 Apyrue.

PesynbTartsl. [[pyMeHeHne MeToaa onpeaeneHns YnNCcaa YCKOPEHHbIX 3/1IEKTPOHOB NPU MasbiX TOKax 3/1eKTPOHHO-
FO HAaKOMUTENLHOrO KOJbLA NMO3BONSET 06ECNeynTh B LUMPOKOM AMHaMuYeckoM avanasoHe 1-1010 anektpoHos Ha
opbuTe 3HauYeHe CyMMapHOro cpeagHekBaapaTuiyeckoro otTkiioHeHms He 6onee 0.01% ons guana3oHa aKCno3nuni
Np1BOPOB ¢ 3apsaoBoi cBa3blo (M3C-matpuupl) oT 1072 0o 3- 103c.
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BeiBOoAbl. [pyMeHeHe pagrMomMeTpa-koMnapaTopa Ha ocHoBe Teneckona ¢ N3C-maTpuueli, oTkanMbpoBaHHOIo
Mo YyBCTBUTENIbHOCTM Ha UCTOYHUKE CUHXPOTPOHHOMO U3MTy4eHNsi, 0COBGEHHO akTyasibHO MPY KOHTPOJIE MOPOroBbIX
3HAYeHW APKOCTHOrO KOHTpAacTa U MPOCTPAHCTBEHHOIO pacnpeaeneHns spkoct o6bekTa 1 GoHa, a Takke onpe-
OeneHns MeTPOosIorM4ecKmX XapakTepucTIK ONTUKO-31eKTPOHHbIX CPeAcTB M3MepeHuit, Bkitodasa N3C-kamepsl, pa-

OVOMETPbI, CNEKTPOPAAMOMETPLI U HGOTOMETPbI.

KnioueBble cnoBa: CUHXPOTPOHHOE NU3Mly4EHNE, MOPOr YYBCTBUTENBHOCTU, IPKOCTHbBIN KOHTPACT, MPOCTPaHCTBEH-

HOE pacnpeneneHne apkoCcTn, CpeacTsa N3SMepPEHUNn

e Moctynuna: 05.06.2023 » Aopa6oTaHa: 23.06.2023 ¢ MNMpuHaTa k onyonukoBaHuio: 11.07.2023

Ana uumtnpoBaHua: Curos A.C., JlasapeHko E.P., lonosaHoBa H.B., Munaesa O.A., AHesckuii C.1., MuHaes P.B.,
MywkuH M.10. lcnonb3oBaHMe CUHXPOTPOHHOTO U3NTYy4YEHUS OTAENIbHOMO 31IEKTPOHA /15 CNEKTPOPaauOMETPUM ONTrnye-
ckoro amanasona. Russ. Technol. J. 2023;11(5):71-80. https://doi.org/10.32362/2500-316X-2023-11-5-71-80

Mpo3spayHocTb pMHAHCOBOWM AeATENIbHOCTU: ABTOPbI HE UMEIOT PUHAHCOBOM 3aMHTEPECOBAHHOCTU B MPEACTaB/IEH-

HbIX MaTepuanax nnm MetToaax.

ABTOpbI 3aBASIOT 06 OTCYTCTBUM KOHMIMKTA MHTEPECOB.

INTRODUCTION

The solution of topical spectroradiometry and
photometry problems is based on the use of reference
sources and receivers of radiation in the infrared (IR),
visible and ultraviolet (UV) regions of the spectrum [1-3].
Spectroradiometry methods play an important role in
various fields of science and technology, including
plasma diagnostics, photochemistry and photobiology,
as well as astronavigation, Earth remote sensing, solar
activity diagnostics, the study of fluid properties in
the terahertz range, localization of remote objects, and
nanoelectronics [4, 5].

Despite the success of national metrology
institutes (NMIs) in creating spectroradiometry
standards, significant difficulties are faced when assessing
the quality of radiometers and photometers used in
scientific research, as well as when evaluating efficiency
and risks involved in UV radiation and photometric
characteristics of emitters in areas of production,
transport, labor protection, sanitary and epidemiological
surveillance, etc. [6—8]. International key comparisons
of K2c¢ absolute spectral sensitivity of reference
detectors UV radiation conducted by the International
Bureau of Weights and Measures (BIPM) showed that,
out of 14 participants, NMIs Physikalisch-Technische
Bundesanstalt! (Germany), VNIIOFI? (Russia), and
NIST? (USA) meet accuracy requirements in the spectral
range of 200400 nm [9, 10].

Blackbody models and synchrotron radiation
sources are used as primary standards for photometry
and spectroradiometry units in the infrared, visible, and

I https://www.ptb.de/cms/en.html. Accessed June 05, 2023.

2 All-Russian Research Institute of Optical and Physical
Measurements. https://www.vniiofi.ru/ (in Russ.). Accessed
June 05, 2023.

3 National Institute of Standards and Technology. https://
www.nist.gov/. Accessed June 05, 2023.

air-ultraviolet regions of the spectrum [11, 12]. However,
due to the limitation of the radiance temperature of the
blackbody model to 3500 K, it is not possible to extend
the working spectral range into the short-wave UV
region of the spectrum, while the radiance temperature
of synchrotron radiation is regulated by changing the
energy of the electrons from thousands to tens of millions
of degrees Kelvin.

The  determination  of  photometry  and
spectroradiometry units by primary standards are
associated with a number of problems on which leading
NMIs have been working for many years. For example,
the blackbody model requires a determination of the
radiation temperature, accurate registration of weak
fluxes of UV radiation against the background of
powerful IR radiation, and ensuring the equal luminance
of the emitting area. When using a synchrotron as
a reference emitter, it is necessary to ensure the accuracy
of electron beam diagnostics.

When using cryogenic radiometers as primary
reference receivers, the main errors are related to low
responsivity and heat exchange between the receiving
cavity, housing and superconducting elements, as
well as the need to compare radiation fluxes across
a wide dynamic range [13]. The high intensity of
synchrotron radiation, absence of lines in the spectrum,
and high radiance temperature allow the use, along
with a cryogenic radiometer, of an ionization chamber
and a Golay detector [14]. In addition, synchrotron
radiation can be used to conduct metrological studies
of the characteristics of multilayer surface coatings and
calculate the spectral responsivity of secondary reference
radiation detectors using the dependence of detectors
signals on the energy of accelerated electrons [15, 16].

Thus, in order to solve the problems arising in the
investigations of sources and detectors metrological
characteristics in the infrared, visible, and air-ultraviolet
regions, the development of techniques based on the use

Russian Technological Journal. 2023;11(5):71-80

73


https://www.ptb.de/cms/en.html
https://www.vniiofi.ru/
https://www.nist.gov/
https://www.nist.gov/
https://doi.org/10.32362/2500-316X-2023-11-5-71-80

Synchrotron radiation of a single electron application
for optical spectroradiometry

Alexander S. Sigov,

of the unique metrological properties of synchrotron
radiation is of particular interest.

SYNCHROTRON RADIATION RADIOMETRY

The spectral characteristics of synchrotron radiation
are calculated with high-accuracy measurements of the
electron orbital radius, energy, and number of accelerated
electrons [17]. The distribution of the spectral radiance of
synchrotron radiation over the emitting area is described
by the following expression:

2 2
L(x,y) = %(Xﬁ/}\,)“ yg |:1 + ('}/\P)z:| X
X'y
x {K2,5(8)+ K25 @0¥)? [[1+(r9) ]|
2 ) (1)
(v-x%) (V=)
X €eXp o ,2 — G 12 .
X y

where L is the spectral radiance of the synchrotron
radiation (W/m3-sr); x' and y' are coordinates of
two-dimensional emitting region in the orbital and
perpendicular planes; x;, and y; are coordinates of
maximum of synchrotron radiation spectral radiance
distribution; N is the number of accelerated electrons;
Y = E/E,, is the relativistic factor; E is the energy of the
accelerated electron, £, = 0.511 MeV is the rest energy
of the electron; e is the charge of the electron; ¢ is the
speed of light; R is the radius of the electron orbit in the
radiation point; D is the integral of the two-dimensional
Gaussian distribution; o6, and o, is the standard
deviation of the spatial distribution of the spectral
radiance of the electron clot in the orbit plane and
perpendicular plan; A, = (4/3)mRy™3 is the critical
wavelength; A is the wavelength; ¥ is the deflection
angle from the orbital plane; K,, and K,, are
modified Bessel functions (McDonald functions);
&= [AJ2W][1 + (y'¥)*]*? is the argument.

The two-dimensional Gaussian distribution integral
D is calculated according to the formula:

(xr_xro)z (yr_yro)2

2 2
26, 20 %

1 '
D:IIW exp| — dx'dy’.

Figure 1 shows the dependence of the modified
Bessel functions (McDonald functions) K 5, K, ; on the
wavelength normalized to the critical wavelength A, of
the synchrotron radiation spectrum [17].

Equation (1) describes the spectral and angular
distribution of the spectral radiance in the polarization
o- and m-components of synchrotron radiation. The
polarization vector of the 6-component, which lies in the

etal.

o =
100 4------ pEEEDE EEEEEE - os -

! : 1 Kz
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Fig. 1. Dependence of modified Bessel
functions (McDonald functions) K 5, K5,3 0n wavelength

plane of the electron orbit perpendicular to the induction
vector of the deflecting magnetic field, is described by the
first term of Eq. (1), while the polarization vector of the
n-component lying in the plane parallel to the magnetic
field induction vector is described by the second term.

A universal function AMA,) of the spectral
distribution of the synchrotron radiation flux is obtained
by integrating Eq. (1) over the emitting region of the
electron clot and the deflection angle from the electron
orbital plane [18].

The universal function shown in Fig. 2 is used to
calculate the characteristics of synchrotron radiation
by specifying the critical wavelength A of the electron
storage rings.

1 3

0.1

f(A/AG)

0.01 4

0.001

0.1 1 10 100
AA

1000

10000
C

Fig. 2. Universal spectral distribution function
of the synchrotron radiation flux

The energy of the electrons in the electron storage
ring is determined by absolute measurements of the
magnetic field induction at the emitting point of the
electron orbit, by the wavelength of the Compton
backscattering of photons on accelerated electrons, or
by relative spectral measurements of the synchrotron
radiation flux. The orbital radius of the electron storage
ring is determined by the frequency of the accelerating
high-frequency field.

The most important and challenging task of
synchrotron radiation spectroradiometry is determining
the number of accelerated electrons with high accuracy.
At synchrotron radiation sources, the number of
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accelerated NMI electrons is measured by comparing
the spectral radiance of the blackbody model and the
synchrotron in the visible region of the spectrum; i.e.,
for spectroradiometry, the relative spectral distribution
of synchrotron radiation spectral radiance with
absolutization in the visible range is used according
to the black body model. Over a number of years, an
accurate method for measuring the number of electrons
with an error not exceeding a hundredth of a percent
was developed using synchrotron radiation sources
for spectroradiometry and photometry. The method
of particle number measurements is based on Fourier-
transformation of the signal of a telescope with a charge-
coupled device (CCD) matrix proportional to the spectral
radiance of synchrotron radiation; here, isolation of
a single electron in a relativistic orbit of an electron
storage ring is used with filtering of high-frequency
spatial harmonics to ensure a wide linear range of
responsivity of the detector.

RADIOMETER-COMPARATOR

A radiometer—comparator (made in Russia) includes
an achromatic refractor telescope with a focal distance of
6 m and an aperture of 150 mm, containing a cooled CCD
matrix, a set of interference filters for the UV, visible,
and IR spectrum ranges, as well as filters for spectral
responsivity correction according to the relative spectral
luminous efficiency of monochromatic radiation [19].
The use of a cooled CCD matrix for dark signal
subtraction ensures the possibility of measurements at
decreasing beam current in a wide range of exposures
from 0.1 to 4000 s. A general view of the comparator
radiometer on the synchrotron radiation channel is
shown in Fig. 3.

Fig. 3. General view of the radiometer comparator
on the synchrotron radiation channel

The cooled CCD matrix comprises 3326 X
x 2504 pixels of 5.4 x 5.4 pm with 16-bit sampling of
signal values. The comparator radiometer is mounted on
the white channel of the electron storage ring without

monochromatization of synchrotron radiation at a fixed
distance from the emitting point of the orbit.

MEASUREMENT OF THE NUMBER
OF ELECTRONS IN THE ORBIT

Synchrotron radiation flux, which is characterized
by a uniform angular distribution in the horizontal
plane of the electron orbit, has a complex angular
dependence of the intensity of polarization components
and the degree of polarization in the vertical plane [18].
The influence of axial oscillations of the clot electrons
further complicates the angular dependence of the
intensity of polarization components in the vertical
direction, as determined by the convolution of the
angular distribution of the synchrotron radiation of
an individual electron and the distribution of clot
electrons by angles of deviation from the orbital plane.
The choice of telescope aperture is determined by the
need to integrate the flux of synchrotron radiation in
the vertical plane over the receiving surface of the
CCD matrix.

To exclude distortions in the distribution of the
energy illumination recorded during the integration of
the CCD matrix pixel signals, the pixel responsivity is
equalized to eliminate the zone inhomogeneity of the
telescope transmission coefficient. Figure 4 shows the
distribution of CCD matrix pixel signals corresponding
to the Gaussian distribution of spectral radiance over the
emitting region of the synchrotron.

Fig. 4. Distribution of the CCD matrix pixel signals

The image on the CCD matrix is formed by multiple
passage of electrons through a relativistic orbit. To
reduce the influence of the CCD matrix noise when
recording small fluxes of synchrotron radiation, forward
and reverse Fourier transforms with filtration of high-
frequency spatial harmonics are used. Calculation of
energetic characteristics of synchrotron radiation of
a single electron allows estimating the noise level and
responsivity threshold for the comparator radiometer
which does notexceed 1071 W/(nm-m?-sr). An important
metrological property of synchrotron radiation is the
perfect Gaussian distribution of the spectral radiance
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over the radiating region of the electron storage ring
due to the axial, radial, and phase oscillations of the
clot electrons. As the number of electrons decreases,
the integral signal decreases proportionally. In this case,
the relative distribution of the spectral radiance over the
emitting region does not change, allowing the Gaussian
distribution to be used to obtain a uniform responsivity
of the comparator radiometer over the receiving surface
of the CCD matrix.

Adjustment of the electron beam current of the
storage ring in a wide dynamic range is carried out
while controlling the relative number of electrons by
the integral flux of synchrotron radiation keeping the
spectral and angular distribution constant. For the
first time, registration of a single electron in orbit was
carried out on a first-generation electron storage ring
using a photomultiplier tube. When a single electron is
singled out in orbit for high-precision reproduction of
spectroradiometry and photometry units the spectral
radiance of synchrotron radiation has Gaussian
distribution due to high frequency of electron circulation,
which allows higher spatial harmonics to be excluded
during signal registration, radically reducing noise level
and increasing accuracy when integrating pixel signals
in a wide exposure range from milliseconds to one hour
using direct and inverse Fourier transform with high-
frequency filtering.

First, it is necessary to provide a responsivity
linearity range of CCD matrix in ten orders of magnitude
taking into account random and systematic errors of
shutter response time, signal reading noise and possible
saturation of pixel charges. The CCD matrix signal
is measured when the exposure time changes, but at
a constant value of the synchrotron radiation flux. The
high stability of energy characteristics of synchrotron
radiation at fixed electron beam current allows CCD
matrix signals to be compared even at maximum
exposures.

At the beginning of the cycle of absolute electron
number measurements using the synchrotron radiation
flux of a single electron, the choice of the minimum
exposure of the CCD matrix corresponds to the
maximum beam current of the electron storage ring.
The sequential decrease in the electron-beam current
along with the decrease in the signal proportional to the
synchrotron radiation flux is compensated by increasing
the exposure time. The difference in the signals obtained
before the current decrease and following the exposure
time increase indicates the nonlinear dependence of the
CCD matrix responsivity on the exposure time, thus
requiring the introduction of correction coefficients.
To reduce the electron-beam current, a scriber is used,
which allows electrons to be removed from the orbit of
the storage ring in steps, so that the last electron remains
on the orbit, which can be held for several hours.

Figure 5 shows the step change of the CCD matrix
signals when the electrons are removed from the orbit of
the electron storage ring.
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Fig. 5. Diagram of the step decrease of the CCD matrix
signals when electrons are removed from the orbit:
(a) diagram from 400 000 to 1 electron;

(b) fragment of the diagram from 27 to 1 electron;
(c) fragment of the diagram from 6 to 1 electron

Figure 5a shows the step change in the CCD matrix
signal proportional to the number of electrons in the orbit
on a logarithmic scale, starting at frame 26, with a signal
of 400 000 relative units. According to the scriber, the
signal decreased rapidly from frame 26 to frame 35 to
110 units. The stability of the synchrotron radiation flux
was checked for several hours to estimate the standard
deviation of the CCD matrix signals from frame 35 to
frame 57. During this time, the electron clot did not
lose a single electron; the signal standard deviation did
not exceed 0.01%. Frames 58 and 60 illustrate a signal
decrease by a factor of 5; from frame 61, synchrotron
flux stability was repeated with estimation of the signal
standard deviation.
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Figure 5b shows on a linear scale the smallest
reduction in signals at frames 67, 72, 78, and 80, which
comprises a multiple of the step changes in signals
corresponding to the synchrotron emission flux of
a single electron.

Figure Sc portrays the results of comparing the
signals of the last frames on a linear scale; in frame 80,
one electron was removed and five electrons remained
in the orbit. After checking the stability of the signals
on frame 84, three electrons are removed using the
scriber; the signal corresponds to the remaining two
electrons. After frame 85, another electron is removed
from the orbit, while in frame 86, the CCD matrix signal
corresponds to one electron which is kept in the orbit
for a long time. This allows the responsivity of the CCD
matrix to be connected with the synchrotron radiation
flux of a single electron. By determining the ratio of
signals in the last frames shown in Fig. 5c, it becomes
possible to precisely specify the number of electrons for
each captured frame and select in the graphs the scale at
which the relative unit of the signal corresponds to the
synchrotron radiation flux of a single electron.

CONCLUSIONS

The method for determining the number of
accelerated electrons of the storage ring based on the
use of synchrotron radiation of a single electron is
designed to diagnose an electron clot for establishing
the spectroradiometry and photometry units based on
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Abstract

Objectives. The paper describes the creation of a DC/DC converter for powering hollow cathode lamps widely used
currently as highly stable sources of spectral lines in spectral absorption analyzers and other applications. Typically,
mains power supplies are used for such lamps, since installations using hollow cathode lamps are manufactured
as stationary. However, there are no principal obstacles to manufacturing portable versions by simply substituting
the power supply. However, special attention should in this case be paid to the power supply of the spectral lamp
itself, since the amplitude stability of the radiation depends on the smoothness of its supply voltage. Therefore, the
development of the pulse DC/DC converter with high efficiency and low rippling is a relevant and expedient problem.
Methods. The set task is solved by methods of mathematical calculations, circuit simulation in LTSpice XVII
computer-aided design system, and experimental verification.

Results. The structural and principal electrical circuit of a prototype converter is developed on the basis of a
topological analysis of pulse DC/DC converters, along with its calculations and simulation, and a printed circuit
board. The developed autonomous high-voltage DC/DC converter has a low ripple level (~250 mV) of the output
voltage (~491 V) at a load current of ~20 mA to ensure highly stable radiation.

Conclusions. The possibility of obtaining a high voltage when using the topology of a step-up DC/DC converter with
a choke is demonstrated. The experimental verification confirmed the correctness of calculations and modeling of a
high-voltage DC/DC converter for powering hollow cathode spectral lamps.

Keywords: hollow cathode spectral lamp, gas discharge lamp, pulse converter, DC/DC converter, high-voltage
converter, simulation
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HAYYHAA CTATbA

DC/DC-npeodpa3oBareiib
JJIl MIUTAHUS CHIEKTPAJIbHBIX JIAMII

M.1O. Hukonbwmx 1,
A.B. dpyH3se 2,
B.K. Butiokos 1: @

T MUP3A — Poccuiickuii TexHonornyeckuii yansepcutet, Mocksa, 119454 Poccus
2 AHO HTT1 «TepmokoHT», MockBsa, 119361 Poccus
@ AsTOp Ans nepenvcku, e-mail: bitukov@mirea.ru

Pe3iome

Llenu. Llenb pabotbl — co3naHne DC/DC-npeobpalsoBartens Ans NMTaHUs namn ¢ NosbiM KaTo40M, KOTOPbIE B Ha-
CTOSILLEE BPEMS LUMPOKO UCTMOMNb3YIOTCH B KAYECTBE BbICOKOCTAOUIIbHBIX MICTOYHMUKOB CNEKTPabHbIX JIMHWIA B yCTa-
HOBKax criekTpasibHOro abcopOLMOHHOro aHanM3a 1 B UHbIX Crydasix. 3a4acTyo 418 Takux Jamn UCMonb3yTcs
CeTeBble UCTOYHMKN NUTAHUS, T.K. YCTAHOBKU C UCMOSIb30BAHMEM flaMi C NOJibIM KaTOAOM BbIMOSHSAOTCS B CTaLm-
OHapHOM mncnonHeHun. OgHaKo NPENAaTCTBMIA NPUHLUMNMANBHOIO XapakTepa Ans BbIMOHEHMS TaKOro poaa ycra-
HOBOK B MepPeHOCHOM BapuaHTe HeT. [15g 3Toro, B NepBylo o4epenb, cliefoyeT 0TKa3aTtbCa OT NPUBA3KM NMUTaAHUS
K CETM NepeMeHHoro Toka. Ocoboe BHUMaHWeE Npu 3TOM A0JIXKHO ObITb 06paLLeHO Ha MMTaHNe CaMoii CekTpasbHOM
namnbl, T.K. OT NyNbCauUnii ee NUTAIOLLErO HaNPSXXeHUst 3aBUCUT aMnINTyaHas cTabunbHOCTb n3nydeHns. Cneposa-
TenbHo, padpaboTka nmnynscHoro DC/DC-npeobpasoBaTtens ¢ Bbicokum KM 1 MansiMy nynbcaunsimm SBnsieTcs
aKkTyanbHOW 1 LienecoobpasHol Npobemoin.

MeTopabl. [locTaBneHHas 3agada peLleHa MeTogaMmm MaTemMaTMYeCcKmMx Pac4eToB, CXEMOTEXHMYECKOro MOAENNPO-
BaHWsi B CUCTEME aBTOMATM3NPOBAHHOIO NPOeKTnpoBaHus LTSpice XVII v akcnepuMeHTanbHOM NPOBEPKMN.
PesynbTatbl. BeinonHeH aHanusa Tononoruin umnynscHeix DC/DC-npeobpa3oBaTeneit, padpaboTaHbl CTPYKTYpHas
1 NPUHUMNNANbHAsA 31EKTPUYECKME CXxeMbl NpeobpasoBaTens, NPoBeAeHbl UX pacyeTbl U MOAENNPOBaHNE, paspa-
6oTaHa neyatHas nnarta. [Jns obecneyeHns BbICOKOCTabUAbHOIrO U3y4eHns paspaboTaH 1 co34aH aBTOHOMHbIN
BbICOKOBOJIbTHBIN DC/DC-npeobpadoBatesib, UMEILNA Masiblil ypoBeHb Nynbcaunin (~250 MB) BbIXOAHOro Hanps-
xeHus (~491 B) npu Toke Harpyake ~20 MA.

BbiBoabl. [Noka3aHa NpuHUMNManbHas BO3MOXHOCTb MOSTyYEHUS BbICOKOrO HANPSXXEHUS NPU UCMOIb30BaHUN TO-
nonoruu nosbiwatouiero DC/DC-npeobpaldoBartens ¢ ApocceneM. IKcnepuMeHTanbHas npoBepka noarsepanna
KOPPEKTHOCTb pacyeToB 1 MOAENNPOBaHNS BbICOKOBOJSIbTHOro DC/DC-npeobpa3oBaTens Ans NuTaHs CrnekTpanb-
HbIX J1JaMn C NOMbIM KaTOAOM.

KnioueBble cnoBa: cnekTpasnbHasa 1amMmna ¢ NonbiM KaToAoM, razopaspsagHas naMmna, MMMnynbCHbIN npeobpaszosa-

Tenb, DC/DC-npeoGpasoBaresib, BbICOKOBOJIbTHLIV NpeobpasosaTesib, MOASIMPOBaHNE

e Moctynuna: 27.01.2023 » Aopa6oTaHa: 07.05.2023 ¢ MpuHaTa k ony6nukoeaHuio: 13.07.2023

Ana uutupoBaHua: HukonbwnH M.IO., ®pyH3e A.B., butiokoB B.K. DC/DC-npeobpasoBaTenb AJ1s NUTaHUS Crek-
TpanbHbIx namn. Russ. Technol. J. 2023;11(5):81-93. https://doi.org/10.32362/2500-316X-2023-11-5-81-93

Mpo3payHocTb hpMHAHCOBON AEeATEJSIbHOCTU: ABTOPbI HE UMEIOT PUHAHCOBOM 3aUHTEPECOBAHHOCTM B NPeACTaB/IEH-
HbIX MaTepmanax uam meTogax.

ABTOpr 3as9Bn410T 00 OTCYTCTBUA KOHq)J'II/IKTa MHTEPEeCOB.
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INTRODUCTION

Hollow cathode lamps are used to obtain highly
stable spectra of certain wavelengths [1-5]. When
adischarge occurs in a lamp of this type, its cathode and
inert filler gas start emitting energy in the ultraviolet
and visible spectral ranges. The wavelengths of
radiation are determined by the composition of the
filler gas and cathode alloy. For example, LF-6M lamp
with zinc-coated cathode has the main spectral line of
229.6 nm.

Since a hollow cathode lamp is a gas discharge
lamp according to its principle of operation, it follows
that the essential nature of its discharge occurrence
does not differ from that of other gas discharge lamps,
such as indicator lamps with neon filling and gas-filled
relays. However, indicators can tolerant a significant
level of pulsations in their power supply, which is
unacceptable for spectral lamps, since the pulsations
of current flowing through the lamp cause changes in
the amplitude of spectral components. Considering that
spectral lamps are used in instrumentation, the intensity
of the formed spectral components must be as stable
as possible. Thus, the stability of the radiation intensity
depends on both the properties of the lamp itself and the
parameters of the supply voltage. However, a detailed
consideration of the properties of the lamp affecting
the stability of the radiation intensity, such as emission,
purity of glass, durability, etc., are beyond the scope of
the present paper.

The stability of power supply parameters can be
achieved by using a negative feedback system [6].
For devices with spectral lamps, this may be achieved
by introducing a negative feedback loop either for the
lamp current consumption or for the level of the emitted
luminous flux. Here, the reduction of the lamp emission
ripple is largely related to the reduction of ripples in its
supply voltage.

As arule, devices using spectral discharge lamps are
mains powered, which determines the stationary nature
of their use. Such a power supply is traditionally carried
out using a continuous regulation scheme according to
which devices permit a relatively stable voltage having
small ripples at the output. Moreover, issues of their
efficiency and mass-dimensional parameters are not
relevant. One of the implementations of such power
supply for spectral lamps wherein the mains voltage
multiplication principle is used for obtaining high
voltage is proposed in [7].

However, the portable form-factor of using devices
with a spectral lamp is also relevant and fundamentally
possible. For such autonomous devices, it is advisable
to use a switching power supply due to its smaller mass-
size parameters in comparison with linear sources of
secondary power supply.

CONVERTER PARAMETERS
AND ITS BLOCK DIAGRAM

Specifications for output voltage and load current of
the DC/DC converter are determined by the parameters
of manufactured Russian hollow cathode lamps shown
in Table 1.

Table 1. Parameters of ignition voltage and amperage of
Russian hollow cathode lamps

Lamp type Ignition voltage, V Lamp amperage, mA
LT-2 450 20
LV-2 300 20
LT-6M 500 12

The following basic requirements to the pulse converter
for hollow cathode lamps may be formulated: output
voltage ~500 V; load current >0.02 A; output voltage ripple
at current load 20 mA <0.5 V; and input voltage ~15 V.

These parameters may be obtained using the
DC/DC converter based on the classical step-up
converter scheme (Fig. 1) [8, 9].

L1

VD1
O—— VY D o

VT1
Control e
unit | e | ——
l—‘ Negative

feedback
signal “Ugyt

O O

Fig. 1. The power section schematic diagram of the
step-up DC/DC converter. Here and in the following
figures, the designations of scheme elements correspond
to the designations adopted in GOST 2.710-81"

The output voltage of the converter is regulated
by pulse-width modulation (PWM) or pulse-frequency
modulation (PFM). The features of these modulations
are considered in [8—12].

The control unit changes the pulse duty factor—or
ripple frequency—when the specified output voltage
threshold is reached. The main element of the control
unit circuit is the one that changes the duty factor
upon reaching a certain output voltage threshold. The
widespread integrated timer KR1441VI1? (TLC55
chip analog? being the NE555 CMOS version*), which

' GOST 2.710-81. Unified system for design documentation.
Alpha-numerical designations in electrical diagrams. Moscow:
Izd. Standartov; 1985 (in Russ.).

2 Manufactured by Mikron, Zelenograd, Russia.

3 TLCS555 datasheet. https:/datasheet.lcsc.com/lesc/2008261939
HGSEMI-TLC555N _C725329.pdf. Accessed 20.05.2023.

4 A complementary metal-oxide semiconductor (CMOS)
is the integrated circuit technology and circuit design based on
p- and n-channel transistors with insulated gate.
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Fig. 2. Structural diagram of the DC/DC converter

can be switched into stable multivibrator mode, i.e.,
a rectangular pulse generator having a given duty cycle,
may be used for this purpose. The adjustment of output
voltage in the circuit is provided by changing current
between the control pin (pin 5 for 8-pin case) and the
circuit common wire. This would change the frequency
of the output ripples. The bipolar transistor is used as the
regulating element that changes the control pin current.

The circuit clearly recording the fact of reaching the
specified voltage is required as the sensor that would
detect the voltage of 500 V at the converter output.
This is due to the fact that the control pin switch has
an active mode area when it is not fully open, as well
as a technological opening voltage spread. For example,
one bipolar transistor may be fully open at 0.76 V,
another at 0.78 V, the third at 0.75 V, etc. The voltage
spread would cause the stabilization voltage spread, i.e.,
the transistor opening should be provided by a third-
party circuit having the lowest actuation voltage spread.

A comparator, for example, K554SA301A5
(LM311 analog®), may be used as such sensor to whose
inverting input the reference voltage source (RVS)
implemented on a parametric voltage regulator is
connected, while to the non-inverting input the midpoint
of the output voltage divider is connected, designed so
that the voltage equal to the RVS output voltage would
be at its midpoint at the input voltage of 500 V. When
the voltage at the non-inverting input is exceeded, the
comparator closes the built-in output transistor to set
a high voltage level at the output. This high voltage
opens the transistor connected to the control pin of the
KR1441VI1 chip thus stopping the generation. When
the output voltage drops below 500 V, the comparator
changes its state due to the reference voltage level
exceeding the divider output voltage, while the transistor
closes causing the generation of ripples again.

The structural diagram of the converter is shown in
Fig. 2.

5 Manufactured by Mikron, Zelenograd, Russia.
6 LM311 datasheet. https://www.onsemi.com/pdf/datasheet/
Im211-d.pdf. Accessed May 20, 2023.

The functionality of the DC/DC converter blocks
marked by numbers in Fig. 2 is as follows:

1. RVS. This is designed to form stable voltage
being the reference voltage for actuating comparator
2 upon reaching the set output voltage.

2. Comparator (COMP). As long as the voltage at
the output of the negative feedback divider 6 is less than
the voltage generated by RVS, the comparator has low
voltage level at its output. The low voltage level at the
control unit 3 input is responsible for ripple generation.
When the voltage at the negative feedback divider
6 output exceeds the RVS level, the comparator sets high
voltage level at the output which prohibits the control
unit 3 from generating ripples.

3. Control unit (CU). This generates rectangular
pulses that control the power section 4 of the converter
by switching MOSFET VT17 on or off.

4. Power section. This consists of the choke L1 on
which the induction EMF is induced, MOSFET VT1
commutating the right output of the choke L1 either
to diode VD1 or to “ground”, the rectifier diode VDI,
and the buffer stage. The buffer stage is required
for matching the low-current output stage of the
control unit 3 with the high gate charge current of
MOSFET VT1 when it opens and closes in a short time
interval.

5. Ripple filter. This is designed for smoothing the
output voltage.

6. Negative feedback divider. The divider division
ratio determines the output voltage: when the voltage at
the output of the negative feedback divider connected
to the non-inverting input of comparator 2 becomes
higher than the output voltage of RVS 1 (connected to
its inverting input), comparator 2 would set high level
while control unit 3 would stop generating ripples, thus
stopping conversion until the comparator output level
becomes low again. This is achieved only if the voltage
at the output of divider 6 supported by capacitive filter 5
does not become lower than the voltage of RVS 1 again.

7 The metal-oxide-semiconductor field-effect transistor

(MOSFET) is a field-effect transistor with insulated gate.
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The divider output voltage Uy, is determined by the
following formula:

U, =U, —2
div =i TR (D
where U, is the input voltage of the divider (it is the
converter output voltage in this circuit), while R, and
R, are resistances of the negative feedback divider arms.
7. Linear stabilizer. For reducing the output
voltage ripple level, a compensating voltage regulator
with continuous regulation is used. Its scheme is shown
in Fig. 3 (elements R16, VD6-VDI10, VT7, and C7).
The stabilizer output voltage is equal to the sum of
stabilization voltages of stabilitrons VD6—-VD10 plus the
base-emitter voltage of transistor VT7 (about 0.5-0.7 V).
Calculations have shown that, at a pulse converter output
voltage of 530 V, a linear stabilizer output voltage of
500V, and a load current 20 mA, power of 0.6 W would
be dissipated on the control transistor.

8. Protection. When the current exceeds the nominal
value determined by the resistance of resistor R3, the
voltage at the non-inverting input of comparator 2
becomes higher than the voltage level of RVS 1, which
would cause the control unit 3 to stop generating ripples.
This is essentially a parallel feedback channel. The
diode VD2 is designed to prevent the current flow from
the negative feedback divider 6 through resistor R3. The
resistor R3 resistance is calculated based on the switching
voltage of the comparator Upyg, the load current flow at
which protection Iprotect actuates, and the direct voltage
drop Uy, 4, across diode VD2 by the following formula:

Urvs +Uvp g
RVS VD2 dir
Ry = : )

1 protect

For the protection actuation current of 25 mA, the
reference voltage of 3.3 V and the direct voltage drop across
the diode of 0.6 V, the resistor R3 resistance is 156 Q. This
resistor is included in series with the load, and it would
inevitably drop some of the output voltage. Operating
voltage of spectral lamps ranges within 250-300 V, while
the recommended current for maintaining the discharge
is up to 2/3 of the maximum, i.e., 812 mA. It should be
noted that the service life of spectral lamps is normalized
in milliampere-hours, i.e., reducing the current increases
not only the empirical, but also the documented service
life of the lamp. The equivalent resistance of the lamp,
accordingly, would be in the range from 20.8 to 37.5 kQ.
In the worst case, i.e., when the tube resistance is minimal,
the voltage drop across R2 is calculated by formula (1) is
3.7V, i.e., less than 1% of output voltage, which is totally
unnoticeable in practice. If, however, the output voltage
should precisely match the data sheet, it can be adjusted
by setting the output voltage not at idle but under load,

which may be a resistor of equivalent resistance to that of
a particular type of lamp.

It is worth detailing the selection of the type and rating
of choke L1. The step-up converter has both continuous-
current and discontinuous-current operating modes.
The discontinuous-current mode means that the current
flows through the choke L1 winding to all converter
operation phases, which varies but never goes to zero.
In discontinuous-current mode, the current through the
choke L1 winding has time to drop to zero when the key
transistor closes. In terms of reducing the ripple level,
discontinuous current mode is preferable. However, the
choke calculation according to the method [8] shows that
the inductance for discontinuous currents mode for PWM
would be in a range from 1.5 to 5.0 mH (depending on
the converter frequency). Due to the considerable size,
mass, and cost of such a choke, the mode of discontinuous
currents with inductance of the choke of the order of
50-150 pHY in the converter. The inevitable increase in
ripple was leveled by using the linear voltage regulator.

SCHEMATIC CIRCUIT DIAGRAM

The schematic circuit diagram of the DC/DC
converter for powering spectral lamps is shown in Fig. 3.

Elements L1, C1, and C2 form the input filter.
Choke L1 smooths the input current, thus reducing the
pulse interference level of the converter power supply.

The master oscillator is made on elements DD1, R2,
R4, and C3. The ripple frequency before transiting to
the stabilization mode is 27.7 kHz, while the duty factor
is 0.8.

The power section of the converter is built on
elements R3, VT2-VT6, R6-RS, and L2. It is noteworthy
the schematic feature of the power section construction
that is parallel inclusion of MOSFETs VTS5, VT6, and
VT7 operating in the cutoff mode. The KP7173A8 is one
of the few Russian MOSFETs suitable” for this application
in terms of drain-source voltage. Unfortunately, the
resistance of its open channel leaves much to be desired
and can reach 2 Q (according to data on its full analogue
STP4NK60Z!9). Obviously, with the drain current of
4 A and the duty factor of 0.5, the mean square value of
power dissipation would be 4 W. This does not take into
account losses caused by the transistor operating point
being in the active mode during opening and closing of
the channel. Such dissipated power is acceptable for the
transistor but it forces to use coolers for it, thus reducing
the converter efficiency significantly. One way to solve
this problem is connecting several transistors in parallel.

8 Reference data on KP7173A. https:/integral.by/sites/
default/files/pdf/kp7173.pdf. Accessed May 20, 2023.

9 Manufactured by Integral, Minsk, Belarus.

10 STPANK60Z datasheet: https://www.st.com/resource/en/
datasheet/stp4nk60z.pdf. Accessed May 20, 2023.
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Fig. 3. Schematic circuit diagram of the DC/DC converter

Since, the transistor with the lowest resistance would
be more heated because of the greater current flow even
in the case of (inevitable) spread of channel resistances,
parallel connection of MOSFETs is acceptable. When
the temperature of the MOSFET crystal increases, the
resistance of its open channel increases, thereby causing
a decrease in current.

The calculation of the required number of key
transistors is dictated by the current flowing through
them as well as their heating.

Themaximum transition temperature ofthe KP7173A
transistor is +150°C; the “crystal-to-package” thermal
resistance is 1.78 K/W. The “crystal-to-medium” thermal
resistance for the KT-28-2 (TO-220) package wherein
the KP7173A transistor crystal is mounted, according to
various data, ranges from 50°C/W to 70°C/W. When using
the converter under UHL 4.2 conditions!! (maximum
air temperature is +40°C), taking a margin of +25°C
for heating inside the item, and selecting the maximum
transition temperature of the transistor of +100°C, the
permissible overheating of the package is +35°C. In
the case of the “crystal-to-medium” thermal resistance
of 70°C/W, a maximum power dissipation of 0.5 W is
obtained. Hence, three transistors (power dissipation
on each is 0.45 W, crystal temperature is 96.5°C, and
package temperature is 54.2°C) would be sufficient in
terms of thermal conditions without using coolers!?

Transistors VT2 (KT639V13) and VT3 (KT961V'4)
are driver transistors for field-effect transistors VT4,
VTS5, and VT6, since the MOSFET gate is a capacitance
which has to be rapidly charged and discharged for

11 GOST 15050-69. Machines, instruments and other
industrial products. Modifications for different climatic regions.
Categories, operating, storage and transportation conditions as to
environment climatic aspects influence. Moscow: Standardinform;
2010 (in Russ.).

12 At the thermal resistance of 50°C/W, the crystal
temperature is 87.5°C while the body temperature is 49.2°C.

13" Manufactured by GRUPPA KREMNI EL, Bryansk,
Russia.

14 Manufactured by Integral, Minsk, Belarus.

opening and closing the transistor. The total charge Q of
the gate [13] for the STPANKG60Z transistor is 26 nC,
as stated in its technical documentation. Knowing the
total charge and the necessary time 7' to communicate
this charge, the current intensity / is determined by the
following formula:

_9
1==. ?3)

Forthe charge of 78 nC (three transistors connected in
parallel) and the charge time of 100 ns, the charge current
is 780 mA'3. Since the output of the KR1441VI1 chip is
not designed for such current, a buffer stage is required.
At the same time, the current consumed by the buffer
stage at the input would be £, ; times less than the output
current. According to [14], the minimum current transfer
coefficient /,,; for the KT961V and KT639V transistors
is 100, which means that the maximum output chip
current would be reduced to 7.8 mA. Resistor RS serves
to limit current while resistors R9-R11, in addition to
current limiting, also suppress resonant oscillations
in the ‘“capacitance-‘gate-source’-drain inductance”
circuit [15]. Choke D13-14 with windings connected
in series (125 pHY, 4 A, 0.05 Q, and 2 MHz) is used
as storage choke L2. The output voltage rectification is
carried out by the 2D220B-type diode VD416,

The output voltage stabilization circuit is made
on the comparator DAI, transistor VT1 and its
harness, parametric voltage regulator (RVS) on
stabilitron VD3 (3.3 V), and divider R11-R15. The
divider R11-R15 upper arm consists of four resistors
connected in series for increasing the maximum
allowable applied voltage. Resistor R10 serves as
a trimmer, rotating its slider to set the output voltage
to 530 V. In case of its interruption the output voltage

15 The limiting case is 26 nC of gate charge; the typical
value is 18.8 nC.

16 Manufactured by the Scientific and Production Enterprise
TOMILINO ELECTRONIC PLANT, Tomilino, Russia.
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Table 2. Power dissipation of parallel connected transistors

Number pf transistors, Syl raEes, @) Total power dissipation at 4 A and | Power dissipation per tr'fmsistor in case
items ’ duty factor 0.5, W of equal channel resistances, W
3 0.667 1.35 0.45
4 0.5 1.00 0.25
5 0.4 0.80 0.20

Table 3. Components used and their analogs

Type by scheme Model Analog (full or partial) Comments
KR1441VI1 TLC555 Full -
K554SA301A LM311 Full -
The 1.4-ohm resistor is added to the drain for approaching
KP7173A SPP20N60C3 Partial Rpg on Of KP7173A, where Ryq - is the drain-source resistance
in the open state of the transistor
. Matches in capacitance, reverse voltage U__, and direct current
1 4 rev’
2D2208 DLUSH Partial 1;,» but has a shorter reverse recovery time (75 ns vs. 600 ns)
2S600A PH BZX585-B752, Full The model uses an assembly of 75 V and 51 V stabilitrons for
PH_BZX585-B5120 total stabilization voltage of 601 V
KS133A3 BZX84C3V3!? Full -
KT961V BD139* Full -
KT639V BD14022 Partial Matches in the collector-emitter voltage U, collector current
I, and cutoff frequency Fp
KT850A BD139 Partial Matches in U, I, and Fp
KT3102A5 2N3904p® Partial Has lowest %, but it does not matter in this particular case
' Manufactured by Vishay, USA.
2 Manufactured by Nexperia, Netherlands.
3 Manufactured by Novosibirsk Semiconductor Device Plant, Novosibirsk, Russia.
4 Manufactured by ST Microelectronics, Switzerland.
3> Manufactured by GRUPPA KREMNI EL, Bryansk, Russia.
6

Manufactured by Diotec Semiconductor, Germany.

would be set to 160 V. When the converter is switched
on, the output voltage starts increasing; therefore, the
divider output voltage starts increasing as well. Once
it equals or exceeds the reference voltage of 3.3 V,
the comparator would set a high level at the output by
opening transistor VT1 and closing pin 5 of chip DD1
to the common wire to prevent ripple generation. The
output voltage would be maintained by the capacitive
filter. As soon as the voltage at the divider output
drops below 3.3 V, the comparator would set low
level, closing transistor VT1, and thus enabling ripple
generation again.

The output voltage capacitive filter is made
on capacitor C6. The parallel connection of ten
0.22 pF x 630 V ceramic capacitors of size 2220 with
total capacitance of 2.2 puF is used.

The linear stabilizer is made on transistor
VT7 KT850A!7, stabilitrons VD6-VD10 2S600A!8,
and the current set resistor R16. The series connection

17 Manufactured by GRUPPA KREMNI EL, Bryansk, Russia.

of five diodes is used for obtaining stabilization voltage
of 500 V, since the Russian industry does not produce
500 V stabilitrons.

The current protection is made on elements
R18 and VD7. When the current through the
load (hence, through resistor R17) exceeds 25 mA,
the voltage drop across resistor R17 minus the voltage
drop across diode VD5 would be 3.3 V. This will cause
the comparator DD2 to set the output to the high level,
thus stopping ripple generation. Diode VD5 is designed
to prevent current flowing from the negative feedback
divider to resistor R17.

CONVERTER SIMULATION

The simulation has been performed within the
LTSpice XVII software [16]. The active component
models given in Table 3 have been used.

The model schematic is shown in Fig. 4.

18 Manufactured by Novosibirsk Semiconductor Device Plant, Novosibirsk, Russia.

Russian Technological Journal. 2023;11(5):81-93

87



Mikhail Yu. Nikolshin,

Alexander V. Frunze, Vladimir K. Bityukov

DC/DC converter

to power spectral lamps

801dSJ 7 ul 18LIBAUOD BY] JO Welbelp d1ewayos " “Hi4

- S
$18-685K78 W S
=
$60NEXZS
g
PN =
60 2
% ©
I
Y0l % )
o e e@ S550L
A o T o 154
20 " " o ) SHHL 1IN0
MMEN ik H S & . 59 so oML
' (viaa 014 2 9N — N9
w0 % 0 Wz
“ = e = 005 10 o
— 6e10g™ | & W gy Ly 614
GO iy 122 £00ONOZdS | £00GNOZdS | £009N0ZddS @ & ol ) N
I N 7 W i 0Ll ooy S
) il s ia ez} %00 1 I . s
N0 JoVIBAI0Y (=]=) £} L s MM s 18X
32 £ a §1d W N

Russian Technological Journal. 2023;11(5):81-93

88



DC/DC converter
to power spectral lamps

Mikhail Yu. Nikolshin,
Alexander V. Frunze, Vladimir K. Bityukov

Simulation  has  been  performed  using
the .tran 0 500m lu uic directive: transient analysis;
start time of the data acquisition is 0 s; end time of the
data acquisition is 0.5 s; simulation step is 1 ps; and
transients in reactivities are included.

Main characteristic diagrams are shown in Fig. 5.
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Fig. 5. Characteristic diagrams of the converter
operation: (a) feedback divider output voltage U,
(b) converter output voltage U, ,;, (C) gate voltage
of field-effect transistor M1 Uy, o5, (d) comparator
output voltage U2 Uj, .

The simulative converter reaches operating mode
about 79 ms after start. At this time, the voltage at the
feedback divider output Uy, reaches the level of the
comparator reference voltage. The comparator output
U, is set to the “high state” level. The high signal

U2 out
level at the comparator output, which is formed when

Fig. 6. Assembled converter board

the output voltage reaches 500 V, causes generation to
stop at the TLC555 chip output.

ASSEMBLY AND EXPERIMENTAL VERIFICATION
OF THE CONVERTER

The converter is assembled on a double-sided printed
circuit board (PCB) made of foil fiberglass. The pattern
of the printed tracks is made completely on the bottom
side of the board. The upper side of the board is used for
the common wire; thus, its resistance and inductance are
minimized, which is important in pulsed high-frequency
circuits [17]. The mounting is mixed. The PCB image is
shown in Fig. 6.

The test bench of the converter consists of a Element
PSN-305D laboratory power supply unit!® providing
power for the converter; a Fluke 17B+ handheld
multimeter?? in the voltmeter mode for measuring the
output voltage; and a Uni-T UT802 bench multimeter?!
in the milliammeter mode for measuring the output
current. A Rigol MSO 4024 digital oscilloscope?? is used
for taking voltage waveforms. The test bench images are
shown in Figs. 7 and 8. The oscillogram of pulsations at
the converter output under load is shown in Fig. 9.

19" Manufactured by Element, China.

20 Manufactured by Fluke, China.

21 Manufactured by Uni-Trend Group, China.
22 Manufactured by Rigol Technologies, China.

Fig. 7. Checking the load capacity of the converter
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Fig. 9. Oscillogram of the output voltage ripple under load

The load capacity of the converter is confirmed by
the output voltage of 491 V at a current of 20 mA. The
compound resistor with total resistance of 25 kQ is used
as the load.

For checking the ripple level, the oscilloscope is
connected to the converter output through the differential
RC-chain with ratings of 0.022 pF and 100 kQ. The
cutoff frequency of the high-pass filter formed by such
circuit is 72 Hz at the 3 dB level.

The peak ripple level is 250 mV (0.05% over 500 V),
which confirms the above conclusions about the low
ripple level of the converter under consideration.

CONCLUSIONS

In the paper, the results of the development, modeling,
circuit assembly, and experimental study of the specialized
pulse DC/DC converter for powering spectral tubes are
presented. Development of the circuit diagram is carried

out with the expectation for a minimum number of tuning
operations during assembly (as shown, this operation may
be neglected), as well as the absence of a necessity to
use a heat sink, and minimized use of imported element
base. Simulation of the DC/DC converter is done partly
on approximated analogs, whereby additional elements
are introduced into the circuit for approximating model
parameters to actually used components. The PCB for
the converter is traced with allowance for minimizing
the inductance and resistance of the high-frequency
conductors and the common wire. The converter
performance (including with an equivalent load for
achieving the required output current) and the compliance
of measurements with simulation results confirm the
correctness of calculations and simulation. The converter
provides 491 V at the current of about 20 mA and peak
ripple of 250 mV (0.05%).

Authors’ contribution. All authors equally contributed
to the research work.
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Abstract

Objectives. The solution to the relevant problem of identifying systems with multiple nonlinearities depends on such
factors as feedback, ways of connecting nonlinear links, and signal properties. The specifics of nonlinear systems
affect control systems design methods. As arule, the basis for the development of a mathematical model involves the
linearization of a system. Under conditions of uncertainty, the identification problem becomes even more relevant.
Therefore, the present work sets out to develop an approach to the identification of nonlinear dynamical systems
under conditions of uncertainty. In order to obtain a solution to the problem, an adaptive identification method is
developed by decomposing the system into subsystems.

Methods. Methods applied include the adaptive identification method, implicit identified representation,
S-synchronization of a nonlinear system, and the Lyapunov vector function method.

Results. A generalization of the excitation constancy condition based on fulfilling the S-synchronizability for
a nonlinear system is proposed along with a method for decomposing the system in the output space. Adaptive
algorithms are obtained on the basis of the second Lyapunov method. The boundedness of the adaptive system
trajectories in parametric and coordinate spaces is demonstrated. Approaches for self-oscillation generation and
nonlinear correction of a nonlinear system are considered along with obtained exponential stability conditions for the
adaptive system

Conclusions. Simulation results confirm the possibility of applying the proposed approach to solving the problems
of adaptive identification while taking the estimation of the structural identifiability (S-synchronization) of the system
nonlinear part into account. The influence of the structure and relations of the system on the quality of the obtained
parametric estimates is investigated. The proposed methods can be used in developing identification and control
systems for complex dynamic systems.
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HAYYHAA CTATb4A

00 aganTUBHOM MACHTH(PUKAIIMHN CUCTEM
¢ HeCKOJbLKUMHU HEJIUHEHHOCTIMHU

H.H. Kapa6yTtos ©

MUWP3A — Poccuiicknii TexHos1Iorm4eckuii yamepcutet, Mockea, 119454 Poccus
@ AsTOp A1 nepenvcku, e-mail: karabutov@mirea.ru

Pesiome

Uenun. 3apgava naoeHTMdmnKaumm CUCTEM C HECKObKMMN HENIMHENHOCTAMN SBASIETCH akTyanbHOWN. PelleHne aTon
3327241 3aBUCUT OT HanM4mns 0OpaTHbIX CBA3e, CNOCOOBOB COEAMHEHNS HENMMHENHBIX 3BEHLEB, CBOMCTB CUHASOB.
Cneundunka HENMHENHbBIX CUCTEM HaKaablBAET OTNEYaToK Ha MeTobl CUHTE3a CUCTEM yrnpasneHusi. B ycnosusax
NMOJIHOM anpuopHOI ONPeaeneHHOCTN 00bIYHO NPUMEHSIIOT NIMHEAPM3aLMio cucTeM. Ecnmn cylecTByeT anpropHas
HeonpeaeneHHOCTb, TO 3a4a4a CUHTE3a CUCTEMbI MAEHTUdMKaUMM 0BecneyeHns yenoxHseTcs. Lienbio HacToswein
paboTkl ABNSETCS paspaboTka noaxona K AEHTUdUKaUNN HEMHENHBIX AMHAMUYECKUX CUCTEM C HECKOJIbKUMU HE-
nuHernHocTamMu. Ans pelueHns npobnemMbl MPUMEHSIETCS NOAX0, OCHOBaHHbIM HA IEKOMMNO3ULMM CUCTEMbI Ha PA,
noacuctemMm 1 paspaboTtke MeToaa afanTUBHOM MAEHTUdUKALMK, NCMONb3YIOLLEro TONbKO AOCTYMNHY MHdopMa-
LIMIO O CUCTEME U N3MepeHUsix. Heo6XoaMMO OLLEHUTb HaCTOTHbIE CBOMCTBA CUMHAJIOB, KOTOPbIE LOMKHbI rapaHTu-
poBaTb OLEHKY NapamMeTpoB CUCTEMbI 1 06ecneynBaTb CTPYKTYPHYIO NOEHTUDULMPYEMOCTb HENMHENHOCTEN B CU-
CTeMeE; OLLeHUTb PaboTOCNOCOOHOCTL CUHTE3UPOBAHHOW a4anTVBHOW CUCTEMBI.

MeTogabl. [IpMeHSA0TCA MeTOA afanTUBHON NAEHTUdMKALMN CUCTEMbI, HESIBHOE NAEHTUDUKALMOHHOE NPpeacTaB-
NeHne, S-CUHXPOHU3aUMNSA HEJTMHEMHOW CUCTEMbI, METOA, BEKTOPHbIX GYHKLUMI JIanyHoBa.

PesynbTaTtbl. BBEAEHO YCIOBME NOCTOSIHCTBA BO30YXAEHWS NMEPEMEHHBIX COCTOSIHUS C YYETOM S-CUHXPOHU3U-
PYEMOCTWN HENIMHENHOM YacTu cuctTemsl. JaHo 0606LeHne ycnoBums NOCTOSAHCTBA BO3OYXaeHus . MNpeasioxeH crno-
co6 0eKOMMO3NLNN CUCTEMbI B BbIXOAHOM NPOCTPaHCTBE. [oNyyeHbl afanTUBHbIE anropuTMbl H2 OCHOBE BTOPOro
meToga JlsnyHosa. JokasaHa OrpaHNYeHHOCTb TPAEKTOPUIA aaanTUBHOM CUCTEMbI B NapaMeTPUYECKOM N KOOPAN-
HaTHOM MPOCTPaHCTBaxX Ha OCHOBE BEKTOPHbIX PYHKUMI JIanyHoBa. Mony4YeHbl YCNOBUS, rapaHTUPYOLWME 3KCNo-
HeHUMabHY0 YCTOMYMBOCTb TPAEKTOPUIM CUCTEMbI. PACCMOTPEHbl CUCTEMbI FreHepaummM aBTokonebaHni n Henm-
HEMNHOI KOPPEKLUMN HENIMHENHOW CUCTEMBI.

BbiBOoAbl. Pe3ynbraThl MOAENMPOBaHWUS MNOATBEPAWM BO3MOXHOCTb MPUMEHEHUS MPEAnaraemMoro noaxo-
ha [Ans pelweHvs 3agad afanTUBHOW UAEHTUOUKALUN C YYETOM OLLEHKU CTPYKTYPHON MAEHTUPULMPYEMOCTHU
(S-CUHXPOHU3NPYEMOCTU) HENIMHEMHOW 4acTu CUCTEMBbI. VIcCnenoBaHo BAUSHME CTPYKTYPbl U CBASEN CUCTEMBI
Ha Ka4yecTBO MoJly4aeMblX MapaMeTpUYecknx oueHok. MNpennaraemele MeTOObI MOFYT MCMONb30BaTbLCS NPU paspa-
60TKE CUCTEM UAEHTUDVKALNN 1 YyNPaBAEHNS CIOXHBIMU AMHAMUYECKMMN CUCTEMAMN.

KnioueBble cnoea: agantBHas nageHtudurkaums, naeHTMOnumMpyemMocTb, YCTONYMBOCTb, MOCTOSIHCTBO BO30YXae-
HUS, BeKTOpHasa dyHKuus JIsnyHoBa, aBTokonebaHus

e Moctynuna: 06.02.2023 » Aopa6oTaHa: 03.05.2023 ¢ MpuHaTa k ony6nukoBaHuio: 21.07.2023

Ansa uutupoBaHua: Kapabytos H.H. O6 aganTBHOM NOEHTUDUKALUN CUCTEM C HECKOJIbKMMW HENIMHEMHOCTAMM. RUSS.
Technol. J. 2023;11(5):94-105. https://doi.org/10.32362/2500-316X-2023-11-5-94-105

Mpo3payHocTb GUHAHCOBOW AEATENIbHOCTU: ABTOP HE MMeeT GMHAHCOBOWM 3anHTEPECOBAHHOCTM B NPEACTaB/IEH-
HbIX MaTepuanax uim metogax.

ABTOp 3asaBnseT 00 OTCYTCTBUA KOHd)J'II/IKTa NHTEepeCOoB.
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INTRODUCTION

A number of studies [lI-11] are devoted
to the identification of systems having several
nonlinearities (SSN). In [1], the case when a system
comprises several nonlinearities in series is considered
and an identification method proposed. The detection of
nonlinearity is performed using sinusoidal tests. A similar
approach based on the functional description method is
applied in [2] for parametric identification of a system
having two nonlinear elements in different locations.
In [3], an approach to estimating the parameters of the
transfer function of the second-order nonlinear system
containing two nonlinearities is proposed. In this case,
the harmonic linearization of nonlinearities is performed
beforehand. In [4], in noting difficulties of SSN
identification, a proposed approach to the parameter
estimation is based on function approximation. Various
methods based on the nonlinearity approximation are
considered in [5-7]. In [7, 8], approaches to identifying
discrete systems with feedback are studied. Identifiability
conditions are obtained by applying the least squares
method [8].

In [9], the identification of the system having
nonlinear mechanical oscillations is considered. The
proposed model, which has a “gray box” appearance,
is based on the application of nonlinear basis functions
using a limited number of measured output variables.
Other approaches to identification are considered
in [10-14]. These are based on considering physical
laws when selecting the model structure [11], applying
frequency methods for the feedback system [12], along
with learning theory [13].

The review [15] is devoted to the analysis of
methods for identifying nonlinear processes in structural
dynamics. Here, modifications of the frequency approach
are mainly applied. Disadvantages of approaches based
on linearization, harmonic balance, and the restoring
force surface method are noted. In [16], regression
analysis and Hilbert transform are applied. In [17], chaos
theory methods are used for identifying bifurcation
processes.

Various approaches based on estimating parameters
of the transfer function of a feedback system are
presented in [18-21]. The identification of the feedback
system is often reduced to identifying an open system.
In [22, 23], difficulties in identifying the feedback
system are noted.

Thus, it follows from the presented review that
frequency methods are generally used for identifying
a nonlinear system. In some cases, approaches to
estimating the nonlinearity structure are proposed.
Typically, different procedures of nonlinearity
linearization from the given class are applied.
However, the identification of systems having

multiple nonlinearities has received less attention:
this is possibly due to the inherent complexity of
such systems. In these cases, different approaches and
identification methods based on the localization of
nonlinearities are used.

The problem of SSN identification is complex and
insufficiently studied. It requires solving a number of
problems whose consideration is given below.

PROBLEM STATEMENT

We shall consider system Sp
X(#) = AX(?) + DF, (X, ) + BU(?), (1)
LY(7) = CX(?) + F, (X, 1), )

where X eR™ is the state vector; A € R™™ g the
state matrix; DeR™49; F(X,1):R™ ->RY is the
nonlinear vector function; U € R¥ isthe input (control)
vector; BeR™k: YeR" is the output vector;
CeR™mM F,(X,1):R™ - R" is the
disturbance (measurement errors) vector; L is the
operator defining the way of forming vector Y; ¢ is
time. In some cases, £ may be the differential operator
indicating dynamic properties of the measurement
system.
We shall consider the following data set:

T, ={Y().U@).1 €[tyty ]}ty <oo. 3)

Assumption 1. Elements (pl’l.(xl.) e F,
(pz,i(xj) € F, (non-linear functions belonging to F) are
smooth single-valued functions.

In some cases, condition (p}-(xj)=(p%((p}€(xj)),
i # k may be satisfied. For estimating the parameters
of matrices A, D, B, and C, the following model is
applied:

X(t) = A(OX(1) + D(F, (X, 1) + BOU(?),

4
LY(1) = CX(1) + Fy (X, 1), @
where A(t), ﬁ(t), ]§(t) are matrices with adjustable
parameters.
Problem: for system (1) satisfying assumption 1,
construct model (4) on the basis of the analysis of I
and find such regularities of adjusting parameters of

matrices A(t), D(t ), and B(?), that

lim “Y(t) - Y(t)H <5,
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where |||| is the Euclidean norm, while By > 0 specifies
the model (4) accuracy.

EXCITATION CONSTANCY CONDITION

The excitation constancy (EC) condition plays an
important role in parametric estimation problems. If the
system is nonlinear, then the fulfillment of this condition
may not be sufficient. As shown in [24, 25], the system
should have the property of S-synchronizability in order
to take into account the nonlinear properties of the
system.

Let there exist: (1) bounded vector P € R™ and its
corresponding set of frequencies Q,(); (2) a set of
allowable input frequencies Qg(®) providing
S-synchronizability of the system. Then the EC condition
for matrix Bp(7) = P()P'(¢) has the following form:

PES .+ (oI, <B,(1)<dl,) &(Qp(@) (@)  (5)

for o> 0 and V> ¢, on some interval 7> 0, where a >0

is some number, while /; € R” is the identity matrix.
Usually, P(?) is the vector of measurements and state
variables.

THE STRUCTURAL-PARAMETRIC APPROACH
TO IDENTIFICATION

The following sets out the procedure for identifying
system Sp based on the structural-parametric
approach (SPA) [26]. Depending on the available
a priori information, several stages implementing SPA
can be applied. The system (1), (2) has a complex form;
moreover, the synthesis of adaptive algorithms requires
a priori information about its structure. The composition
of the subsystems included in system S is assumed to
be known. Hence, based on the dimensionality of the
system output vector, matrix A can be divided into
n blocks (subsystems S |, S Sg, {sg ;} € Sg ./ <n).
Analyzing the subsystem’s (blocks), we shall d’istinguish
those containing nonlinearities, i.e., S < Sp
Then we shall apply SPA to each SE, nontin, x € SF, no;lin
element. If subsystem {sp ;} € Sp, \ Sg oy doCs NOt
contain nonlinearities, then the adaptive identification
procedure is applied to it.

Remark 1. The structural-parametric approach is
based on the S-synchronizability of the system and the
fulfillment of condition (5).

Under uncertainty, SPA can be divided into two
procedures: (1) structural Sy, analysis and (2) parametric
estimation (adaptive identification). These stages are
described in detail in [26].

Remark 2. The structural identifiability (S-synchro-
nizability) of a system is greatly influenced by the means

F, nonlin

of connecting subsystems and mutual influence of
variables. In this case, estimating the identifiability of
the system nonlinear elements requires the construction
of a diagram of the mutual influence in the system [27].
By analyzing the interrelations, the effect of influencing
variables can be excluded to determine the structural
identifiability of the system (nonlinearity). Constructing
the mutual influence diagram is possible only if condition
G‘E(ia is satisfied.

Remark 3. Estimating the S-synchronizability of
the system is based on the analysis of a special class
of dynamic structures S ey indicating the nonlinearity
structure of the corresponding subsystem Sg nonlin, k-
The method of their construction is described in [24, 25].

Remark 4. The obtained estimates of the nonlinearity
structure in (1), (2) comprise the basis for implementing
the adaptive parametric identification of system Sp.

Remark 5. If a priori information about the nonlinear
properties is known, then the structural analysis stage of
system S may be skipped.

ADAPTIVE IDENTIFICATION
OF THE S SYSTEM

We shall consider subsystem Sg,; € Sp, dim Sgi ="y
L being the linear operator in (2). Let set I, ; I, be
known for SE, i+ Subsystem SE, i is described by the
following equations:

X. =A. X. +D,_ F X)+B, U, ,
SF.i SF.i~ SF,i Lsg ; LSF,i( ) SFi SF,i

_ (6)
ysF,i T Uspy

We shall represent (6) in the form of the n;th order
differential equation, as follows:

n. n.
NN gk gl kg
Wegy Oy, =22 (@l 20 b)) )

1sg :/sg : Sp ;
k=1 /-1 F,i °F,i F,i

where X € R" s the state vector of subsystem sy, ,,
st >

x; being the first X element; Dy, F and Bg_
F,i SE,i F,i

> l,sF,i
. . . . k.h
are matrices of appropriate dimensions; dl s . € D
SE,i

LSF,i’
J k,j J
eF , b7 eB. L, u d/dt
st,i LSp,i” “sp,; SF,i’ SR, /dt,
W M)
sF,i( )

is the polynomial of n; degree. Matrix
Ay, € R"™" s the Hurwitz matrix. We shall divide
N

left and right parts of (7) by polynomials of n, - 1 degree

elU. ; v =
SR,i’

n;—1

Hy ()= [T(v+m) ®)
’ k=1
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and obtain
. __ N
ysF,i nSF,inF,i
n;=1n; -1 (9)
Tk, h k,j
+Z Y| ak +b0p )
F,i F,i u
k=1 j=1 F,i SF,i

>0, d*" and

where v, p, are positive numbers, nsF Sp.

I;S];]; depend on parameters of subsystem s ; and p,

and variables p ;  (z = f, u) satisfy the following
V4

SF.i
equation:
. — U j
P WP *E (10)
SF,i SF,i

Remark 6. The structure of the right part of (9) is
determined by the type of matrix Ag
SF.,i (V).

The adaptive model for estimating parameters (9),
(10) is the following:

i and polynomial

b =—k P — +
ysF,i SF,i ysF,i ysF,i

n.—ln.—1

N N kh pk.j
K + d ;b p )
sF,inF,i z SF,ipu/ an
k=1 j=1 SF.i
A 2 :k . .
where k>0, K, d*" | and b5 are adjustable
F.i Fi  SF,i SF.i
parameters.

The equation for the identification error is the
following:

e. =—k,_ e +Ax +
SF,i SF,i SF,i SF,i” SF,i
n;—1 ni—l .
Fk,h rk,j
* Adgl P onj * Ab TP b (12)
k=1 j=1 s Y
where AdR" = d dk h AT = pld _pke s
SF,i sF K Sp,i SF,i SF,i SF,i
e. =yp. - Ak, =K. - .
Spi ySF,i ysF,i ’ SF,i Sp,i nsF,i
We shall consider the Lyapunov function

_ 2
Ve’i (esF’i ) = O.Ses

- Then the following is obtained for
Ve (esF’l_ ) :

71n -1

Sk,h rk,j
+ZZ Ad pfhj +Ab, P
k=1 j=1 B Tsp B

If variables p i P have property @ES,&’

USFi SF,i
then the following 1is obtained from condition
4 (esF’i ) <0:
Ak, = ,
SF,i g i SF,inFi
jhh
Adl,sFi - _yk,h,sF ,-esF pfh J> (13)
’ ' SFi
pksj —_
AbsF,i puj Yk’j,sF i p J s
SF,i spi

where vy Jspi 0 is the amplification factor.

It is not difficult to obtain algorithms for the
parameters of the model (11) from (13).

Thus, the adaptive identification system of the
subsystem Sk, i is described by Eqgs. (12) and (13). We
shall denote it as ASy

We shall con51der the Lyapunov function

2
=0. SYK S (AKSF,i ) +

(14)

1 T
+0. SSp(AD1 s Fk hsp ; ADLSF,i ) "

+OSSp(AB rt ABT)
kJSpi SE.i

where I‘k’h,sF,l =diag(yk’hysF’i ), Sp(°) is the spur of

=diag(yk JSE. ), ADLs ; and ABs

contain elements Adk h_ and Ab
F.,i

matrix, F ‘1

respectlvely Let

i
Theorem 1. Let: l) functions " (D, V, (1) are
positively definite and admit the infinitesimal higher

AK, Ak

sF,t

AK, :[ADLS ,AB }andV (t) Vo) +Vp ().

limit at |e|—>oo and

—> 0,
F.,i

2) matrix  Ag eR"™is the Hurwitz matrix;

have property @Ea - Then all

3) p i Pu j
SF,i SF,i
trajectories of system ASg

following domain:

; are bounded, lie in the
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G, = {(eSF,i ’AKSF,;’ ’ VSF,i 0= VSF,i (to )}

and the following estimation is valid:

AKSFJ ) :

t
2k, j Ves ATV, (1) =V, (0.
1,

Let estimation called A1 be true for VA, A0):
T 2
0.59 Sp(AKSF,i (t)AKSF,i (t)) + (AKSFJ ) <Py 0)<

_ 2
<0.5 S{Sp(AKSF ,(z)AKSTF ,(r)j + (AKSF . ) }

where FSFJ, = rk’h’sF,i +I‘k, JSEi + is the sign of the

FSFJ), Bl(rsF,i) are the
minimal and maximal eigenvalues of matrix I’ Spi’
N

9= min(B;l (I"SF’i )’Y;}SF,,' ), and § = max(ﬁfl (FSF,i ),Y;}SFJ )

Theorem 2. Let the following conditions be

satisfied: 1) positive definite Lyapunov functions
Ve ()= O'SeSF,i ),

direct sum of matrices, Bl(

2
_ -1
VAJ. (t)= O‘SYK,sF’i (AKSF,i ) +

-1 T
+0.5Sp (ADI,SFJ r kohsg, ADI,SF,,- ) +

+05$p(AB rl ABT)

F,i k.j, SF,i SF,i

admit  the  infinitesimal  higher  limit  at
eSF,i (l‘)‘ — 0, AKSF,i — 0, ‘AKSF,i — 0; 2) matrix
_pT
WSF,i (t) - Pfh,j uj (t)Pfh,j ,uj (t) and ysF’i are
SF,i " SF,i "SF,i” SF,i
piecewise continuous bounded and
S S . .
WSF,i (1) e PE .50 ysF ®) EPE; o, 4, 3) the following
equality is valid:
iy " k
hkJ -
SF,: Z Ad h.j +AbsFipu./ -
k=1 j=1 SF,i F,i
- T T
=1<Sp AKSF’i(t)Pch N Pfh’j . AKSF,i(t)

< . .
SF,i” SF,i ~SF,i SF,i

2
+(Ae +e2
( SE,i % SF,i ) SF.i }

in domain O,(0), where = > 0, O={0, 0"} <
c R xR"*" x J0.005 0" e R"™" is a zero matrix,
O, is some neighborhood of point O, 1 €[0,0]=J, ., is
time interval; 4) estimation Al is valid for function
Vx {1);5) the following system of inequalities is fulfilled:

for V.

el’

T .
= [Ve’i DV, (t)] satisfies equation S=AyS, if the
following inequality is valid:

VA,i; 6) the upper solution for Vel,’Al_ (=

v (t) <s (t) V(t=1t) &V (to) s (1))

p =e, i; A, ifor elements V, (1), V, (?). Then adaptive
system ASy ; is exponentlally stable Wlth the following
estimate:

v, o () <eMvIls (),
if

4 209
>— |—.
SE,i SRi - 3\ @

(15)

The proof of theorems is based on the approach
described in [26].
Theorem 2 shows: if the information matrix

s

_pT
WSF’i(t)—Pf;,,j y (t)Pfh,j W ()
SF,i " SF.i SF,i " SF,i

is continuously excitable, then the adaptive system
ASp, ; allows obtaining true estimates of the system Sk,
parameters. In this case, the system parameters should
satisfy conditions (15).

EXAMPLES

We shall consider the system with nonlinear
correction of the nonlinear system. It contains the
amplifier with electric motor and the relay control
described by function f,(«). The nonlinear feedback (b in
an index notation) on speed with parabolic characteristic
J>(x,) is used as a correction device, as follows:
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X =Xy,

X0 = X,

27 (16)

X3 =—ayxy —ayx3 +bfy (u),

y=x]a
c, ifu>d,

fiw)=10, if —d<u<d,
—c,ifu<-d,

where u = g — x; — f,(x,) is control; fo(xy)=
= kfbx§sign(x2); g is the system input; ¢ > 0, d > 0;
kg, > 0; x; is a state variable; and a,, b are system
parameters.

Equation (13) and polynomials in (7), (8) have the
following form:

v % b b
(U+n— 12 Jy:( 1 2 Jfl(u). (17)
v+ LEU, L+ LHH,

Equation (17) is obtained as follows. First,
system (16) is written in the space ((?), f,(u)). So,
Eq. (7) is obtained. Since the system has the third order,
to find the equation for y(¢), according to the results of
the ADAPTIVE IDENTIFICATION OF THE Sg
SYSTEM section, both parts of the obtained Eq. (7) are
divided by polynomial H(v) = (v + p;)(v + ). Then the
left and right parts of (7) are decomposed into prime
fractions, and Eq. (17) is derived.

We assume v = d/dt. The analogue of Egs. (8)
and (9) for system (16) is obtained from (17), as follows:

VEWANDy V2P, T

(13)
+b1pf1,u1 +b2pf1+lz’
py7“1 :_Hlpy7pl +y,
Pyp, = H2Pyy, *0> (19)

Pr = 7MP R +
P/i,uz :_Hzpfi’“z +f1,

where b, = 1.4, b, =-0.4,1=0.35,v, =—1, v, = 1.35,
u, = 2.05, p, = 2.25. The parameters of nonlinearity f,:
¢, =2,d=0.5. Input g(¢) = sin(0.2¢).

The adaptive model and algorithms are the following:

y :_kye_nervlpy,ul +

) . . (20)
+ Py, +b1pf1,H1 +b2pf1,uz,

A=—1ne 9 =1, e,

b=ty =ty QD)
by = oy Py
where e=Jp —y.
The equation for error e(?) is the following:
e=—ke—Any+ Avlpy,ul +
+ szpy’uz +Ab1pf1,u1 +Ab2pf1,ll2’ (22)

where k>0, Ac=6—-0,6=", V|, v, by, b,. Coefficients
y; in (21) vary in the range (0.002; 0.009).

T
Let AK 2] An, Avy,Av,,Ab,Ab, | . The adjustment
law for AK follows from (21):

AK =-TyeP, , (23)

where T = diag(vn,vvl Ty, Y >V, ),

T
Py :|:y’py’u1’py’uszf]aul’pfl,l«lz} :

The boundedness of the system (22), (23) trajectories
follows from Theorem 1. The adaptive system results are
shown in Figs. 1-4. The adjustment of the model (20)
parameters is shown in Figs. 1 and 2. The change in
estimation error e(?) is shown in Fig. 3. This change in
the error is related to the change in the system output.

It is noted in [28] that by function f;(x,), the system
is unidentifiable on the set of measurements. In this
case, the indirect information about the dependence of
u; = ®—x,; on x, may be used. This is true since there is
a relationship between u and u.

2. We shall consider the self-oscillation generation
system consisting of an object (variables y,, »,),
nonlinear (variable y;) and linear (variable y,)
converters, and the linear amplifier-converter with
nonlinear actuator (variable ys). Function f(x) (i = 1, 3)
is the saturation function with a dead zone

c, if x2d,;,
2x—d,;), if d;<x<d,;,
fi(x)= 0, if —d|;<x<d,;,

2x+dy;), if —d;<x,

-, if x< _dz,i’

where ¢ >0, d; ;> 0, and d, ;> 0 are some numbers,
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1.5

1.0 0

0 100 200 300 400

Fig. 1. Adjusting parameters of model (20)

2.0
1.5+ \&% 51 ]
by 1.01
52 0.51
0.0 _\\\: 52
-0.5 0 1(;0 — 27(;)70\7””;37('7)67 400

Fig. 2. Adjusting parameters l;i of model (20)
Y = AY + DF(Y)

0 1 0 0 0 ]
L 0 —-g 0 0k
N 1
¥y 0 0 _71 0 0
Y = ,A= ,
73 ky 1
V4 0 =2 0 —-— 0
TZ T2
Vs ] |
0 0 0 0o —-—— (24)
i I3 |
0 o
0 0
L0 /G0
D=| T, ,F(Y){f(li1 )},
0 0 33 Ty
o L
L I3 |

where 7, > 0 is a time constant, g > 0. Variable ys is used
as the input.

The phase portrait of the object is shown in Fig. 4.
It shows that self-oscillations arise in the system.
For identifying parameters of system (24), we shall
use the ideas of the adaptive observer for the object
described above. It is necessary to transform only the
first two equations in (24). For this, we represent them

0.4-
0.2
0.0

-0.21

e -0.41 \ —0.

-0.6 1.
-0.8 _¥5& |
100 /200 300
-1.04 ~_
-1.2 . : : .
~4 -2 0 2 4
y

Fig. 3. Change in the estimation error

8

Y, 0+

41

-8 . i . . . . i
-16 -12 -8 -4 0 4 8 12 16

Y1
Fig. 4. Phase portrait of object (24)

in the form (38) and divide the resulting equation
by v + u. Then variables y,, ys are transformed, as
follows:

Py = WPy w0 (25)
pys,u :_“pys,u+y5’

and the following identification representation is obtained:
N =apy tapp, + 5Py
3 ==asyy +ay, £ (1),

V4 =—a4y4+ a4,

Ps= —as5ys +ds3f3 (y3 + y4)'

(26)

The adaptive system for estimating parameters of
system (26) has the following form:

¥y = ke + gy + APy +ai5py, s
Yy =y Yy Py, +a5p),

JA.’s =—ksey +ay, (fl (yl)_y3)=

JA.’4 =—kyey+ayyy+agn),,

JA’S =—kses + as, (y5 +f3(y3 +J’4))’

@7

where ¢, =y, —y;,i=1,3,4,5.
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If Lyapunov functions V; (el.) =0.5¢? are introduced,
then adaptive algorithms for adjusting parameters of

system (27) are obtained from condition ¥; <0, as follows:
aj ==yey, A= “T24Py,
a5 = Y156 P)y;> a3; = —731€3 (fl (y1 ) -7 ),

) ) (28)
g1 = Y41€4Y4>  Aap = V42€4)2>

551 =515 (ys + /3 (y3 +y4)),

where V> 0.

Systems (26) and (27) are simulated with the
following parameters: a,, = 0.55,a,,=-0.6,a,5=—1.15,
ky=2,u=05,ay,=221,k;=038,k,=1.5,a,, =1.15,
a,,=0.56,k;=1.25, a5, =1.1. Parameters of functions f,
f3od; =05,dy,, =15, ¢=2,d,=025,d,; = 1.25.
Coefficients Y, vary in the range (0.001; 0.05).

The adaptive system has the following form:

e = —kje; + Aay 1y +Aalzpy1 +Aalspy5 s

ey =+Aapy + Aalzpy1 + Aalspys,

&y = —kye +Aa31(fl(yl)_y3)’ (29)
ey =—kyeqy —Aay vy +A7ay,p,,

és =—kses —Aas, (y5 + /3 (y3 +y4)),
Adyy=—ypey,  Ady =-1pePy,

Adys = “N156Py,» Adyy = =138 (fl (J’1 ) - yg), 30)

Ady =v41€4Y4  Dagy =—V42€4)5>

Adg) = vs,e5 (J’s + /3 (y3 +y4))’

where Aaij @)= &ij - 4.

The results of system (29), (30) are shown in
Figs. 5-7. The process of adjusting parameters of the
system (27) is shown in Figs. 5, and 6, while the change
in the output discrepancies of system (27) is shown
in Fig. 7. The results confirm the boundedness of the

adaptive system trajectories.

Despite the fulfillment of condition y5 € %3@ for
the input of system (24) and the S-synchronizability
of the system, it is not possible to ensure the condition of
asymptotic stability. This is due to the presence
of nonlinearities in the system.

We shall consider the Lyapunov functions

5
V,15()=0.5 > e, Vo =

i=1, i#2

T
:[ e,l’VA,I’Ve,S’VA,3’Ve,4’VA,4’Ve,S’VA,S:| >

Vais()=0.5 (yl—}Aafl () + 73 A% (1) + vl Aa (t)) +
VA1
+ O.5y§11Aa321 ®+0.5 (yZ}Aafl ®+ yZ%Aafz (t)) + an
[ ——)
a3 VA4
+0.5y5]Aa2, (1).
A5
0.6
0.3 a1
0.0
&; 0.3
&,
—-0.6 - [ I
—0.9-7 A E
-1.2 — - —
0 50 100 150 200 250
t
Fig. 5. Adjusting parameters of the models
for estimating y,
25
2.0
a31 f\
~ 1.54 Y]
a1
5 1.04
a42 J/
5 0.5
854 |
0.04
_0-5 T T T T
0 50 100 150 200 250

t

Fig. 6. Adjusting parameters of the models
for estimating y,, y,, and y;

200

Fig. 7. Change in the discrepancy of outputs
of models (27) (green line is ey, red line is e,
orange line is e5, and blue line is e;)
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Theorem 3. Let the following conditions be
satisfied:

1) positive definite Lyapunov functions V, ,(f)=
2
=057 (Aay ), ¥, (0 =0.5¢,(0), Vp 1 (1) = 0.5 (v} Aaq, (1) +

+Y1_21A0122 ®+ Yl_51Aalz5 (t )) admit the infinitesimal
higher limit at |e/(#)] — 0, \Aal.j\ — 0;

2) y; are piecewise continuous bounded
while o=max|a.  .,a, ,o s y.(t)e@fs _
[ NPy T By l %%
S S -
Py, €PE; 5 s Py €EPE; o andi=1,3,4,5;
Pyl Pyl Py5 Pys

3) for ¥ 1 (1) = 0.5AG[ ()T['AG (1) , the following
inequation is valid:

0.58,AG] (1)AG, () <V (1) £0.53,AG] (1)AG, (2),

where I’y Zdiag(YnaYuaYls)a 9 :[31—1(1"1),

T 5§ -
AG(6) =[ Aayy (1), Ay, (), Aqy5 (1) |, 8 =BT (T ).
B,(Ir)), By(I'}) are minimal and maximal eigenvalues of
matrix I'j;

2 _
4) afi’y3 —ﬁﬁ(fl(yl)—yﬁ Safi,y3 + V3,
L3 20, vy 20;

5) v, = max(y,, V)5
6) equality

2 2 2
el.Aaij(ol. =T, & +(Aalj) o;

is satisfied in domain O (O), where =mn;, > 0,
0={0% 0"} cR*xR"xJ, ., 0% 0" are zero vectors,
n is the number of adjustabl’e parameters, O, is some
neighborhood of point O, ¢ €[0,0] =J 0,005

7) for ¥, (s), matrix system of inequalities
Voa SA AV, +B, s is valid, where A, , is the
following block diagonal matrix:

A, p =diag (Ae,A,l AeazAensrAons ),

B, =[0 0 58, my 0 0 0 0],

submatrices A e A i have the form similar to Ay, from
Theorem 2;

. 8) the upper solution for V, (¢) satisfies equation
Sea =Ap S, A +B, 4, if there exist such functions
s{(0)=0, that ¥, , (1) <s{0) V(1=10) &V, 5 (ty) < 5(ty),
i =1, 3,4, 5 where Se’A eRO, s; are elements of

vector S e A Then adaptive system (29), (30) is
exponentially dissipative with the following estimation:

t
V, 5 (0 <ebeal0)g( ) 4 [ eReali=p g,

The proof of Theorem 3 is similar to the proof of
Theorem 2.

It follows from Theorem 3 that bound properties
of system (29), (30) depend on nonlinear properties,
feedback, and compliance with the excitation constancy
condition. In particular, this applies to block 3.

CONCLUSIONS

In the paper, the approach to adaptive identification
of systems with several nonlinearities is proposed. It
is based on the transformation of a system in order to
exclude unmeasurable state variables. The synthesis
of an adaptive identification system is presented. In
order to simplify the adaptation process, an approach
involving the decomposition of a system into a number of
subsystems is proposed. The boundedness of trajectories
in the adaptive system is proven. The problem of the
S-synchronizability of a system is considered taking
into account the modification of the excitation constancy
condition of the system information, which is set with
allowance for the specifics of structural identifiability
of the nonlinear part of the system. The method of
Lyapunov vector functions is applied for proving the
exponential stability of the identification system.

An approach to the nonlinear correction of a nonlinear
system is considered. Adaptive algorithms for estimating
system parameters are obtained. The boundedness of
system trajectories is shown. Considering a nonlinear
self-oscillation generation system with nonlinear
feedback, an adaptive system of parametric identification
is proposed. The influence of feedback and nonlinearities
on the boundedness of trajectories is investigated. The
simulation results confirm theoretical conclusions.
The proposed methods could be used in developing
identification and control systems for complex dynamic
systems.
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Abstract

Objectives. To develop mathematical model representations of the energy effect in non-cylindrical domains having
a thermally insulated moving boundary; to introduce a new boundary condition for thermal insulation of a moving
boundary both for locally equilibrium heat transfer processes in the framework of classical Fourier phenomenology,
as well as for more complex locally non-equilibrium processes in the framework of Maxwell-Cattaneo-Lykov-Vernott
phenomenology, taking into account the finite rate of heat propagation into analytical thermophysics and applied
thermomechanics; to consider an applied problem of analytical thermophysics according to the theory of thermal
shock for a domain with a moving thermally insulated boundary free from external and internal influences; to obtain
an exact analytical solution of the formulated mathematical models for hyperbolic type equations; to investigate the
solutions obtained using a computational experiment at various values of the parameters included in it; to describe
the wave nature of the kinetics of the processes under consideration.

Methods. Methods and theorems of operational calculus, Riemann—Mellin contour integrals are used in calculating
the originals of complex images with two branch points. A new mathematical apparatus for the equivalence of
functional constructions for the originals of the obtained operational solutions, which considers the computational
difficulties in finding analytical solutions to boundary value problems for equations of hyperbolic type in the domain
with a moving boundary, is developed.

Results. Developed mathematical models of locally nonequilibrium heat transfer and the theory of thermal shock
for equations of hyperbolic type in a domain with a moving thermally insulated boundary are presented. It is shown
that, despite the absence of external and internal sources of heat, the presence of a thermally insulated moving
boundary leads to the appearance of a temperature gradient in the domain and, consequently, to the appearance
of a temperature field and corresponding thermoelastic stresses in the domain, which have a wave character.
A stochastic analysis of this energy effect forms the basis for a proposed transition of the kinetic energy of a moving
thermally insulated boundary into the thermal energy of the domain. The presented model representations of the
indicated effect confirmed the stated assumption.

Conclusions. Mathematical models for locally nonequilibrium heat transfer processes and the theory of thermal
stresses are developed and investigated on the basis of constitutive relations of the theory of thermal shock for
equations of hyperbolic type in a domain with a thermally isolated moving boundary. A numerical experiment
is presented to demonstrate the possibility of transiting from one form of analytical solution of a thermophysical
problem to another equivalent form of a new type. The described energy effect manifests itself both for parabolic
type equations based on the classical Fourier phenomenology, as well as for hyperbolic type equations based on the
generalized Maxwell-Cattaneo-Lykov—-Vernott phenomenology.

Keywords: moving thermally insulated boundary, temperature field, temperature stresses, equations of hyperbolic

type
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HEeIMJIMHAPUIECKOI0 TUIIA ¢ TEPMOU30JIUPOBAHHON
ABUKYLIEHCH rpaHuei
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@ AsTOp AN nepenvcku, e-mail: professor. kartashov@gmail.com

Pe3iome

Llenu. Pa3paboTka MaTeMaTnieckn MoAeNbHbIX MPeacTaBNeHni aHepreTuiyeckoro apdekra B 061acTax HELMINH-
LPNYECKOro Tuna ¢ TeEPMOU30IMPOBAHHON ABUXYLLENCA rpaHuLen. BeeaeHne B aHanMTUYECKyO Tennopuanky u
MPUKIALHYIO TEPMOMEXAHNKY HOBOIO MPaHMYHOI0 YCN0BUSA TEMIOU30NALMN ABUXKYLLENCS MPaHuLbI Kak A5 1oKasb-
HO PaBHOBECHbIX NMPOLECCOB TenonepeHoca B paMkax kiaccuyeckoi deHomeHonornm ®dypbe, Tak 1 ons 6onee
CJTIOXHbIX JIOKa/IbHO-HEPaBHOBECHbIX MPOLLECCOB B pamMkax ¢peHomeHonornn Makceenna — KatraHeo — JlbikoBa —
BepHOTTa, y4nThIBAIOLLMX KOHEYHYIO CKOPOCTb pPacnpoCTpaHeHus TennoTbl. PacCMoOTpeHne npuknagHon 3anaydu
aHanMTU4ecKom TennoduUsnku 1 Teoprn TEMIOBOMO yaapa Afst 061acTu C ABUXKYLLECS TEPMOM30IMPOBAHHON rpa-
HULEn, CBOOOAHOM OT BHELLHWX U BHYTPEHHUX BO3AENCTBUIA. MonydYeHne TO4HOro aHannmTM4eckoro peweHmnsa cop-
MYJIMPOBAHHbIX MaTeMaTUYECKNX MoAenen ans ypaBHeHA runepbonmyeckoro Tuna. MiccnenoBaHne nosyyYeHHbIX
PELLEHN C MOMOLLLIO BbIHUCUTENIbBHOIO 3KCNEPUMEHTA NPU PA3/INYHbIX 3HAYEHUSAX, BXOOALLMX B HErO NapamMeTpoB.
OnurcaHve BOJIHOBOr0 XxapakTepa KMHETUKM paccMaTprBaeMbIX MPOLLECCOB.

MeTogbl. Vcnonb3oBaHbl MeETOAbl W TEOPEMbl OMEPALMOHHOIO WUCHUCIIEHUS, KOHTYPHbIE UHTEerpanbl
PumaHna — MennvHa npu BblYUCIEHUN OPUTMHASIOB CITOXHbIX M300paXeHui ¢ ABYMS TOYKaMu BeTBeHus. C yueTom
BbIYNCIUTENbHbLIX TRYAHOCTEN NPU HAXOXAEHUM aHANIMTUYECKMX PELLEHNIN KpaeBbIx 3a4ady As ypaBHEeHUM runep6o-
JINYECKOro TMna B 0611acTu C ABMXKYLLENCS rpaHnLLEN, pa3BUT HOBbIM MaTeMaTUYeCKUiA annapaT 9KBUBAIEHTHOCTH
GYHKUMOHANBbHbIX KOHCTPYKLNA A1 OPUTMHAN0B MOJIy4EHHbIX ONePaLMOHHbIX PELUEHUIA.

PesynbTatbl. [peacTaBneHo pasBuUTrE HOBbIX MaTeMaTUHECKMX MOLENEN NTOKaNIbHO-HEPABHOBECHOMO TENJ1I0NepeHoca
1 TEOPUM TEMIOBOro yaapa AN ypaBHEHUI rMnepbonyeckoro Tmna B 061acT C ABUXKYLLECS TEPMON30NIMPOBAHHOM
rpaHvuen. NokadaHo, 4To, HECMOTPSA Ha OTCYTCTBUE BHELUHUX WU BHYTPEHHUX UCTOYHUKOB TEMNSOThl, HAJIMYNE TEPMO-
M30/IMPOBAHHON ABMXKYLLENCS MPaHULLbI MTPUBOOUT K MOSIBAIEHUIO B 001aCTW rpaamMeHTa TeMneparypbl U, CNeaoBaTesNbHO,
K NMOSIB/IEHNIO B 0612CTM TEMMNEPATYPHOIO NOJIS M COOTBETCTBYIOLLMX EMY TEPMOYMPYIUX HAMPSKEHNIA, UMEIOLLIMX BOJTHO-
BOW xapaktep. CToxacTUYeCKMIA aHaNIM3 YKa3aHHOMO SHEPreTn4eckoro addekTa no3BoNNI Bbicka3aTb NPEANoIoXeHEe
0 nepexoe KNHETUHECKON SHEPTM ABVXYLLENCS TEPMOU30IMPOBAHHOW rPaHnLbl B TEMJIOBYO aHepruto obnactu. Mpu-
BeJEeHHble MOAe IbHbIE NPEACTAaBNEHMS YKa3aHHOr0 addekTa NoATBEPANIIN BbICKa3aHHOE NPeAnosioXeHne.
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BbiBOoAbl. Pa3BuThl N NCCneaoBaHbl MaTtemMaTUyeCckmne MOLENM 19 JIOKaIbHO-HEPaBHOBECHLIX MPOLLECCOB TernJone-
peHoca 1 TeEOPUM TEPMUHECKNX HAMPSXKEHNN HA OCHOBE OMNMPeaensoLLIMX COOTHOLLEHUI TEOPUM TEMIOBOIO yaapa as1s
ypaBHeHUI rMnepboanM4eckoro Tmna B 061acT ¢ TEPMON30NNPOBAHHOM ABUXYLLENCS rpaHuLLel. [poBeneH YnNCneH-
HbI1 9KCNEPUMEHT U NokasaHa BO3MOXHOCTb Nepexoga OT OAHON GOPMbl aHANIMTUYECKOrO peLleHus Tennopunsu-
4eCcKOoM 3a4a4n K APYror 3KBUBANEHTHOM popme HOBOro Tuna. OnucaHHbI SHepreTniyeckmii addekT NposBaseTcs
KaK [J19 ypaBHEHMIN Napabosinyeckoro T1na Ha OCHOBE kiiaccuyeckon peHomeHonornm dypee, Tak 1 Ais ypaBHEHWIA
rmnepbonnyeckoro Tnna Ha ocHoBe 0606LLEeHHON deHomeHonorm Makcsenna — KatraHeo — JlbikoBa — BepHoTTa.

KnioueBble cnoea: ABMXYLLASACS TEMNJOM30AMPOBAHHAs rpaHmua, TeMmnepaTypHoe none, TeMnepatypHble Hanps-

XXeHud, ypaBHEHNA rmnep6onw+e0|<oro T"Mna

* Moctynuna: 30.11.2022 » Aopa6oTaHa: 21.04.2023 ¢ MpuHgaTa k ony6nukoBaHuio: 21.07.2023

Ang untupoBanua: Kaprtawos 3.M. HoBbIlh aHepreTuyeckunii apdekt B 061acTaX HELMAMHOPUYECKOrO TUNa ¢ Tep-
MOM30JIMPOBAHHOWN AuyLlelncs rpaHuueinn. Russ. Technol. J. 2023;11(5):106—117. https://doi.org/10.32362/2500-

316X-2023-11-5-106-117

Mpo3payHocTb pHAHCOBOW AeATEeNbHOCTU: ABTOP HE MMeeT GUHAHCOBOW 3anHTEPECOBAHHOCTU B NPEACTAB/IEH-

HbIX MaTepunanax nin metogax.

ABTOp 3aaBnsaeT 0o OTCYTCTBUA KOHCbJ'II/IKTa NHTEepPeCOoB.

INTRODUCTION

The effect of the concentration gradient emergence
in the domain with moving impermeable boundary was
encountered by the author for the first time when studying
the phenomenon of adsorption reduction of strength and
durability of brittle polymers in surface-active media [1].
A review of the literature confirms that, while the above-
described phenomenon affects many fields of science
and technology, it has yet to be practically described in
scientific publications. Considering thermal processes,
it will be shown that a temperature gradient exists in
a domain having a moving thermally insulated boundary
despite the absence of internal or external sources of
heat; this is due to the conversion of the kinetic energy
of the boundary motion into the thermal energy of the
domain. A stochastic analysis of this energy effect for
the temperature average based on an analysis of the
corresponding dispersion shows the similarity of the
dispersion behavior to that arising in the domain of
the average value of temperature stresses, creating the
risks of cracks and the possible beginning of material
destruction [2].

PROBLEM STATEMENT

We shall briefly consider thermophysical problems
in domains with moving boundaries (non-cylindrical
domains).

A very wide range of issues arise when considering
boundary value problems of nonstationary heat conduction
in non-cylindrical domains of the type [0, ¥(¢)], > 0 or
[¥(?), ), t > 0, where y(¢) is continuous function. Similar
problems arise in the theoretical study of energy transfer
processes related to changes in the aggregate state of
matter, as well as in strength theory, dam theory, soil

mechanics, oil-reservoir thermic and electrodynamic
problems, filtration problems, the theory of zone
cleaning of materials, kinetic theory of crystal growth,
thermomechanics in the study of thermal shock, etc. [3].

In mathematical terms, boundary transfer problems
in the domain with moving boundaries are fundamentally
different from classical ones. Due to the dependence of
the domain boundary on time, the classical methods
of equations of mathematical physics are inapplicable
to this type of problems: it is impossible to match the
solution of the heat conduction equation with the motion
of the domain boundary while remaining within the
framework of such methods. This explains why only the
simplest cases with a uniformly moving boundary, or
partially with a root dependence, have been considered
in analytical thermophysics to date.

Let €, be a non-cylindrical domain, whose cross-
section by characteristic plane ¢ = const > 7,> 0 is convex
domain D, of change M(x, y, z) with boundary S,
depending on time > 0, 0 is the external normal to S,
representing a vector continuous at points S,, so that

Q;={M eD; =D, +5,,t20}.

Let T(M, f) be the temperature function satisfying
the conditions of the problem, a be thermal conductivity,
and f'be the source function. @, is initial temperature, 3,
B, are coefficients, while C?, C!, C? are function classes.

%—f:aAT(M,t)ﬁ(M,t),MeDt, £>0, (1)

T(M,1)|,_g=Py(M), M € D=0, )

p

T(M
18 (an ’t)+B2T(M,f):(P(M=t)sMESt’ t20.(3)
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Here,

(M1)€ CO(Q); Dy(M) e CHQ);

4
o(M,1) e CO(S, xt 2 0); B + B3 > 0. )

The desired solution: T(M,t) € C2 Q)nC 0(Q),
grady,T(M,t) e CO(Q).

The boundary condition (3) includes the cases of
temperature heating, thermal heating, and heating by the
medium (or cooling in all three cases). If D is a canonical
(cylindrical) domain with a fixed boundary S (elastic
half-space, infinite plate, cylinder, ball, etc.), the thermal
insulation condition of boundary § of domain D is
written in the following form:

T(M ,t
M|M€S=O’ (>0 (5)

and is a classical boundary condition in analytical
thermophysics when formulating appropriate problems
for parabolic type equations. However, the presence of
a moving boundary fundamentally changes the form
of the boundary condition for its thermal insulation;
moreover, it is this circumstance that is not generally
considered in the literature describing various kinds
of applications related to the thermal insulation of the
moving boundary.

For deriving the above condition, we shall
consider domain Q, = (0 < z < y(?), t > 0). Here, y(?)
is a continuous-differentiable function; v(z) = dy(¢)/dt
is the boundary movement rate; 7(z, ¢) is temperature
field in Q; F(z, ¢) is nonstationary heat source
(F(z, t)/cp =fiz, 1)) continuously distributed in Q,, where
c is heat capacity and p is density. We have for €,:

a;;—agz—T+f(z 0, (z,)eQ,. (6)

We shall write the heat balance equation at time
(t + Af) considering boundary z = y(¢) insulated as
follows:

y(t)+hy
9100 5, cpAt j f(z,t)dz =
zZ
0
(1) y(0)+Ay
=cp j [T(z,t+At) = T(z,t)Jdz + cp T(z,t + At)dz,
0 (1)

where A is heat conduction.
For the second of the integrals on the right, we apply
the average theorem, as follows:

y(O)+Ay
—a2TOD y a [ fpdz=
oz 0

(1)
= [ [Tzt +A0) =T (z,0)]dz + T(z,t + At)
0

z=y+0Ay Ay,

where 0 < 0 < 1. Dividing both parts of the equation
by At and going to the limit at A+ — 0, we obtain the
following:

(1) y(t)

_aaT(O,t) I f( z,0)dz = J.—dZ+V(t)T(Z t)z y(t)*

0z

We shall substitute under the integral sign the
right-hand side of heat conduction Eq. (6) for 07/¢%,
integrate it, and add similar terms. The final result is the
following condition:

0T (z,t) v(t)
oz |7 ) T

22Tz, =0, >0, (7)

z=y(?)

which represents the thermal insulation condition for
the moving boundary. If the boundary movement rate
v(t) = 0, then we arrive at the condition (67/0n)|g = 0
implying thermal insulation of the stationary boundary
surface.

Since the late 1960s, systematic publications on
hyperbolic transfer models that take into account the
finite rate of heat propagation have appeared! % [4-16].
Nowadays, it is increasingly common practice to
distinguish a large class of models based on the following
equation:

62T(M,t)

aAT(M,t) - -7

aT(gf D _ [(M.)eQ,, (8)

where T, is the thermal flux relaxation time related to the

heat propagation rate by relation vy =/a/t,.

The boundary problems for Eq. (8) describe
high-intensity heat exchange in pulse and laser
devices, laser metal processing, plasma spraying
processes, processes occurring in energy channels
of nuclear reactors, as well as in a fluidized bed and
disperse systems, granular materials, and layered
semiconductor  structures. The problems also
arise in descriptions of electronic heat conduction

! Eremin A.V. Modeling methodology of heat and mass
transfer, elastic vibrations and electromagnetic waves with
allowance for spatial and temporal nonlocality. Abstract. Cand.
Sci. Thesis (Eng.). Samara; 2021. 30 p. (in Russ.).

2 Zhukov V.V. Investigation of internal mechanisms of heat, mass,
and momentum transfer with allowance for relaxation phenomena.
Abstract. Cand. Sci. Thesis (Eng.). Samara; 2021. 18 p. (in Russ.).
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and high-temperature plasma, in mathematical modeling
of thermal decomposition front processes, in catalyst
crystals, and the growth of homoepitaxial germanium
films during exothermic chemical reactions, etc. In [3],
the issues of correct formulation of boundary value
problems for Eq. (8) are studied: it is shown that the
writing of boundary conditions of the second and third
kind significantly differs from (3) for equations of
parabolic type. However, the question about the heat
isolation of the moving boundary for Eq. (8) remains
open. For this, we shall consider the phenomenological
Maxwell-Cattaneo—Lykov—Vernott relation [4, 6-7]:

q(M,t)=—h gradT(M,1) -7, %,

here, q is the vector of heat flux density, which forms

the basis for the analytical theory of local nonequilibrium

processes of heat transfer in a non-cylindrical domain.
We shall write this equation in the following form:

(1+rr %jﬁ(M,t) =—A gradT(M,t), M € D,, t>0, (9)

or

q(M,t+1,)=—\ gradT(M,t), M € D,, t>0, (10)

using the Maclaurin series Eq. (9) of function
q(M,t+1,) in the vicinity of point T, = 0.
Equation (10) may be rewritten in the following
form:
q(M,t)=—h gradT(M,t—t.), M eD,__ ,t>1. (11)
Using energy equation cpOT (M., 1)/0t = —div[q(M ,1)]
and relation (11), Eq. (8) may be written in the following
form:

w=aAT(M,t—tr),MeDk
t

1> (12)

Consider now the domain of interest z > y(¢), t > 0,
wherein (12) is the following:

oT(z,1) :aazT(Z’t_Tr)
ot oz2

Under constant initial conditions, as well as in the
absence of internal heat sources and external heating
conditions at the thermal insulation of the moving
boundary, the following condition is true:

,z>y(t=1.), t>1,. (13)

[e¢]
cp I T(z,t)dz =const, t > 1.
y(t_Tr)

(14)

Differentiating both parts of (14) by ¢ and using
Eq. (13), the following relation is obtained:

oT(z,t - dy(t -
{ (Brom) 14X Tr)T(z,t)} -
oz a ot 2=y(-1,) (15)
=0, t>1,
which may be rewritten as:
{M+@T(z,t+‘cr):l =0, t>0, (16)
&z  a z=y(0)

where v(¢) = dy/dt.

Equation (16) is the moving boundary heat isolation
condition for locally nonequilibrium heat transfer
processes described by hyperbolic type equations. In
particular cases (local-equilibrium processes, T, = 0) or
cylindrical type domain (v(¢) = 0), the thermal insulation
conditions discussed above are obtained.

THE TEMPERATURE GRADIENT EFFECT
IN THE DOMAIN WITH A MOVING THERMALLY
INSULATED BOUNDARY

In the corresponding model representations of
nonstationary heat conduction, boundary conditions (7), (16)
create the temperature gradient effect in the domain and
consequent appearance of corresponding thermoelastic
stresses, which occur despite the absence of external
and internal thermal impacts. While formally, there is an
idea concerning the impossibility of manifestation of the
described effect, analytical solutions of model problems
demonstrate the opposite. In [2], it is suggested that the
kinetic energy ofthe moving insulated boundary is converted
into the thermal energy of the domain, thus causing heat
and thermal effects. In this connection, in formulating the
thermal problem for the hyperbolic type equation, we shall
consider elastic half-space z >/ + vz, t > 0 with a uniformly
moving insulated boundary in the absence of external and
internal thermal loads:

or o’ _ oT

—=a——1T.——, z>[+vt, t>0, 17
ot oz T or? an
oT (z,t

T(z,t)|t_0=TO, A} =0, z>1, (18)
- o =

[M+XT(z,t+rr)} =0, t>0, (19)
0z a z=l+vt

|T(z,0)| <0, z21+vt, 1 20. (20)
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The boundary condition (19) may be written in the
following form:

{GT(Z,I) T 6T(z,t)}

Oz a a ot
=0, t>0.

el

z=l+vt

We shall introduce dimensionless variables

Z'=(z-D/I; r=at/12; vy =Vja; T, =arr/12;
(', =[T(z.0-T, |/T;

and then the moving coordinate system & =z'—v,T, 1> 0,

assuming 77(z',t) =W (&,1).
Relations (17)—(21) have the following form:

2w ow

w v)a +Vy—+
00 E_, 0 ok

ot ==
2 2 (22)
w w
+ 2v,T -1 =0,£>0,7>0,
00 Gear 0 2 5

oW (&,1)
0 =0

W (&) =0,

23
_, WED) 2

= =0,£2>0,

=0

W& _
% lezo
oW (&,7) . 1}

T

1- ’EOVO)

(24)
,T>0,
&=0

== [W(i, ) +7

(& 1) <0, £20, 120. (25)

In the Laplace image space:

W& p)= [W(E D) exp(—pr)dt
0
transformed

the operational solution of the

problem (22)—(25)

aw

d2w
(l—rovg)d—2+v0(l+ 2T0p)d—é—

~ p(+1,p)W =0, &> 0,

(1- rovg)

dw — 1
—e=0="" |:(1+TOP)W+—:| ,
dg Pl

W& p)| <o, 20

may be written in the following form:

W(E, p) =1 p)P2(E p), (26)
where
P16 p) = 0 x
[ 1 2)+ i (P +2a)(p +2B) |
o { Vo /2)&;}
1- TOVO

Vo (Ep) = x
P

xexp{ [ \/7 «/(p+20t)(p+2 )+ %o OE"

A4

1+ 11—t 12 1— 1=t V2
o= 00; B= 00'
410 410

For finding the originals of images (27)—(28), we
shall first consider new transformations of operational
calculus that are of interest for hyperbolic transfer
models. In [3], the original image is

—exp[ &P+ 200 720 |
¢ I, (G\ITZ —iz)

| exp(-pt) + oE [ exp(-pr)———
& v

x Nt =&) =W (& 0m(t =)

dt|x (29)

Here, 6 = o — B, p = a + B, [,(2) is the modified
Bessel function and n(z) is the Heaviside function. On
the other hand, calculating the original image on the left
in (29) using the Riemann—Mellin contour integral with
two branching points by the method developed in [3],
we find:

—exp[ & =200 2B |

{exp( 22Jaf)- j [ECOD )

y+2B

x exp[~(y +2p)t ]dy}n(t —&) =W, (&0 -9).
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We shall show that W|(E,2) =W, (&,1).
We have:

M0 =5

t
—I exp(—p1)/, (oy1% —E2)dt |=
g

€2))

t

:i _J.exp(—p’t).]o(cﬂgz —’EZ )d‘[ .

0¢ :
We shall differentiate both parts of (31) by #
[m&n], = [ exp(-p1) (e ~1) |-
_ a%[—exp(—zﬁt) exp(—ot)Jo (o2 — 12 )}.

We shall use further a rather rare integral [3]:

rexp(=px)

0 Vax —x?

=mnexp(—ap/2)J, (% 2_p? )

coscvax —x2dx =

Hence:
26
[mEn], =% [ sin&yy(20 - ) exp[~(y + 20)¢]dy. (32)
0

Integrating both parts of (32) by # and using the finite
lim f(#) = lim pf(p)
t—o0 p—0

C=exp(-2&\aP) in (30) to find the integration
constant, the following is finally obtained:

value  theorem giving

W, (&,1) = exp(—2&Jop) -

__J- s1n§\/mexp [-(y+2B)t]dy =W, (&,1).
T y+2p

Thus, the original is found:

1exp{— &\/a 1/(p+20c)(p+2[3)}<—

p 1-14v3

feup| 00722 B f 1 Q/?/y@c M 33
Pl Ve y+2[3 1-79%5

X exp[—(y + ZB)T]dy}xn[r _ la\/% ]

> |
~To%

Now, using (33), we find the original image
Y2(E,p) (28):

Y,(E )=

| G0 /2E] 17 1
—{exp{ l—tovg} Tcgy—i—ZB
o N j
dyxm|t .
ooﬂ } [ _"0\/%

The original image ¥ (& p) (27) has the following
form:

S r@o-n) (34

1- TOVO

X exp{—(y + ZB)(T

¥ /2)@] )

2
)

Y, (1= exp[—

) vof f JCo 00— ey,

TE B(V /) +15Ra—y)(y - ZB)

(33)

The desired original image W(&, p) (26) may be
written now in the following form:

[ w@Er-1)P,Edr |

2 (36)

I=vp+/T0
_é— Vo
n(r 1- VO\/%]'

Figure 1 shows curves of the temperature function (36)
versus T in the cross section £ = 1 for different v, at 1=0.25.
The curves in Fig. 1 clearly show the peculiarities of the
thermal response of the domain for locally nonequilibrium
processes (the analytical solution (36) contains the
Heaviside function explaining the delay in the onset of
heat propagation in the fixed cross section).

WE 1=

0.35¢
0.30
0.25 1

0.20 -

W(E, 1)

0.15

0.10 -

0.05 +

0 L L L L L L L L )
0 05 10 15 20 25 3.0 35 4.0 45 5.0
T

Fig. 1. Dependence of the temperature function W(E, 1) (36)
on Tin cross section § = 1 for different v,: v, = 0.16 (a);
vy =0.5(b); v, =0.75 (c) at 1, =0.25
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THERMAL RESPONSE OF THE DOMAIN
TO THE TEMPERATURE FIELD W(E, 1)

The next step is investigating the thermal response of

domain Q¢ =(z=>1+vt, t>0)with a moving thermally
insulated boundary in the framework of the model
problem (17)—(20). We shall consider, as above, an elastic
half-space, which is of practical interest for many areas of
science and technology described in [3]. We shall write
down the defining relations of dynamic thermoelasticity

for domain €@ ={M(x,y,2)€ Dy =D, +5,,1>0} with
temperature function 7(M, 7). Let T, be the initial
temperature at which the domain is in the undeformed and
unstressed state; Gij(M, 1), sl.j(M, 0, UM, 1) (i=x,y,z)are
the components of stress tensors, strain, and displacement
vectors, respectively, satisfying the basic equations of
(unbounded) thermoelasticity (in index notations) [ 19, 20]:

(M,0)=pU,(M,1), (37)

%ij.j
e;(M,0)=(1/2)[ U, (M,)+U, (M,0) ], (38)

Gl.j(M,t) = 2usl.j(M,t) +
+ [ Me; (M 1) = Bk + 2o (T(M 1)~ T)) |8 (39)

l_.].’

where p is density; p = G, G is shear modulus; A =
= 2Gv/(1 — 2v) are isothermal Lame coefficients; v is
Poisson ratio with 2G(1 + v) = E, E is Young modulus;
o is linear thermal expansion coefficient; 8[/. is the
Kronecker symbol; and ¢;(M,1) =e(M,t) = U, (M,¢)
is volume strain related to the sum of normal stresses

6(M,t)=c,,(M,t),n=x,y,z by the following
relation:

_ 1-2v_

e(M, 1) = S(M, 1)+ 30 [ T(M,1)—T, ]. (40)

For the case of one-dimensional motion M = M(z, {),
z>1[+vt, t >0, we have the following from (37)—(40):
U.= Uy =0,U,=U/z0,¢,= € = 0,
e, (z,1)=0U[z, )0z = [1/(1 = v)] %
< {[(1-20/QO)o,(z. )+ (1 + VT, 1) = Ty},

0o, (z,1)  0%U (z,0)
ez 0 a2

Differentiating this relation by z and substituting the
value 0U (z, t)/ 0z, the equation of the following form is
obtained:

62622 _L.a%zz B
a2 v: o o2
oot (41)
0°|T(z,t)-T
ZSJFV;OLTp [ (82) 0],Z>l+vt,t>0
-V t

with the following boundary conditions:

0c__(z,t
GZZ(Z:t)|[:0 =O: % =0,221, (42)
t=0
O (Z’t)|z=l+vt =0,7>0, (43)

<oo, z2[+vt, t 20.

.. (z.1)

In(41), Vp = \/2G(1 -v)/ [p(l - 2v)] = \/(7» +2u)/p
is the expansion wave propagation velocity in the elastic
medium close to the speed of sound. The remaining
nonzero components of the stress tensor, according
to (37)—(39), have the following form:

Eop[T(z,0)-T, ]
1-v )

v
Gxx(Z,t) Zny(Z,t) ::GZZ Z,t)—

In addition,

—2v 1+v)
e (z,)=——0c_(z,0)+ o | T(z,0) =T, |.
zz( ) 2G(1-v) zz( ) 1-v) T|: (z,0) 0:|
The function 7(z, ¢) in (41)—(43) satisfies

conditions (17)—(20). For solving the problem (41)—(43),
we move to the coordinate system (z', T) by the above
relations, assuming that

I/a, S G+ 2 = 21F
og=v.l/a,S+=a = ,
,t
o,z 0) ==&l
STTO

Omitting intermediate calculations of the transition,
we shall further introduce the moving coordinate system:

& = z' — w1, assuming O E1)=0_.(z1),
T*(z',t)=W(E,1). Relations (41)~(43) may be written
now in the following form:

2 2 2
0 e Loy 0 e _8 Ope _
o2 0 oeor  or?
0w W, W
= A Vo7
or? oot ¢,

(o -3)
(44)

£E>0,7t>0,
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(30& &,1)

=0,£>0,
ot :

=0 .(45)
02 (&) ig=0, 7> 0,0 (1) <0, £20, £20

Gee (6] g =

In the Laplace image space G (€,p)=

= I O (&, v)exp(—pr)dt, relations (44)-(45) are

0
written in the following form:

d’*c ds
(O‘% _V(%) sa +2vp d? _Pzagg =
(46)
P(p"'Vo)W V()(Vo +2p)d_W E>0,
1- tovg 1- Tovg dg

Here, the following relation is used:

2w p(1+top)— v0(1+2‘cop)dW
de? 11—t l-tvd  dE’

derived from the operational form of Eq. (22). For
reducing the awkwardness in solving problem (46)—(47),
we shall take into account the fact that inertial effects
in (41) operate at times of microsecond duration. Then

expression \/ top?+p+v} /4 included in general
solution (26) may be written in the following form:

Jrop? +p+v3 14~ ptg (1+1/Q21yp)

and solution (26) takes the following form:

vo/v%0
p[p+1-vpyr )/(2r0)]

Q2top +1)% }

Xexp[_2\/a(l—vo\/a) .

The desired voltage in the image space may be

written now as follows:
(43)
a pJ} ’
%o~V

W (&, p)=

6@{; Ep)=

= F(p){exp[—wp)a] - exp(—

F( :[ Ay A1
P) + +
P+ +12) Pp+y D)W +710)

A13 :| I: A21
p(p+m)(p+v12) (p+1)(P+7113)

A31 + A32
P(P‘*‘Yll)(l’ +713) P (P+Y11)(P+Y13)

4= Vo (ag = v+ 215 —v4/T) _

11
20047y (0979 — D1 =T¢3)

Ay = A4 [+ A+ 1 (2x) s

"0(0‘0 )

s = 4ot [Ty (1= 1gv3 ) (g [Tg — 1)

~ Vo (g + o)A +275 = vy4/T))

A, =
21 5
2014/ Tg (0 4/To +D(1 - rovg)

Ay = Ay [V + (4 103) (279 |,

vh (oc0 +v9)

4= 4ot [Ty (1= 1gv3 ) (g [Tg +1)

1- VO\/7 o —VO
21, ’Y‘Z_zf(aof D’

Qg +V0

3= 2.t (0grfTo +1)°

14T B —

I P L
2t 1=vp)fr

Now from (48), we find for the desired voltage:

o at a0ﬁ=vp/vT>1

Ggg(&ﬂ)=
0 re—5 ,
Qo — Y
o @ < S @9
Oee (51 %_vo < o
af
D€, 1) +0,2 (1)
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o at O‘oﬁzvp/"T<1

Cge &=

0, e S
1_"0\/5
(50)
= Ggg(l)(é"c)’ a\/a <1< EJ ,
1=vp41. %o~ Yo
oV +o.,.DE ), 1> 5 .
= = Qo — Vo
Here:
oD (&1 =
B RN PO -
1=vpy7 PNENCELINED
op (&)= —F| - |
= %o =%
A13r
F(v)=| By exp(=7117) + Byp exp(=y1,7) + +Bj5 |-
11712

ArnT
32 +332 ,
Y11Y

_[le exp(—yy;T) + 331 exp(—yy3T) +
11713

2

_ v~ A
2
i1 (2 =11

11

2
AV —Avin — A3

B =
12 2
Yi2 (Y12 = 711)

A, ()4
2.2
111712 11Y12

By =

2

2
M YAz + 45
By, = :

2
Y (i3 =711)

2
B. = Y134y —Vi3dy) — 4y
31~ 2
Vi3 (Y13 = 711)

Ay (1)

B =
32
T11%13 le 1Y123

Figure 2 shows the dependence graph of the dynamic
temperature stress (49) on the dimensionless time in

cross section & = 1 at 1, = 025, o, = 3

(OLO\/‘T :vp/vT =1.5>1; for metals Vp/VT >1, for
polymer glasses v, /VT <1) for values v, = 0.16 and
0.65. The curves show that for locally nonequilibrium
processes, accounting for the finite rate of heat
propagation results in a significant change in the stress
pattern compared to the corresponding curves in the
framework of classical Fourier phenomenology [21]. We
shall take an arbitrary point (cross section & = const). In
the beginning, the stresses in it are zero. At the moment
of time T= é/(ao V) (t=(z~ Z)/vp ), the longitudinal
elastic stress wave which front moves at speed v
approaches this point. The compression stress changes
abruptly and then decreases (increases in absolute

value). At the moment of time T= E;\/% / (I-v, \/% ),
the heat wave which front moves at speed v approaches
this point (cross section); the stress changes abruptly and
then approaches the value close to the quasi-static value.

0.1y

0
B W

-0.6 ‘ ‘ ‘ ‘ ‘ ‘ ‘ | | |
0 05 10 15 20 25 3.0 35 40 45 50
T

Fig. 2. Dependence of stress 0.(E, T) (49) on Tin cross
sectiong=1at1,=0.25,v,=0.16 (1) and v, = 0.65 (2);
ay=3

Thus, two waves propagate in a massive solid
body (an elastic half-space with a moving thermally
insulated boundary), which comprise a thermal
wave and an elastic wave; here, the elastic wave
front precedes that of the thermal wave. The present
author’s earlier studies on the effect of heat transfer
at the moving boundary of the domain indicate that
the dynamic temperature stresses decrease as the heat
transfer from the surface of the half-space decreases.
If, in the classical case [3], the presence of finite heat
transfer from the surface of the half-space boundary
results in the disappearance of temperature stress
discontinuities, then, in the case of the generalized
dynamic thermoelasticity problem [20], the stress
character remains the same as at the infinitely large
value of the heat transfer coefficient (the first kind
boundary condition). It is hoped that this earlier part
of the research, being very voluminous in its content,
will be published at some point in the future.
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CONCLUSIONS

The above model representations provide a basis
for the following statement. A new effect of analytical
thermophysics and applied thermomechanics is
described. In a domain with a moving thermally insulated
boundary, the temperature gradient occurs resulting in the
appearance of the temperature field and corresponding
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