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Abstract

Objectives. One of the most commonly used authentication methods in computer systems, password authentication
is susceptible to various attacks including brute-force and dictionary attacks. This susceptibility requires not only the
strict protection of user credentials, but also the definition of criteria for increasing a password’s strength to minimize
the possibility of its exploitation by an attacker. Thus, an important task is the development of a verifier for checking
passwords for strength and prohibiting the user from setting passwords that are susceptible to cracking. The use
of machine learning methods to construct a verifier involves algorithms for formulating requirements for password
complexity based on lists of known passwords available for each strength category.

Methods. The proposed supervised machine learning algorithms comprise support vector machines, random
forest, boosting, and long short-term memory (LSTM) recurrent neural network types. Embedding and term
frequency-inverse document frequency (TF-IDF) methods are used for data preprocessing, while cross-validation
is used for selecting hyperparameters.

Results. Password strength recommendations and requirements from international and Russian standards are
described. The existing methods of password strength verification in various operating systems are analyzed. The
experimental results based on existing datasets comprising passwords having an associated level of strength are
presented.

Conclusions. A LSTM recurrent neural network is highlighted as one of the most promising areas for building a
password strength verifier.
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IHocTpoeHue Bepu(puKaTopa CTOMKOCTH MAPOJIS
C HCIOJIb30BAHUEM KJIACCHYECKUX METOA0B MAIIIMHHOIO
o0yueHnus u pekyppentHoii LSTM HellpoHHOI ceTH
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Pe3iome

Lenb. AyTeHTudunkaumsa ¢ NCNosb30BaHMEM Maponen ABNSeTcs 0aHUM U3 Hanbosiee pacnpoCTPaHEHHbIX CMOCO-
O0B NPOBEPKM NOAJIMHHOCTM B KOMIMbIOTEPHbIX cucTemax. CyLLeCcTByOLME aTakm Ha Naposn, BKIOYaloLLmMe B cebs,
B T.4. aTakm nepebopa 1 ataku rno CnoBapto, TPEOYIOT HE TOJbKO 3aLLMTbI YHETHbIX AaHHbIX NOIb30BaTENS HA aTane
aKkcnyaTtaummn naponen, Ho 1 onpeneneHns TpeboBaHui K Naposio, NO3BOMSIOLLMX NOBLICUTL CTOMKOCTbL Mapons
K atakam, MUHUMU3NPYSA BO3MOXHOCTb X peanm3aLnmn 3/10yMblLLIEHHUKOM. BaxxHOM 3apa4ven Nnpy 9TOM CTaHOBUT-
cs1 pa3paboTka BepudukaTopa, OCyLLECTBASIOLLEro NPOBEPKY Naposist HA CTOMKOCTb 1 NMO3BOJISIOLLENO UCKITIOHYNTD
3aZlaHne noJsib3oBartenieM naponen, NogBepPXeHHbIX B3/IOMY. [ocTpoeHne BepudurkaTopa C UCNoSIb30BaHNEM Me-
TOOOB MALLUMHHOIO 00y4YeHUss MO3BONET anropuTMam camMmum GopMynmpoBaTb TPeOOBaHMS K CIOXHOCTU Napons
B NPOWN3BOJIbHO KOMMIEKCHON POPME, OTTANKMBAACH TOJIbKO OT MHUMOEHTOB, UMEIOLLIMXCH A9 KaXA0N KaTeropum
CTOMKOCTM CNUCKOB U3BECTHbIX Naponen.

MeTopabl. [MpennoxeHbl anropuTMbl MaLLMHHOIO 0B6YYEHUS C yYUTENEM: METO/ OMOPHbLIX BEKTOPOB, CTy4YalHbIl Nec,
OycTuHr, pekyppeHTHasa LSTM (long short-term memory) HelipoHHasa ceTb. B akcnepumeHTe ana npenobpaboT-
KU OAHHbIX NPUMEHEHbl MeTo, NPOCTOM MHAEKCALMN CMMBOJIOB C nocneayollein obpaboTkort embedding-cnoem
n meton, TF-IDF (term frequency-inverse document frequency). nsa Beibopa rmnepnapamMmeTpoB anropMTMoB Obina
MCMNOJIb30BaHa KPOCC-BanuaaLms.

Pe3ynbTaTthl. [TpoBeaeH aHanna pekoMeHgaumin u TpeboBaHUi K NaposiaM B MEXAYHAPOAHbIX M OTEYECTBEHHbIX
CTaHgapTax 1 BO3MOXHOCTU X peann3auum B Buae sepndunkatopa CTOMKOCTU Napois B pasinyHbiX OnepaumoHHbIX
cucTtemax. MNMpuBeaeHsbl pe3ynbTaThl 3KCMEPUMEHTA Ha CYLLLECTBYIOLL,EM HABOPEe MOMEYEHHbIX MO YPOBHIO CTOMKOCTU
naponemn. NpoBegeHa nx oLEeHKa ¢ NCrNonb3oBaHeM macro f1-mepsbl.

BbiBOAbI. VIcnonb3oBaHMe pekyppeHTHOM LSTM HelpOHHOWM ceTu BbIAENEHO Kak OAHO U3 Hanbonee nepcnekTus-
HbIX HANPaB/IEHUI 151 NOCTPOEHMA BepudmkaTopa CTOMKOCTU Napons.

KnioueBbie cnoea: KoMnbloTepHas 6€30MacHOCTb, CTOMKOCTb Naporisi, MalUMHHOE 00YYEHME C yumTEeNIEM, PEKYP-
pEeHTHasa HeMpoOHHas ceTb, LSTM

e Moctynuna: 11.12.2022 e flopaboTaHa: 01.02.2023 ¢ MpuHaTa k ony6nmukoBaHuio: 02.05.2023

Ana umtnpoBaHusa: Bennkos B.B., lNMpokypoHoB N.A. TlocTpoeHue BepudmkaTtopa CTOMKOCTU Naposisi C UCMOSb30-
BaHMEM KJ1aCCUYECKMX METOAO0B MALUMHHOIO 06y4yeHuss n pekyppeHTHo LSTM HeripoHHowm ceTtu. Russ. Technol. J.
2023;11(4):7-15. https://doi.org/10.32362/2500-316X-2023-11-4-7-15

Mpo3spavyHocTb pUHAHCOBOW AeATENIbHOCTU: ABTOPbI HE UMEIOT PMHAHCOBOWM 3aMHTEPECOBAHHOCTY B NPEeACTaB/IEH-
HbIX MaTepmanax unm MeToaax.

ABTOPbI 3a5BASIOT 06 OTCYTCTBUM KOHMIMKTA MHTEPECOB.
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INTRODUCTION

Password authentication represents one of the most
common authentication methods used in computer
systems [1]. Existing password threats, including
brute-force-, dictionary-, and rainbow table attacks,
require not only the protection of user credentials
during password exploitation, but also the definition of
password requirements when setting a password. Such
requirements should increase password strength to
withstand specified attacks, minimizing the possibility
of their being compromised by an attacker [2]. In this
connection, an important task involves the development
of a verifier checking the password for strength to
prohibit users from setting passwords that are vulnerable
to cracking [3].

ANALYSIS OF EXISTING APPROACHES
TO BUILDING A PASSWORD STRENGTH VERIFIER

The most commonly used Russian standards for
setting a strong password are set out [4] in the following
documents:

1) National Institute of Standards and
Technology (NIST) Special Publication “Digital
Identity Guidelines. Authentication and Lifecycle
Management”!;

2) Methodological document of the Federal Service for
Technical and Export Control (FSTEC) “Information
Protection Measures in State Information Systems™?.
These guidelines contain recommendations for

users when creating passwords, as well as requirements
and recommendations for verifiers (websites, software,
etc.) that contain a system for checking and processing
passwords.

The first document refers to passwords as
“memorized secrets.” Among the general provisions are
the following:

1) memorized secrets (passwords) must be at least
8 characters long if selected by the user;

2) memorized secrets (passwords) randomly generated
by the computer or verifier must be at least
6 characters long and may consist entirely of digits;

3) if the computer or verifier prohibits the selected
memorized secret (password) on the grounds that it
is contained in the previously accepted blacklist of
compromised values, the user should select another
memorized secret (password).

In the FSTEC document, the recommended
minimum password length of 6 characters achieves the

I https://pages.nist.gov/800-63-3/sp800-63b.html. Accessed
February 01, 2023.

2 https://fstec.ru/dokumenty/vse-dokumenty/spetsialnye-
normativnye-dokumenty/metodicheskij-dokument-ot-11-
fevralya-2014-g (in Russ.). Accessed February 01, 2023.

requirements of the simplest level (level 4) of personal
data security [5].

When processing requests to establish and change
memorized secrets, verifiers should compare assumed
secrets with a list of frequently used, expected or
compromised passwords. For example, the list may
include:

1) passwords obtained from the database of cracked
passwords;

2) vocabulary words;

3) repetitive or sequential characters (for example,
“qqqqqq,” “qwerty123457);

4) context-dependent words such as service name, user
name, and their derivatives (e.g., “mireastudent,”
“ivanivanov”).

A convenient way to check a password for strength
is to use special services such as those offered on the
Kaspersky website?. This service provides information
on password strength, occurrence of the password in
leaked databases, as well as how long it would take
to crack a particular password using a brute-force
attack (Fig. 1).

mire@Sr 1ty@457K1%

@ Strong password!

- The good news is that you have a strong password.

«Your password is not found in the databases of leaked passwords.

It will take 10000+ centuries

for your password.

Fig. 1. Demonstration of password verification on the
Kaspersky website

The complexity of user-selected passwords can
be characterized using the concept of information
theory, whose founder is widely considered to be the
American mathematician, Claude Shannon. Although
entropy, representing a measure of the information
capacity of the system, can be easily computed for data
with deterministic distribution functions, evaluation
of entropy for user-chosen passwords represents a
complicated task, which defeats attempts to derive an
exact result on this basis. For this reason, for example,
the NIST publication uses an approach based primarily
on password length.

3 https://password.kaspersky.com/ru/ (in Russ.). Accessed
February 01, 2023.
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In order to provide password strength testing in
different operating systems, special modules are used to
evaluate passwords against some criteria that adhere to
generally accepted recommendations, as well as offering
the possibility of setting such criteria by the system
administrator. In general, this is referred to in terms of
password policy, comprising a set of rules improving the
security of user accounts by encouraging them to use
stronger passwords.

Linux operating systems have long used the
pluggable authentication module (PAM) pam_cracklib
designed for verifying passwords by dictionary
words [6]. In recent versions of Linux, this module has
been replaced by the pam_pwquality module based on
the pam_cracklib module, which is fully backward-
compatible with its predecessors. This module offers
a simpler password policy approach for verifying that
users have conformed with the administrator’s password
requirements.

The following list of requirements represents an
example of a password policy set using the specified
module:

1) minimum password length is 10 characters;

2) the new password must contain 6 new characters not
present in the old password;

3)the password must contain lowercase letters,
uppercase letters, special characters, and numbers;

4) the password must not contain more than two
characters in a row;

5) the password must have no more than six consecutive
characters from the same class;

6) the presence of GESOC check;

7) prohibiting the words “mirea,” *

“password,” and “cyber.”

The configuration file /etc/security/pwquality.conf
reflecting the described security policy is shown in
Fig. 2.

EENT3

security,” “admin,”

pwquality.conf [Re...

fetefsecurity - = o

Open ~ | [+l

1difok = 6
2minlen = 10
3 deredit
4 ycredit
5 lcredit
6 ocredit
7 minclass = 4

8 maxrepeat = 2

9 maxclassrepeat = 6

10 gecoscheck = 1

11 dictpath =

12 badwords = mirea security admin password cyber|

o
SN

Plain Text ~ Tab width: 8 ~ Ln12, Col 47 e INS

Fig. 2. Configuration file pwquality.conf

The pwscore utility included in the libpwquality
package can be used for checking the correctness of the
specified password policy. An example of testing the

password that contains a forbidden word and one that
meets all requirements using the pwscore utility, which
gives a score from 0 to 100, is shown in Fig. 3.

root@ivan-VirtualBox: /home/ivan2 /Desktop# pwscore
mireal23Doc&

Password quality check failed:
The password contains forbidden words in some form

root@ivan-VirtualBox: /home/ivan2/Desktop# pwscore
MGTU123Doc%

47

Fig. 3. Password testing

In Windows operating systems (OS), the password
policy setting is set in the “Local Security Policy”
section of the gpedit.msc utility [7] (Fig. 4).

Offering only eight configurable options, Windows
OS allows the password policy to be set and changed
according to strictness criteria, including and/or
combining the set values of these options. One of the
most important of these is the “Password must meet
complexity requirements” option. Enabling this option
specifies that all passwords should meet the following
requirements:

1) the password must not contain a user account
name or parts of a full user name longer than two
consecutive characters;

2) the minimum password length is 6 characters;

3) the password must contain characters from at
least three classes: Latin uppercase letters, Latin
lowercase letters, numbers, and special characters.
In Windows 11, the fourth class requiring any
Unicode character is added.

Thus, the analysis of existing approaches to
password strength verifier construction shows that
the most common solution consists in the allocation
of rules focusing primarily on password length and
its presence in existing password dictionaries. This
solution has a number of disadvantages including
the difficulty of implementing more complex
requirements reflecting rigorous password-strength
properties. In contrast, machine-learning approaches
to building a verifier uses algorithms to formulate these
requirements themselves in an arbitrarily complex form
relying only on incidents that comprise lists of known
passwords available for each strength category. One of
the properties of this approach is its versatility, since
creating and customizing a password policy (number
of special characters, number of digits, etc.) for each
specific case is not required. The machine simulates
a mixture of many password verification algorithms.
The trained machine can be used as a separate
module (for example, PAM module in Linux)
for ensuring that password strength is accurately
determined. For example, if a developer is creating
some new social network, it is sufficient to teach the
machine using a dataset from other popular social

Russian Technological Journal. 2023;11(4):7-15
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v A& Computer Configuration
> (] Software Settings
~ ] Windows Settings
> [1 Name Resolution Pelicy
)] Seripts (Startup/Shutdown)
> = Deployed Printers
~ T Security Settings

~ 4 Account Policies

Policy

\_«, Enforce password history

L Maximum password age

.. Minimum password age

4 Minimum password length

25 Minimum password length audit

\_a. Password must meet complexity requirements
i Relax minimum password length limits

[, Stere passwords using reversible encryption

Security Setting

0 passwords remembered
42 days

0 days

0 characters

Not Defined

Disabled

Not Defined

Disabled

5 g Password Policy
» @ Account Lockout Palicy
» (@ Local Policies
» (] Windows Defender Firewall with Advanced Security
] Network List Manager Policies
» [ Public Key Policies
» ] Software Restriction Policies
» [ Application Control Policies
> {8, IP Security Policies on Local Computer
» [l Advanced Audit Pclicy Configuration
> gl Policy-based QoS
3 [ Administrative Templates
~ &, User Configuration
> ] Software Settings
> ] Windows Settings
> (1 Administrative Templates

Fig. 4. Password policy settings window in Windows OS

networks, where the password policy is considered
to be effective: TikTok?, Twitter’ (banned in Russia),
Facebook® (banned in Russia), etc. The machine is
then built in as a verifier evaluating the password and
providing the corresponding information to the user
when registering. In this case, if the entered password
is given the highest stability score, the user can be sure
that his/her password is really stable without being
bound to specific requirements and recommendations.

METHODOLOGY
AND EXPERIMENTAL RESULTS

The task of password strength verification can be
presented as a classification problem where the data
object is a password while the class is its strength
level.

The dataset of one of the largest password leaks,
comprising the hosting site 000webhost [8], is used
as the dataset for the experiment. Using the PARS
tool [9] containing many counters evaluating password
strength, the password database and its evaluation
are based on three different algorithms implemented
by Twitter, Microsoft’, and Battle.net’, which were
created by an independent developer. The dataset itself
contains only the passwords rated equally by all three

4 https://www.tiktok.com/. Accessed February 01, 2023.

> https://twitter.com/. Accessed February 01, 2023.

6 http://facebook.com/. Accessed February 01, 2023.

7 https://www.microsoft.com/. Accessed February 01, 2023.
8 https://www.battle.net. Accessed February 01, 2023.

measures. There are three classes of password scores in
the dataset (0 is low, 1 is medium, and 2 is high). The
dataset contains unbalanced data: 496 649 passwords
rated “1,” 89 662 passwords rated “0,” and 83113 strong
passwords.

The examples of passwords for each strength level
are shown in Table 1. The distributions of password
length for the whole dataset, as well as for individual
strength levels, are shown in Figs. 5 and 6.

Table 1. Examples of passwords from training dataset

Password strength Password examples
0 wewes19
asdas95
1 oyeleyel
80188063JA
5 JFRTgxTQyNQTh9ZD
d7a6 Ao TMxMwOdLVy
2]
2
S
= 200000
)
©
[oX
S 100000
(]
9
1S
z
0 0 10 20 30

Password length

Fig. 5. Histogram of the password length in the dataset
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Table 2. Learning results evaluated on the training
dataset by cross—validation

Table 3. Learning results evaluated on the test set

Algorithm Found hyperparameter | Macro f1-measure Value Eestiing LSTM recurrent
. network
Support vector Regularization 0.806
machine coefficient: 1 ' Precision 0.972 0.9995
Random forest Maxlmun;;ree depth: 0.903 Accuracy 0.971 0.9994
Completeness 0.971 0.9990
. Maximum tree depth:
Boosting 32 0.946 Macro f1-measure 0.971 0.9992
, classical algorithms and for selecting hyperparameters,
200 respectively. The results of learning the algorithms

..

£ 150 ;

o

c

o

B

g 100

]

©

o '
50
0 v

0 1 2
Password strength

Fig. 6. Distribution of password length depending
on strength in the dataset

For the experiment, the set is split into a training
set (80%) and a test set (20%) after random mixing.

The term frequency—inverse document frequency
(TF-IDF) method [10] is used for representing the text
password as a vector of numeric values in order to
consider not only the presence, but also the weight of
each individual character, as follows:

TF - number of character occurencies in password

total number of characters in password

IDF =log, total number of passwords

number of passwords with character

TFIDF = TF - IDF,

After applying the TF-IDF method to the set of
passwords, a set is obtained where each password has
the same length as the size of the dictionary, while each
element vector has TF-IDF weight of the character
whose serial number in the dictionary corresponds to the
serial number of the vector element.

The equalization of the number of instances in
each class with an undersampling technique and -fold
cross—validation [11] with k£ = 5 is used for learning

on the training dataset evaluated using the macro
f1-measure [12] are presented in Table 2.

At the same time, the use of classical machine
learning methods is complicated by the need to transform
passwords using TF-IDF algorithm; due to the necessity
of recalculating weights when the password set is updated,
this is a costly procedure. In addition, these algorithms
represent passwords as an unordered set of characters (a
simplification used in the “bag of words™® approach), which
does not consider the mutual arrangement of characters.
This can be partially fixed by using bigram- and trigram
models, which in turn makes the learning process much
more difficult. In contrast, recurrent neural networks work
directly with character sequences of arbitrary length [13].
Thus, for a recurrent neural network, the “PASSWORD”
and “AWSSODPR” passwords are determined by two
different vectors, whereas when using TF-IDF they are
determined by one. Therefore, for evaluating password
strength in the experiment, the neural network implemented
using the PyTorch library [14] is also used as a method
alternative to classical machine learning algorithms. The
network consists of the following layers:

1) embedding layer, used for converting a password
consisting of characters into a vector of numeric values;
2)long  short-term memory (LSTM) layer,
representing a special kind of recurrent neural
network architecture, capable of learning long-term
dependencies (which is important when working

with long-length passwords [15]);

3) linear layer used for converting the internal state of

LSTM layer into category scores.

The results of comparing the performance of the
boosting algorithm and recurrent LSTM network on the
test set are shown in Table 3.

The source code of the experiment can be found on
the website!?.

9 A simplified representation of the text as a bag (multiset) of
its words without any regard to grammar or word order but with
retention of information about their number.

10 https://github.com/james116blue/password_strength
verifier. Accessed February 01, 2023.
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It should be noted that the approach used in the
experiment in no way reduces the hacker’s capabilities
in the case of phishing-, keylogger-, and man-in-the-
middle attacks. However, according to the 2020 Data
Breach Investigation Report [16], 89% of all hackings
involve some type of credential abuse (brute force
attacks and their subtypes, as well as attacks aimed
at reusing credentials). This fact suggests that the
approach to password strength using machine learning
minimizes the risks for most attack vectors, thus also
explaining a significant amount of current research in
this area [17-21].

Thus, it may be concluded that the recurrent LSTM
network outperforms conventional machine learning
methods, bringing the password strength classification
quality score closer to one.

CONCLUSIONS

The present work, which proposes an approach to
building a password strength verifier using machine
learning methods, compares several algorithms on a
set of password data tagged by strength level. This
approach is shown to have a number of advantages
over classical password strength verification methods
operating without machine learning techniques.
Thus, using machine learning methods for verifier
construction allows the formulation of password strength
requirements in an arbitrary complex form, which relies

on incidents only. In addition, the proposed approach
allows better resistance to attacks comprising a subset
of brute force attacks, as well as rainbow table attacks.
In the first case, this is achieved due to the fact that a
complex password whose strength is evaluated using
the machine learning algorithm makes brute force attack
impossible due to the huge time required for the attacker
to accomplish this task. In the second case, attacking a
complex password would only be possible by applying
a large rainbow table, which would require, in turn, the
use of a significant amount of attacker resources, thus
making the risks of such an attack almost trivial.

Among the considered machine learning methods,
recurrent neural networks demonstrate a particular
efficiency. Here, the representation learning of the text
password as a vector of numerical values, consisting
in finding the embedding layer weights, occurs
simultaneously with training of the entire network to
maximize classification accuracy. This allows the neural
network itself to choose such a password vectorization
that is effective exactly for the task at hand. In addition,
neural networks work with a sequence of characters,
not just their presence in the password, thus allowing
avoiding the simplification used in the “bag of words”
approach. This allows the recurrent neural network to
be recommended as one of the most promising research
areas for building a password strength verifier.
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Abstract

Objectives. A multi-agent knowledge representation and processing system (MKRPS) comprises a distributed
artificial intelligence system designed to solve problems that are difficult or impossible to solve using monolithic
systems. Solving complex problems in an MKRPS is accomplished by communities of intelligent software agents
that use cognitive data structures, logical inference, and machine learning. Intelligent software agents are able to act
rationally under conditions of incompleteness and ambiguity of incoming information. The aim of the present work is
to identify models and methods, as well as software modules and tools, for use in developing a highly efficient MKRPS.
Methods. Agent-based modeling methods were used to formally describe and programmatically simulate the
rational behavior of intelligent agents, expert evaluation methods, the mathematical apparatus of automata theory,
Markov chains, fuzzy logic, neural networks, and reinforcement learning.

Results. An MKRPS structure diagram, a multi-agent solver, and microservices access control diagram were
developed. Methods for distribution of intelligent software agents on the MKRPS nodes are proposed along with
algorithms for optimizing the logical structure of the distributed knowledge base (DKB) to improve the performance
of the MKRPS in terms of volume, cost and time criteria.

Conclusions. The proposed approach to the development and use of intelligent software agents combines
knowledge-based reasoning mechanisms with neural network models. The developed MKRPS structure and DKB
control diagram includes described methods for optimizing the DKB, determining the availability of microservices
used by the agents, ensuring the reliability assurance and coordinated functioning of the computing nodes of the
system, as well as instrumental software tools to simplify the design and implementation of the MKRPS. The results
demonstrate the effectiveness of the presented approach to knowledge management and the development of a
high-performance problem-oriented MKRPS.

Keywords: multi-agent system, intelligent software agents, multi-agentintelligent solver, knowledge representation
and processing system, reinforcement learning
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HAYHYHAA CTATbA

O nmoaxoae K ynpaBJIeHUI0 3HAHUSIMHU
U pa3padoTke MYJIbTHATEHTHON CUCTEMbI
NpeACTABJICHUA U 00PA00TKM 3HAHUM
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E.B. HypmaTtoBa

MWP3A — Poccuiickuii TexHosIorm4eckuii yamsepcutet, Mocksa, 119454 Poccusi
@ ABTOp A1 Nepenvcku, e-mail: zajcev@mirea.ru

Peslome

Uenun. MynbTnareHTHasa cuctema npeacrtaBneHms n o6pabotkm 3HaHuii (MCIO3) — a70 pacnpeneneHHas cuctema
MICKYCCTBEHHOIO MHTENJIEKTA, NPEeAHA3HAYeHHas ONs peLleHns Nnpobnem, KOTopble TPYAHO UM HEBO3SMOXHO pe-
LUNTb C MOMOLLLbIO MOHONIUTHOW MHTENEKTYyalbHOM CUCTEMBI. PelleHne cnoxHbix npobnem B MCIMO3 ocywiecTns-
€TCH IHTENNEKTYaIbHbIMU MPOrPaMMHbIMU areHTaMu, KOTOPbIE MHKAMCYIMPYIOT B MPOrPaMMHbIX KIACCax KOrHUTUB-
Hble CTPYKTYPbI AHHbIX, METOAbI JIOTMYECKOro BbIBOAA U MALUMHHOIO 00y4YeHnst. IHTennekTyasnbHble MPOrpaMMHbIe
areHtel MCINO3 cnocobHbl paumoHanbHO AeNCTBOBAThL B YCOBUSX HEMOMHOTHI M HEYETKOCTU MOCTYMNaloLWen NH-
dopmaumn. Liensamu paboTbl SBASIOTCS UCCNefoBaHne 1 pa3paboTka Moaenen, MeToA0B, MPOrpaMMHbIX MOAY e
1 MUHCTPYMEHTasbHbIX MPOrPaMMHbIX CPeACTB, KOTOPbIE MO3BONSIOT CO3A4aTb BbICOKO3d dekTnBHY0 MCIMO3.
MeTopabl. B paboTe MCcnonb30BanmMCcb MeETOAbl areHTHOro MOAENMPOBAHUS, MO3BONSIOLWLME POPMABHO ONUCLIBATb
1 MPOrpaMMHO UMUTUPOBATL PALMOHANIbHOE NOBEAEHNE VHTENEKTYalIbHbIX areHTOB, METOAbl 9KCMEPTHbIX OLEHOK,
MaTtemaTu4eckuii annapart Teopn aBTOMaToOB, MapPKOBCKME LIENW, HeYeTKas 10rvka, HeMpoOHHbIE CETU, anropUTMbI
MaLLUMHHOro 06y4yeHusi C NOAKPENIEHNEM.

PesynbTatbl. Pa3paboTtaHbl cTpykTypHas cxema MCIO3, MynbTuareHTHbI pellaTtenb, CXxema yrnpaBieHus Oo-
CTYNoOM K MuUkpocepBucam. MNpennoxeHbl MeToapl pacnpeneneHns MHTenekTyaabHbIX NPOrpaMMHbIX areHTOB Mo
y3nam MCIO3, a Takke anropuTMbl ONTUMNI3ALIMN NIOTMYECKON CTPYKTYPbl pacnpeaeneHHon 6a3bl 3Hanun (PB3),
Mo3BONSAIOLLME NOBLICUTb 3PPEKTUBHOCTL OObEMHbIX, CTOMMOCTHbIX 1 BDEMEHHbIX XxapakTepuctuk MCMO3.
BbiBoAbI. [TpegnoxeH noaxon k paspaboTke 1 NCNONb30BAHUIO MHTENEKTYabHbIX MPOrPaMMHbIX areHTOB, KOTO-
pblil 00BbEANHAET MEXAHU3MbI PACCYXAEHUI HA2 OCHOBE 3HAHWUI C HEMPOCETEBBLIMU MOAENSAMU. Pa3paboTaHbl CTPYK-
Typa MCIO3, cxema ynpasneHnsa PE3, meToabl ontumusaummn PB3, onpeaeneHns OOCTYMHOCTU UCMONb3yEMbIX
areHTaMu MMKpPOCEPBUCOB, 00ecnevyeHnst HAAEXHOCTU 1 CKOOPANHUPOBAHHOIO GYHKLIMOHUPOBAHNSA BbIYUCNTEb-
HbIX Y3/I0B CUCTEMbI, @ TakKXe MHCTPYMEHTalIbHble MPOrpaMMHbIE CPEACTBA, MO3BOMSIOWME YIPOCTUTL NMPOLECC
npoekTupoBaHus n peanndaumm MCIO3. MNonyyeHHble pe3ynbTaThl AEMOHCTPUPYIOT 9PPEKTUBHOCTL NPEACTaB-
JIEHHOr0 NOAX0Aa K YNPABIEHNIO 3HAHNSIMU 1 Pa3paboTke BbICOKOMPON3BOAUTENbHON MPO61EMHO-0OPUEHTUPOBAH-
Hoi MCMNO3.

KnioueBblie cnosa: MyJnbTUareHTHaa cuctemMa, NMHTesisieKTyasibHble NporpamMmMHbIe areHThl, MyJ'IbTVIaI'eHTHbII7| NH-

TennekTyasbHbI pelaTtesib, cucTeMa npeacTaBneHns n 06paboTky 3HaHN, 06y4eHme ¢ NoaKpenIeHemM

* Moctynuna: 24.10.2022  fopa6oTaHa: 27.01.2023 ¢ MpuHaTa k ony6nukosaHuio: 02.05.2023

Ans umtupoanus: 3aiues E.U., HypmaTtosa E.B. O nogxoae K ynpasneHuto 3HaHUSIMU 1 pa3paboTke MyNibTUareHTHOM
CUCTEMbI NPeAcTaBneHns n 06paboTkun 3HaHui. Russ. Technol. J. 2023;11(4):16—25. https://doi.org/10.32362/2500-
316X-2023-11-4-16-25

Mpo3spayHocTb hMHAHCOBOM AEATENbHOCTU: ABTOPbI HE UMEIOT PUHAHCOBOM 3aMHTEPECOBAHHOCTN B NPEACTaB/IEH-
HbIX MaTepuanax nav MeToaax.

ABTOpPbI 3a9BAAIOT 06 OTCYTCTBUN KOHDNKTA MHTEPECOB.
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INTRODUCTION

In a multi-agent knowledge representation and
processing system (MKRPS), complex, ill-defined
problems are solved by intelligent software agents, which
are able to act rationally under conditions of uncertainty,
including the incompleteness and ambiguity of incoming
information [1-5]. Making decisions and carrying out
rational actions, software agents use a knowledge base
and event-driven microservices, which are designed
as separate interacting processes with lightweight
inter-process communications. Agents interact with
microservices through events, which can be simple
notifications or complex state-supported structures.

The solution of complex problems in the MKRPS
is performed by decomposing the problems into
subtasks, which are jointly solved by reactive and
cognitive application software agents. Both horizontal
decomposition, which creates a multi-connected system
having a flat structure, and vertical decomposition, which
creates a hierarchical system with several levels, are used.

Due to the implementation of Reinforcement
Learning (RL) machine learning methods in the MKRPS,
the behavior of applied software agents becomes more
rational when solving problems repeatedly. The Actor-
Critic algorithm [6-10] is used to train the applied
software agents in the MKRPS.

In order to improve performance, special application
programming interfaces (API) and system software
modules associated with system software agents are
implemented in the MKRPS. System software agents
plan and manage the computational resources of the
MKRPS, as well as providing mobility for the application
software agents. Application agents can roam nodes of the
MKRPS that provide the necessary environment for them.
In contrast to containers implemented on the basis of
namespaces (e.g., by the Docker platform?), specialized
LibOS (Library Operating System) modules are used to
support the technology of mobile agents in the MKRPS.

The performance of an MKRPS is largely
determined by the selected approach for structuring,
storing and processing knowledge [11, 12]. A high-
performance problem-oriented multi-agent solver has
been developed, the logical structure of whose DKB has
been optimized to support minimal total processing time
of queries and transactions.

MKRPS STRUCTURE

The structural diagram of the MKRPS is shown in
Fig. 1. There are two types of applied (intelligent) software
agents at each computational node of the MKRPS:
reactive and cognitive [13]. Application software
agents interact with each other, as well as with system

I https://www.docker.com/. Accessed March 20, 2023.

software agents that are part of the external shared user-
level library LibOS, which is oriented on the exokernel
architecture of the OS. System software agents are used
for planning and managing computing resources, as well
as load balancing and system monitoring.

Special  software methods and Cognitive
Data Structures (CDS) associated with cognitive
software agents are used to represent agent-based
abstractions (goals, desires, intentions, beliefs of agents)
and implement logical inferences.

Figure 2 shows an example of a state-transition
diagram of a cognitive software agent comprising one of
the MKRPS nodes.

As follows from the diagram, a cognitive software
agent can be in one of five states, two of which are
composite, i.e., they have nested states. A change of the
state of a software agent occurs as a result of an event. It
is possible to switch to a new state without committing an
event, which is carried out immediately after performing
actions (or activities) associated with the previous state.

From the “Initialization” state, the cognitive agent
switches to the “Choice” composite state. In this state,
astrategy is generated and the necessary knowledge source
is selected, taking into account the links established during
the initialization stage and the informative messages
received from other software agents. Then, the cognitive
software agent enters the “Coordination” composite state,
in which new knowledge sources are activated and the
actions of reactive software agents are coordinated.

Ifthe reactive software agents do not find a consistent
solution (the “No Solution” state), the cognitive software
agent returns to the nested partial solution state of the
problem. If a solution is found (the “Solution” state), the
data obtained at this stage are used to form new queries
to the knowledge base.

To work with the knowledge base, four types of
methods are implemented to form queries and process
the results of these queries:

e analysis (ANS method) for implementing a logical
analysis of events;

e association (ASS method) used to get responses to
queries about links between objects and events;

e comparison of events or objects (CMP method);

e object specification (VAL method).

Both explicit and fuzzy queries to the knowledge
base can be used to specify objects. When implementing
fuzzy queries, different types of affiliation functions
can be used; these are chosen by the knowledge
engineer on the basis of the results of computational
experiments.

Cognitive software agents coordinate the work
of reactive software agents associated with local
knowledge sources. An example of an interaction
diagram of reactive software agents of one of the
MKRPS nodes is shown in Fig. 3.
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In the interaction diagram, time moves from top to
bottom. Knowledge base access software components
and agents are represented by vertical lines. Messages
between agents (components) are marked with horizontal
arrows. Upon receipt of a message, each agent (source of
knowledge) invokes the corresponding program method (a
member function of class F() or S()) and returns the result.
The figure on the left shows the comments. In this case,
each reactive software agent with number £ interacts only
with its nearest neighbor having the number (k£ — 1). The
software agents in this group sequentially perform their
assigned tasks within a single process (without switching
the context). The priorities of the reactive software agents
comprising the associated MKRPS node are set according
to the agent’s sequence number. The first reactive agent
uses high-priority frames associated with TableU 1 and
TableSovU 1. The software agent with number £ has the
lowest priority and is associated with TableU N.

If the MKRPS node is a multiprocessor system, the
agents of this node can act simultaneously. To organize
parallel computations, the application software agents
of each MKRPS node are distributed into groups using
compatibility and inclusion matrices.

The compatibility matrix S has the following form:

0 55 593 SIAR!

$21 0 Som |52
S=|s3; 83 0 S35
Sm1 Sm2 Sm3 0 Sy

where s, = 1 if agents 4; and 4; should work in parallel,

Y . ! .
otherwise 8= 0; S, is the ith row of the coherence matrix
S; M is the number of agents.

The inclusion matrix R is used to distribute the
software agents of the node into groups:

M1 o | R
7 7 .. T R
R=| 21 22 am |2
Nt N2 "vm | Ry

where N is the number of groups; r,; = 1 if agent 4, is
included in group Y. Agent 4, is incl]uded in group Y, if
S;NR = J, i.e., matrix rows do not intersect.

For optimal partitioning of the set of agents into
subsets when using compatibility and inclusion matrices,
it is necessary to consider the structure of the MKRPS
node, the functional features of software agents, and
their requirements to computing resources.

In Multi-Agent Reinforcement Learning (MARL),
the environment depends on all software agents. Unlike
centralized learning, in which software agents have full
control over the computational process (the relevant
policies being distributed by a central agent), in the
decentralized model used in MKRPS, independent agents
can share experiences and policies. In the decentralized
model, execution and learning are implemented locally,
allowing the application software agents to adapt to the
local perception of the environment (Fig. 4).

A decentralized model of multi-agent reinforcement
learning allows the use of standard RL algorithms.
Applied software agents of MKRPS are trained through
a series of rewards and punishments based on the Actor-
Critic algorithm, in which a strategy generates actions,
while a value function critiques those actions.

Since there is an actor and a critic for each software
agent, agents may have different strategies (policies) and
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Fig. 4. Decentralized model of multi-agent reinforcement
learning

rewards. The agents of MKRPS cooperate to optimize
the overall long-term goal. Function approximation in
MKRPS is implemented based on neural networks that
model both policy and value functions.

For effective implementation of the multi-agent
reinforcement learning, problems of multidimensional
and multimodal targets, scalability, instability, and
optimality must be solved [7].

In the process of solving subtasks, software agents
use microservices, which are duplicated on different
nodes of the MKRPS to improve reliability and
performance. The system software agents distribute the
computational load and manage the microservices based
on the data provided by the monitor agents (Fig. 5).

SYNTHESIS OF DISTRIBUTED COGNITIVE
DATA STRUCTURES

Due to the large dimensionality of the created
cognitive data structures, operations with data structures
in MKRPS, whether representing data replenishment
or retrieval, are performed by keys. To do this, the
entire logical CDS structure must be broken down
into a number of clusters that have the smallest
interconnection under various constraints. In this case,
we will accept restrictions on the dimensionality of
clusters and restrictions on the degree of semantic
proximity of logical records included in the clusters,
taking into account the type of storage systems used.

Let us introduce a binary parameter Z }g to
characterize the use by the kth query of the ith data group
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Fig. 5. Microservices and system monitor agents
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related to the jth logical record. The calculation of this
parameter is based on the binary variable a;, which is
equal to one if the ith data group is included in the kth
query, and zero if it is not. This parameter, which is
given by the link logic that data groups are included in
logical records, is amplified by the variable X which, by
analogy, is equal to one if the ith data group is included
in the jth logical record; X = 0 if it is not.

We have the following calculation of the Z ,fy
parameter:

1, at Zalkx >1,
Z, =

% /

0, at Zaikxij =0.
i=1

The complete problem of synthesis of the distributed
data structure for MKRPS will be solved by taking
into account the criterion of the minimum total time of
execution of user requests under such constraints as the
uniqueness of the data sets in the record, the length of
the logical record, the total number of types of logical
records in the structure, the data search time structured
by duration of requests, as well as the uniqueness of the
input nodes in the structure and their total number.

In the present work, we give an approximate algorithm
for solving the problem of synthesis of the optimal
distributed data structure by the criterion of minimum
total query execution time. Thus, in order to determine
the distribution of groups by the criterion of the minimum
total traffic, we first use an approximate algorithm for
the distribution of data clusters between the server and
clients of the local network, then reduce the canonical
graph of the data structure to an uncoupled graph with the
calculation of the weight of each data group.

The data group weight includes the weights of the
group itself, as well as the weights of the arcs, taking
into account the requirements of MKRPS users:

V,=VE +V2E,

where V,g is the total weight of the data group; V;; B
the weight of the arcs of the connected graph of the
canonical data structure; i’ is the index of the group

adjacent to the ith data group.

ko pg

— q g9

- z Z ykpSkpSpl’
k=1 p=1

Cg _ZZ“/q 5} szzgpz’a i

k=1 p=1 i'#i

where YEp is the frequency of query usage by user; 5%0
are elements of user query matrix; 3 ;118 the matrix of

data groups in query processmg,a % is the matrix of
semantic adjacency of the ith data group with the data
group that has index i .

For a particular ith group, the weight will be:

& L q 89 . G
Vi= z Z ykpSkpSpl I+ zgpi'aii' :

k=1 p=1 i'#i

Then the graph of the computer network is converted
into an unconnected graph with calculation of node
weight:

Ry
Vr :tr + Ztrr"

r'£r

where ¢, is the total average duration of data processing
in the rth node, consisting of the time of decomposition
of the request into subrequests, route selection, and
connection establishment; 7,,.. is the average duration of
data transmission between nodes, determined on the
basis of the matrix of logical distances between servers
of the computer network nodes.

Then a matrix V = ||v, || is formed, the elements of
which are defined as the Cartesian product of the weight
of each node by the weight of each data group:

=V.x Vfor i=1,1,r =L R,

ll‘

Next, we solve the problem

1 Ry

min> v, %,

{xl”}l =lr=1
with the following restrictions:

e by the number of data groups that can be localized
on one node:

! _
inr <N,,r=Lr;
i=1

e on the permissible redundancy of groups by network
nodes:

D, <M, i<TT

e the capacity of the available external memory of the
data storage system:
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1

DSD
inrpi i < N, ’
i=1

where p, are values of data group lengths; w; is the

amount of instances in groups; n]r) D is the amount of

available external data storage device (DSD) memory on
the node; x;. = 1 if the ith data group is included in the
rth network node, x,, = 0 if it is not.

The solution of the linear integer programming
problem is used not only to determine the optimal
localization of data groups by network nodes, but also
to define the optimal structure of data groups placed on
the network nodes.

At the next stage we solve the problem of optimal
distribution of node data groups in each node of the
network by types of logical records according to the
criterion of minimum total time of local data processing.
Here, the number of synthesis tasks is determined by the
number of network nodes. The initial data are comprised
of the subgraphs of the canonical data structure graph,
as well as the temporal and volumetric characteristics
of the subgraphs of their canonical structure, a set of
user requests, and network nodes [14, 15]. The synthesis
problem is solved by approximate algorithms with
restrictions on the number of groups in a record, on the
uniqueness of the inclusion of groups in a record, on the
cost of storing information, and on the total time of the
request service. As a result, the logical structures of the
database are determined for each node of the network
along with the formed distribution matrices of the set of
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Abstract

Objectives. At present, increasing rates of pollution of vast areas by various types of household waste are becoming
an increasingly serious problem. In this connection, the creation of a robotic complex capable of performing
autonomous litter collection functions becomes an urgent need. One of the key components of such a complex
comprises a vision system for detecting and interacting with target objects. The purpose of this work is to develop
the underlying algorithmics for the vision system of robots executing area cleaning functions.

Methods. Within the framework of the proposed structure of the system for visual analysis of the external environment,
algorithms for detecting and classifying objects of various appearance have been developed using convolutional
neural networks. The neural network detector was set up by gradient descent on the open dataset of TACO training
samples. To determine the geometric parameters of a surface in the field of view of the robot and estimate the
coordinates of objects on the ground, a homography matrix was formed to take into account information about the
characteristics and location of the video camera.

Results. The developed software and algorithms for a mobile robot equipped with a monocular video camera are
capable of implementing the functions of neural network detection and classification of litter objects in the frame,
as well as projection of found objects on a terrain map for their subsequent collection.

Conclusions. Experimental studies have shown that the developed system of visual analysis of the external
environment of an autonomous mobile robot has sufficient efficiency to solve the tasks of detecting litter in the field
of view of an autonomous mobile robot.
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HAYHYHAA CTATbA

AJTopuTMBbI BU3YAJIbHOI0 AHAJIU3A BHEILIHEH CPeabl
ABTOHOMHBIM MOOMJIBHBIM PO00TOM
B 3a/1a4e YOOPKHM TePPUTOPUM
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C.A.K. OuaHe

MWP3A — Poccuiickuii TexHosIorm4eckuii yamsepcutet, Mocksa, 119454 Poccusi
@ AsTOp A5 nepenvicku, e-mail: beliakow.m@gmail.com

Peslome

Llenu. B HacTosLee BpeMs OnacHOM rnobanbHON TEHOEHLUMEN CTAHOBATCS HapacTallme TeMMbl 3arpa3HeHns
OrPOMHbIX MO NAOLWAAY TEPPUTOPUIA PA3AUYHBIMY TUMAaMK BbITOBLIX OTXOA0B. B CBA3M C 9TUM akTyanbHOW NOTpe6-
HOCTbIO SIBNISETCHA CO3AaHNE POOOTOTEXHNYECKMX KOMIMIEKCOB, CMOCOOHbLIX B @aBBTOHOMHOM PEXMME OCYLLECTBNATh
cbop Takoro mycopa. OLHOWM N3 KMOYEBBLIX COCTABNAOLLMX NOAOOHbBIX KOMMIEKCOB AO/MKHA CTaTh CUCTEMA TEXHU-
4YeCKOro 3peHus ons aeTekumm 1 B3aMMoOencTBua ¢ uenesbiMn obbektamu. Lienb paboTtel — pa3dpaboTka anro-
PUTMUYECKOro 06ecneyeHns CUCTEMbl TEXHUYECKOro 3peHns PO6OTOTEXHMHYECKUX KOMMIEKCOB B 3a4a4e yOopKu
TeppuTopun.

MeTopabl. B pamkax npeanoXeHHON CTPYKTYPbl CUCTEMbI BU3YyalbHOrO aHaNN3a BHELLHEN cpefbl Oblnv ONTUMN3K-
pOBaHbI N0, 3a4a4y Pacno3HaBaHMsg Mycopa anropuTMbl AeTEKLUN U Knaccudurkaumm 06beKTOB Pa3INYHOMO BHELL-
HEro Bmaa C NPUMEHEHNEM TEXHOJIONMN CBEPTOYHbLIX HEMPOHHbLIX CeTelr. HacTporika HEMPOCETEBOro AeTeKkTopa
npomM3BoAMIaCk METOA0M MPAAMEHTHOMO CNycka Ha OTKPbITON 6a3e obyyatowmx npumepos TACO. Ang onpenene-
HUS FEOMETPUYECKMX MAapaMeTPOB MIOCKOro MPOCTPAHCTBA B NOJ1e 3peHnst poboTa 1 OLLEHKN KOOPAMHAT OObEKTOB
Ha MEeCTHOCTU MCMOJib30BaHa Martpuua romorpadum, GopmMmmpyemas ¢ y4eToM MHGOPMALINK O XapakKTepuCcTnKax
1 pacrnosioxXeHny Buaeokamepbl B NPOCTPAHCTBE.

Pe3ynbTaTthl. Pa3zpaboTaHHOE NPOrpaMMHO-anropuTMnU4Yeckoe obecnevyeHme CUCTEMbI TEXHUYECKOrO 3pEeHNS A1
MOBUILHOrO PO60Ta, OCHALLAEMOr0 MOHOKYJIIPHOM BUOEOKAaMepPO, peannadyeT GYHKLMN HEMPOCETEBOW AeTEKLNN
1 knaccudmkaumm o6bEKTOB B Kaape, a Takke NPOeKunn HanaeHHbIX 0O bEKTOB Ha KapTy MECTHOCTU A5 UX Nnocie-
aytoulero cbopa.

BbiBOAbI. [IPOBEAEHHbIE SKCMEPUMEHTANIbHbIE NCCEA0BAHNS NOKa3anu, 4To pa3dpaboTaHHasa CUMCTEMA BU3yallb-
HOro aHanM3a BHELUHEN cpefbl aBBTOHOMHOIMO MO6UIbHOro poboTa 06nagaeT 4OCTATOYHOM 9DPEKTUBHOCTLIO AN
peLLeHnsa NoCTaBEHHbIX 3a4a4, B T.4. AN o6HapyXeHus Mycopa B Nnosie 3peHnst aBBTOHOMHOIO MOBUIIbHOIO Po-
6ora.

KnioueBble cnoBa: HelipoceTeBas AeTekLusl, TeXHUYeCcKoe 3peHne, romorpacdus, MobusbHble Po60ThI, y6opka
TeppuTopumn

* Moctynuna: 10.03.2022 » flopa6oTaHa: 28.02.2023 ¢ MpuHaTa k ony6nukosaHuio: 02.05.2023

Ans umtupoBanus: Benakos M.3., JuaHe C.A.K. AnropuTMbl BU3yaslbHOrO aHann3a BHELUHEeN cpedbl aBTOHOMHbIM MO-
OunbHbLIM POBOTOM B 3aza4e yoopku Tepputopun. Russ. Technol. J. 2023;11(4):26—35. https://doi.org/10.32362/2500-
316X-2023-11-4-26-35

Mpo3payHocTb hMHAHCOBOM AeATENbHOCTU: ABTOPbI HE UMEIOT PUHAHCOBOM 3aMHTEPECOBAHHOCTN B NMPEACTaB/IEH-
HbIX MaTepuanax nan MeToaax.

ABTOpPbI 3a9BAAIOT 06 OTCYTCTBUN KOHDNKTA MHTEPECOB.
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INTRODUCTION

In most countries of the world, including Russia,
waste produced in the course of daily human activity
is generally disposed of in one of two ways: incinerated
in waste incinerators or buried in landfills. Both methods
of disposal have a negative impact on the environment.
The incineration of waste is accompanied by the release
of toxic gases and dust into the atmosphere, contributing
to global warming and the pollution of water bodies,
forests and cities far from the location of their release
into the atmosphere. While incinerators used in post-
industrial countries dispose of the toxic and polluting
part of the waste in such a way as to reduce the impact
of air pollution, the majority of waste continues to be
buried in landfill sites, which also involves negative
impacts in terms of emissions, contamination of ground
water, etc.

These factors determine the importance of sorting
waste into categories in order to reduce the amount
of hazardous pollution as a result of waste disposal. The
wastes produced by human activities can be divided
into hazardous and safe [1]. Safe wastes include food
residues, cardboard and paper, cellophane, and other
organic wastes. Since such wastes when decomposed
do not poison the soil or water sources, their negative
impact on the environment is minimal; moreover, such
materials can be easily recycled into new products.
Hazardous wastes such as electric batteries, paint and
varnish products, polyethylene, etc., can poison the soil
and water bodies within a radius of several kilometers.
Thus, waste sorting helps to reduce the amount
of pollution by decreasing the amount of hazardous waste
being sent to landfill sites instead of proper disposal sites,
as well as increasing the quantity of recycled wastes and
reducing associated waste removal costs.

An equally noteworthy problem involves the
unintentional or intentional littering of public places
such as streets, parks, picnic areas and beaches.
According to Report Park Litter2020', the most common
objects of litter in public spaces are cigarette butts,
food wrappers, and plastic bottles. Given the diversity
and vastness of the areas exposed to pollution and the
general trend towards automation, a need arises to create
automated robotic systems capable of autonomously
picking up litter.

This present work considers a visual environmental
analysis system for an autonomous mobile robot
to search for and recognize different categories of waste,
and localize the litter in a given area for subsequent
collection. For such purposes, it is sufficient for the
robot to have a single on-board camera.

I https://www.legambienteverona.it/wp-content/
uploads/2021/01/Report-Park-Litter English-final.pdf. Accessed
January 25, 2022.

ANALYSIS OF DEVELOPMENTS
IN THE FIELD OF ROBOTIC
TERRITORY CLEANING

A number of R&D and production organizations
around the world are working on the issue of automating
litter pickup. Thus, in [2], a robotic system (RS) for the
recognition of litter objects and their further collection,
equipped with a gripper, a camera, and a visual sensing
system, is described. This RS comprises an easy-to-
implement hardware and software complex, forming
the basis for creating an autonomous mobile robot for
performing area cleaning tasks.

Since the visual analysis system of this RS uses the
MobileNet pre-trained machine learning model [3],
the system is only able to recognize bottles as litter.
The work uses a simplified system of pointing and
estimating the distance to the object. After detecting
an object on the camera frame, the difference between
the center of the frame and the center of the object’s
dimensional frame obtained from the MobileNet
detector output is used to rotate the robot and point
it at the object.

A PID (Proportional-Integral-Differential) controller
can be used to control the motion of the robot [4]. The
distance to the object is calculated using the parameters
of the camera location on the base of the robot, taking
tilt angle, height from the floor, and camera opening
angle into account. The disadvantage of this approach
is that, when recognizing multiple objects, there
is no possibility of building an optimal route for their
collection. Moreover, the system offers no litter sorting
function.

In [5], a robotic system for litter processing is also
described. However, in this case, the described system
is not a mobile robot, but a conveyor system equipped
with a mechanical manipulator, as well as a camera
for visual classification and subsequent segregation
assembly of waste arriving on the conveyor belt. The
visual analysis system is capable of classifying waste
into four classes: paper, metal, glass, plastic. Instead
of using neural network algorithms, this system is based
on the classical image processing algorithms, consisting
of the following steps: recognition of object boundaries
on the basis of the corresponding Canny algorithm [6];
threshold detection to separate objects from the
background and remove noise; Gaussian filtering to blur
object details; photo conversion into black-and-white
format in order to use the brightness channel for edge
detection; object contour recognition on the binary
image. Further processing steps are the use of Hu
Moments [7] and Fourier [8] descriptors to describe the
shape of objects, along with the Hyperplane K-Nearest
Neighbors method [9] for classification by object
descriptors.
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MODELS AND ALGORITHMS
FOR RECOGNIZING THE TYPICAL OBJECTS
IN THE ROBOT’S FIELD OF VIEW

Recognition and localization of objects is typically
performed by the processing of raster images
by methods of computer vision. However, there are
different approaches and methods of computer vision.
Classical methods include algorithms for finding key
points, selecting object boundaries, and geometric
transformations. Such algorithms are well suited
for simpler and more deterministic tasks in terms
of external factors, e.g., lighting and distance to the
subject, as well as slight variations in the shape
of objects. Alternatively, recognition algorithms based
on deep learning are more robust to false positives
when the illumination, size or foreshortening of the
object changes. Such algorithms, which are usually
built using convolutional neural networks, allow the
creation of more advanced and fault-tolerant computer
vision systems.

The convolutional network architecture is so named
due to the convolution operation, whose essence is that
each image fragment is multiplied element-by-element
by the convolution matrix (kernel), with the result being
summed and written in the similar position of the output
image. The best results in the generalizability of the
network and its computational efficiency are achieved
when the convolutional layers and sub-sampling layers
are alternated. Since this leads to a consistent reduction
in the dimensionality of the input data, it makes the
network robust to minor transformations of the analyzed
image.

Among the computer vision problems solved
by convolutional neural network methods, we can
single out the problem of detecting objects in an
image [10] as most suitable for the problem discussed
in the present work. The detection problem consists
in the need to determine the class and coordinates
of target objects in order to permit processing of the
image algorithm.

Since the neural network can be represented as a
multidimensional function, the learning process consists
in the optimization of the numerous internal parameters
by the method of gradient descent [11].

To train a neural network model for the task of litter
detection in the robot’s field of view an open dataset
TACO? [12] was chosen, comprising 1500 images
with 4784 labeled objects sorted into 28 classes, which
are globally divided into paper, glass, plastic, and
metal (Fig. 1).

2 TACO is a growing image dataset of waste in the wild.
It contains images of litter taken under diverse environments:
woods, roads and beaches.

As the architecture of the neural network detector, the
YOLOV4 algorithm was selected [13]. This architecture
offers a compromise between accuracy of object
detection and speed (up to several hundreds frames per
second when running on a graphics gas pedal). As a result
of training, the model was optimized to 0.13 mAP (mean
average precision) by 4 classes.

Fig. 1. Examples of marked images in the TACO training
examples database

The complex and comprehensive mAP metric [14]
takes into account both classification errors (FP, FN) and
errors in localization of objects in the frame. Therefore,
the obtained value of accuracy according to mAP metric
is sufficient for practical application. The result of the
detector operation is shown in Fig. 2.

Fig. 2. Result of the YOLOv4 detector operation
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MODELS AND ALGORITHMS
FOR LOCALIZATION OF TYPICAL OBJECTS
ON THE TERRAIN MAP

Since it is assumed that the coordinates of the robot
on a given territory are known, their coordinates can
be calculated relative to the robot in order to determine
the coordinates of litter objects (Fig. 3). This can
be done by using the homography matrix. However, this
transformation is valid only for objects on a flat surface.
Thus, the proposed model of coordinate determination
is valid only for objects lying on a flat surface.

Perspective  distortion can be eliminated
by converting the previously determined coordinates
of litter objects on the frame from the mobile robot’s
onboard camera into coordinates in the top view of the
space in front of the robot on the basis of the tilt
angle, height above the surface and focal length of the
camera.

Camera shot

=

(X5, ¥5)

The coordinates on the shot plane and spatial plane
are defined by the following relation:

xi xw
Vi |=Hp x| yy |- (1
1 1

According to the geometrical explanation in
Fig. 4, the homography matrix H,, can be described
as follows [15]:

f X, cosa Xohcosa

Hy,=|0 fsina+y,cosa yyhcosa— fhsina |. (2)

0 cosal hcosa

where f'is the focal length of camera; / is the camera
height; a is the camera tilt angle; (x,, ) are coordinates
of intersection point of image axes.

Top view

(Xas ¥a)

Fig. 3. Calculating the coordinates of the object relative to the robot: (x,, y,) — object coordinates in the coordinate
system relative to the robot; (X, Y,) — coordinate system relative to the robot; (x,, y,) — robot coordinates in the global
coordinate system; (x;, y;) — coordinates of the object on the shot

° X, Shot plane from
the camera

Camera tilt
angle \“ch X; v

Space in front
of the robot

Fig. 4. Geometric representation of the homography matrix: (X, Y, Z.) — coordinate system relative
to camera; (X, Y,,, Z,,) — coordinate system in the plane of space in front of the robot; (x;, y;) — coordinates of points
of rectangle framing object
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Provided the camera angle is different from 0° and
90°, there is an inverse to this transformation, which
can be used to obtain the top view from an image with
a distorted perspective and vice versa.

Figure 5 shows a distorted perspective image taken
at atilt angle of o =45°, at height 2= 0.7 m, as well as its
corresponding transformation to the top view.

The frame from the robot’s camera is analyzed
by the neural network algorithm YOLOv4, which
determines the pixel coordinates of the object on the
frame as four coordinates of points p;, = (x,, y,) of the
framing rectangle (Fig. 2); thus, the center of the
rectangle is taken as a single-valued coordinate of this

X +Xy Vit }

bject p, =y——=>
OJCCPC{ 2 2

This coordinate undergoes the transformation (3)
to determe the relative pixel coordinates of the object
within the visible space in front of the robot:

xm xf
Ym |=Ho' x| ¢ |5 3)
1 1

where x, y,, are coordinates of the object on the space
in front of the robot.

To convert the pixel coordinates of objects in the
visible space in front of the robot into meter coordinates
relative to the robot, it is necessary to calculate the
dimensions of the visible space. According to the
explanations in Fig. 6, the geometric parameters of the

space in front of the robot are unambiguously specified

(a)

()

Fig. 5. Top view: (a) image taken with the camera; (b) image after correction of perspective distortion

(a)
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\ |
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(b)

Fig. 6. Geometry of the observed space in front of the robot: (a) camera field of view in the vertical projection;
(b) camera field of view in the horizontal projection
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by the horizontal opening angle, vertical opening angle,
height and camera tilt angle.

The distance from the camera to the near edge
of the visible space d,, the distance from the camera
to the far edge of the visible space d, and the length
of the visible space Y are determined by the following
relations:

de=h - tg(o— P), “)
d_=h-tg(a+p), ®)
Y=d —d,. (6)

The half-width of the near edge of the visible space
wy, the half-width of the far edge of the visible space
w,, and the width of the visible space X are determined
by the following relations:-

wp = tgde% +h?, @)
w, = tgyd2 +h2, (8)

X=2w, 9)

According to the aforesaid, the coordinates
of objects relative to the robot are defined by the
following ratios:-

X-x
1
XO =W—pX—Wr, (10)
pxl
X-x
=Y 1-— Xy d,, (11)
pxl
User
interface

where Xpxls Vpxl AT€ the screen coordinates of the object
in the visible space; Woxls hpXl are the screen width and
height of the visible space, respectively.

SOFTWARE STRUCTURE

The structure of the software and algorithmic support
is determined by the previously established problems
and tasks (Fig. 7). The software includes a subsystem
of the user interface, libraries of image acquisition
and preprocessing, as well as modules of target object
recognition and calculation of its coordinates relative
to the mobilebot.

The object recognition module includes not only
the procedures directly responsible for the detection
and classification process, but also a file with the
preconfigured neural network architecture and its
preconfigured weighting coefficients.

The Python programming language provides
a convenient means for integrating different computer
vision technologies and reducing debugging time.

EXPERIMENTAL RESEARCH

The conducted experiments confirmed the
performance of the software and algorithmic software.
Thus, Fig. 8 demonstrates procedures for recognizing
and localizing several litter objects in the robot’s field
of view, removing perspective distortion, and calculating
the coordinates of objects relative to the robot according
to a camera of height 2= 0.5 m, tilt angle a. = 45°, vertical
camera opening angle B =23.75°, and horizontal camera
opening angle y =30.41°.

In the following experimental study (Fig. 9), the
camera is in a position described by height # = 0.5 m, tilt
angle a = 45°, operating against a different background
and identifying objects of different categories

T

Image receipt and

Data from >Cceip
the camera processing library

Object recognition

module

\_|

Module for calculating
geometric parameters of the
visible area

Module for calculating
the relative coordinates
of the objects

Camera position
and parameters

Homography conversion
calculation module

External
applications

Fig. 7. Structure of software and algorithms for visual analysis of the mobile robot environment
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Fig. 8. Object recognition: (a) camera view; (b) top view;
(c) map of objects in the robot’s field of view with coordinates in the metric system
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Fig. 9. Object recognition: (a) camera view;
(b) map of objects in the robot’s field of view with coordinates in the metric system

of household waste. This case demonstrates that the
software-algorithmic software is invariant both to the
background, the number and categories of objects,
as well as their spatial positions relative to the camera.

CONCLUSIONS

Unlike existing studies and approaches in this field,
which do not combine the mobility of the platform and
intelligent separate waste collection, the present study
demonstrates the relevance and feasibility of automating
these separate functions. The possibility of separate

waste collection consists in the flexible intelligent
collection with autonomous search for objects in a given
area. In the framework of the study, the following results
were achieved.

1. Proposed structure (Fig. 7) of software and
algorithms for visual analysis of the mobile robot
environment in the task of area cleaning with
integrated waste sorting function.

2. Optimized algorithms for recognizing objects
of different appearance and different waste
categories on robot camera images using neural
network algorithms.
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3. Developed model for determining the geometric
parameters of planar space in the field of view of the
robot.

4. Developed model for determining the coordinates
of objects in the field of view relative to the robot
according to the position of the camera in space.
The experimental studies confirmed the performance

and universality of the developed algorithms. Correct
data were obtained for the recognition of various objects
and further determination of their relative coordinates.
In addition, the system demonstrated its performance

when detecting objects of different categories and
different spatial camera positions, taking into account
uncertainties in the background of the underlying surface
and the number of searched objects.

Further prospects for the development of the research
presented consist in the development of algorithms for
path planning on the ground and motion control of the
mobile robot in the process of collecting and transporting
the detected objects of litter.
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Abstract

Objectives. A DC/DC Zeta topology converter represents a unipolar electronic device for converting an input
positive voltage into a stabilized output voltage of the same polarity, which can be set at voltages both below and
above the input voltage. The aim of this work is to analyze Zeta converter circuitry, which requires the following tasks
to be solved: using Kirchhoff’s Circuit Laws, obtain systems of equations describing converter operation in the phase
of energy accumulation and in the phase of energy transfer; using a method proposed by A.l. Korshunov, combine
the resulting systems of equations into a marginal continuous mathematical model; using expressions describing
constant components of currents and voltages in Zeta converter, analyze their ripples and obtain equations for their
calculation; compare the current and voltage values obtained from the continuous limiting mathematical model with
the Zeta simulation results.

Methods. The tasks are solved using Kirchhoff’s rules and the method for obtaining the limiting continuous
mathematical model proposed by A.l. Korshunov. The results are analyzed using a circuit modelling in NI Multisim.
Results. Itis shown that the phase coordinates of the mathematical model tend to real values of converter currents and
voltages at a switching frequency of the power switch of more than 200 kHz. A strong correspondence was established
between the calculated ripple values and their values obtained in the simulation (when changing the duty factor).
Conclusions. Mathematical models comprise the basis of unified calculation methods for any radio electronic
circuit. The developed limiting continuous mathematical model allows a range of changes in current flowing through
the choke windings and voltages on capacitor plates to be evaluated, including their maximum and minimum values
for various converter parameters, such as power switch switching frequency, duty factor, element ratings, etc.
Obtaining this information in turn enables the rational selection of the electronic component base of the converter.

Keywords: DC/DC converter, step-up and step-down converter, equivalent circuit, Zeta topology, converter,

limiting continuous mathematical model, Kirchhoff’s rules, ripple spreading
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HAYHYHAA CTATbA

Anaau3 nyascauuiit DC/DC-npeodpa3oBares,
IOCTPOCHHOIO N0 Zeta-TONmoJIOrMM, ¢ UCIOJIb30BAHUEM
ero npeaeJabHON HeNnpepbIBHOW MaTeMaTHYeCKO MoaeIn

B.K. buTtiokos,
A.W. NlaBpeHos @,
A.A. Manuukuin

MWP3A — Poccuiickuii TexHos1Iorm4eckuii yamsepcutet, Mocksa, 119454 Poccusi
@ ABTOp AN nepenucku, e-mail: lavrenov@mirea.ru

Pe3iome

Uenn. DC/DC-npeobpasoBaTtenib, NMOCTPOEHHLIM MO Zeta-TOMonornu, SBNSETCA YHUMONSPHBIM 31EKTPOHHbIM
YCTPOMCTBOM, KOTOpoe obecrneymBaeT npeobpa3oBaHme BXOLHOrO MOJIOXUTENIbHOrO HanpsiXXeHns B cTabunmau-
POBaHHOE BbIXOOHOE HAMNpPsXeHUEe TOM Xe NOSIAPHOCTY C BO3MOXHOCTbLIO €0 PEryiMpoOBaHUs Kak HUXE BXOOHOIo
HanNpsXXeHus, Tak 1 Bbllwe. Llenb paboTel — NpoaHann3npoBaTb CXEMOTEXHUKY Zeta-npeobpasosaTtens. [Ang atoro
HEOOX0AMMO PELUUTb CheaylLlme 3aaa4un: npy noMoLwm npaesmna Knpxroda noayunTbs CUCTEMbI YPABHEHWUIA, ONKU-
CbiBaBLUME paboTy NpeobpasoBaTens B PeXMMax HaAKOMIEHUS U nepefaym SHeprum; no MeToamke, npeasiokeH-
Hol A.U. KopLuyHOBbBIM, 06beANHUTE CUCTEMbI YPDABHEHWUI B NPEAENbHYIO HEMPEPLIBHYIO MAaTEMATUYECKYIO MOAEb
npeobpasoBartens; NPy NOMOLLM BbIPAXEHNNM, ONUCLIBAIOLLMX MOCTOSIHHbIE COCTABASIOLIME TOKOB 1 HANPSXXEHUNR
B Zeta-npeobpasoBartene, NPOBECTM aHANM3 VX NyNbCaLMi 1 NONY4YUTb YPABHEHUS AN UX PACHETa; MPOBECTU CPaB-
HEHMe MOJIy4EHHbIX NPY NOMOLLM NPefEesbHOM HENPEPLIBHON MaTeEMATUYECKON MOLEIN 3HAYEHMIN TOKOB U Hanps-
XXEHWI C pe3ynbTataMmn MogenmpoBaHus Zeta-npeobpasosarens.

MeTopabl. 3agaya pelueHa npu nomoluu npasun Kupxroda n MeToamkm nonyyeHns npeaenbHom HenpepbiBHOM Ma-
TeMaTn4eckom monenu, npeanoxeHHom A.W. KopyHoBbiM. Pe3ynbtaTbl NpoaHanm3npoBaHbl C MCMNOJSIb30BaHNEM
CXEMOTEXHMYECKOro MoAenMpoBaHusa B cpene Multisim.

Pe3ynbTaTtbl. [TokasaHo, 4TO ha3oBble KOOPAMHATL MaTeEMATUYECKOM MOAENN CTPEMATCH K 3HA4YEHUAM peasibHbIX
TOKOB M HanpsiXXKeHui npeobpasoBaTens Npm 4acToTe KOMMyTaLmmn cunoBoro kntoda 6onee 200 KMy, YCTaHOBIEHO
BbICOKOE COOTBETCTBME PACHETHbIX 3HAYEHUN MyNbCaLMN N NX 3HAYEHWUI, MOJTYHYEHHbIX MPYU MOAENMPOBaHUN (Npu
N3MeHeHNn KoapduumeHTa 3arnoHEHNS).

BbiBOAbI. MaTemaTnyeckme Moaenu SBAsiOTCA OCHOBOW YHUDULIMPOBAHHBIX METOAMK pacyeTa Mto0biX paanosnex-
TPOHHbIX CxeM. [lonydyeHHasa npeaenbHas HenpepbiBHas MatemaTudeckas Mmoaens Zeta-npeobpa3oBartens No3BO-
NSET OLEHUTb Anana3oH U3MEHEeHUs TOKOB, MPOTeKaloLWuMX 4epe3 06MOTKN APOCCENEN, U HAaNPSXKEHUIA Ha 00OKaa-
KaxX KOHAEHCATOPOB, NX MaKCUMaslbHbIE M MUHUMAJTbHbIE 3HAYEHNS NP PA3NYHbIX MapameTpax npeobpa3oBartens,
TakMx Kak 4acToTa KOMMyTaLMW CUIOBOro kio4va, KO3PDULMEHT 3aNONIHEHNS, HOMMHAMbI 3/IEMEHTOB U T.4. JTa
Mo[eNb NO3BONSET BbINMOSHUTL PALMOHANbHBIM N0AO0P 9NEKTPOHHOM KOMMNOHEHTHON 6a3bl NnpeobpasoBaTtens.

KnioueBble cnoea: DC/DC-npeobpa3doBaTesib, NMOHMXKaOLLE-NOBbILIAWMI Npeobpa3oBaTesb, 9KBMBaNIEHTHas
cxema, Tononorus Zeta, npeobpasoBaresb, NpeaesbHas MOLENb, HENPEPbLIBHAS MOAENb, MaTeMaTU4eckass MOLENb,
npasuna Knpxroda, pazmax nynbcaLmi

e MocTtynuna: 28.12.2022 ¢ flopa6oraHa: 10.02.2023 ¢ MpuHaTa k ony6nukoBaHuio: 05.05.2023

Ang umtnposanus: butiokos B.K., JlaBpeHos A./., Manuukuii .A. AHann3 nynbcaumin DC/DC-npeobpasoBaTens, no-
CTPOEHHOro no Zeta-Tononornu, C UCNoJsib30BaHMEM ero npeaesbHON HenpepbIBHOM MaTtemMaTnyeckon Mmoaenn. Russ.
Technol. J. 2023;11(4):36—48. https://doi.org/10.32362/2500-316X-2023-11-4-36-48

Mpo3payHocTb GUHAHCOBOM AEATESNIbHOCTU: ABTOPbI HE NMEIOT (PUHAHCOBOW 3aMHTEPECOBAHHOCTY B NPEACTaBeH-
HbIX MaTepuanax uivM MeToaax.

ABTOpbI 3a9BASOT 06 OTCYTCTBUM KOHMIMKTA MHTEPECOB.
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INTRODUCTION

DC/DC converters are widely used in autonomous
battery-powered devices such as unmanned aerial
vehicles (UAVs), pyrometers, pacemakers, automotive
electronics, robots, etc. [1-8]. Since the presence
of a DC/DC converter in the power supply device
determines both its mass-size parameters and efficiency,
as well as the energy efficiency of the entire radio-
electronic means (REM), it also affects the maximum
period of autonomous operation without recharging.
The complexity of manufacturing such power supply
devices is also due to the tendency of autonomous
devices to require stabilized low-voltage potentials.
All this predetermines the need to develop specialized
methods, algorithms, and design tools for DC/DC
converters.

DC/DC converters implementing basic topologies
of step-up, step-down, and polar inverting types [9, 10]
into complex DC/DC converters—i.e., step-up and
step-down  (buck—boost) converters—require the
development of design methods and a sufficient detail
of supporting research [2, 4, 11-13].

The development of DC/DC converters, like that
of other REMs, is based on appropriate mathematical
models, which are the basis for the unified methodical
approach to developing, designing and researching
devices. Limiting continuous mathematical models
of basic DC/DC converters are proposed in [9, 14-17].
However, so far, a converter for buck—boost DC/DC
converters based on the Cuk topology exists only in the
form of a mathematical model [18, 19]. Meanwhile,
there is no mathematical model of unipolar DC/DC
converters based on Zeta topology or single-ended
primary-inductor converter (SEPIC) topology. Here
it should be noted that, while SEPIC, Zeta, and Cuk
converters are identical in terms of the electronic
component base, they differ significantly from the
schematic viewpoint.

MATHEMATICAL MODEL

A phase plane comprising a set of points of its
possible states for each continuous mathematical
model can be constructed to represent processes of a
real device; here, a point on the phase plane represents
the current state of the model and a change in the state
when it moves. The trace from the representing point
movement is referred to as a phase trajectory, while the
point itself represents a phase coordinate. Continuity
of the system means that the state of the system, i.e., the
values of phase coordinates, can be established at any
time.

The mathematical model of the device provides
a means of obtaining the relationship between phase
coordinates, which correspond to real currents and

voltages of the DC/DC converter. Phase coordinates and
real values of currents and voltages of the mathematical
model coincide when the switching period T of the
electronic switch tends to zero. Such mathematical
models of key devices are commonly referred to as
limiting models [14, 15].

The circuit of the unipolar Zeta converter (Fig. 1)
first proposed in [12] comprises two chokes, L1 and
L2, two capacitors, C1 and C2, an electronic switch
VT1 typically implemented by field-effect transistor,
as well as a control unit determining the transistor
mode. Chokes L1 and L2 perform the function of energy
storage and transfer via electromagnetic induction, while
capacitor C1 is present in the circuit to separate the
converter input from its output. The separating capacitor
Cl1 is also sometimes referred to as a “flying capacitor”
since it performs not only the function of separation but
also the function of energy storage and transfer between
sections of the converter [11, 12]. The remaining radio
components perform traditional functions.

Two operation phases may be distinguished for the
DC/DC converter, as well as for the majority of key
devices. The first phase determines the energy storage
mode, while the second determines the energy transfer
mode. Thus, the mathematical model requires equivalent
circuits to be constructed for each phase of the converter.
Based on equivalent diagrams, systems of equations
describing two operation phases are written.

C1 L2
o VT o /A
o1 1= Uy
in 1 e ()
+0)
I g Bwr e []R
-(*)
—U.
o il _Uout

Fig. 1. Schematic diagram of the buck-boost converter
based on Zeta topology. U,, and U, ; are input and output
voltages; R is the duty resistor. (In the diagrams that
follow, the designations adopted in the GOST 2.710-81"
standard are used.)

In[20], only the mathematical model of the converter
with the same chokes L1 and L2 is presented. Therefore,
it makes sense to construct a mathematical model of the
buck-boost DC/DC converter based on Zeta topology,
but in a general form.

The system of equations describing both operation
phases are made according to Kirchhoff’s rules. The
DC/DC converter in the energy storage mode (first
phase) is described by five equations of algebraic sums
of currents and voltages, as follows:

1 GOST 2.710-81. Unified system for design documentation.
Alpha-numerical designations in electrical diagrams. Moscow:
Standartinform; 2008 (in Russ.).
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where L, is the inductance of a choke L1; L, is the
inductance of a choke L2; C, is the capacitance of a
capacitor C1; C, is the capacitance of a capacitor C2;
R, is the resistance of a duty resistor Ry; i; ; and i , are
instantaneous currents flowing through the winding
of chokes L1 and L2; r, and r, are active resistances
of the L1 and L2 choke windings; and u, and u, are
instantaneous voltages at the coatings of capacitors C1
and C2.

Equation (1) containing input current i, , according
to Kirchhoff’s rules, is necessary for describing the
first phase of the inverter operation in detail. However,
considering the equations of system (2) not depending
on the input current, Eq. (1) can be excluded from the
system.

The system of equations determining the inverter
operation in the energy transfer mode (second phase)
may be written as follows:

ducy _ 1, 1,
it C, % R, ¥
ducy —Li
da ¢
di 3)
w4, 1
., 7 T e
a LMoL
diy » _ 1 ;
dt L, 127, e

For building the mathematical model, it is necessary
to combine systems of Egs. (2)—(3) according to the
method [14, 15]. The mathematical model may be written
as the following matrix system of equations:

1
X = L2 , (4)

] 1
- 0 -(1-D)— 0
L L
o E oo g
1-D)— D— 0 0
1 G
0 1 0 b
L G RC, |
pL
L
B= —DL 6
0
|- O -

where X is the matrix of the system phase coordinates;
A is the coefficient matrix of the phase coordinates;
B is the coefficient matrix of an external source,
such as the input voltage; D is the fill factor of the
pulse-width modulated signal controlling by power
switch VTI.

Thus, the system of Egs. (4)~(6) is the limiting
continuous mathematical model of DC/DC converter
based on Zeta topology.

Instantaneous currents and voltages contain
constant and variable (called ripple) components.
Analysis of the mathematical model shows that
it would be advisable to determine separately the
constant components of currents /; |, I} ,, voltages U,
U, and their ripples.

Solving the system of Eqgs. (4)~(6) of the
mathematical model for the constant components
of currents /| |, I , and voltages U, U,-,, the following

LI
equations may be written:

U, D?
[Ll = 2 " > (7

;o U,,D(D-1) ®
L2 — >
RyD? —(r; +2R)D + Ry
RyU;,D(D-1)
d
Ue, = = ©)

RyD?* —(1; +2R))D + Ry |

Ui, D((r, + 1 + R)D ~ (1, + R))|

U~, =|— . (10
c2 RyD? —(rj +2R)D+Ry | (10
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Using Egs. (1), (7), and (8), the following equation
for the constant component of the input current /;, may
be written:

I = | Ui“DZ |+
in |RdD2 (1 +2Ry)D + Ry |
(1n)

Jo uwow-y )
|RyD2 — (1 +2Ry)D + Ry |

Equations (7)—(11) are the basis for the preliminary
calculation of the converter and hence for the selection
of its electronic component base.

CURRENT AND VOLTAGE RIPPLES

Instantaneous currents #; ; and i} , flowing through the
windings of chokes L1 and L2 as well as instantaneous
voltages u, and u., on capacitors C1 and C2 contain
constant and variable components

iy =1y +0ipy,  ugy =Ug +ducy,

. . (12)
Iy =1y +0ip 5, ey =Ucy +8uc,,

where 87 , is the variable component of current i ;
di} , is the variable component of current i ,; du- is the
variable component of voltage u,; du, is the variable
component of voltage u .

Substituting (12) into the systems of Egs. (2) and (3), which describe both phases of the converter operation, the
following may be written:

d(I;,+0i 1 § .
w U= +8i). 43

d(I; , +di 1 1 r , 1
iz 0z det L2) L (Ve +6“C1)_E(UC2 +5“c2)_i(1u +5’L2)_L2 Uin» (13:2)
d(Ugq +0u 1 .
%:a(&ﬁ&u), (13.3)
d(Ux, +6u 1 . 1
( Czdt _Cz):—(j2 (]LZ +81L2)—E(UC2 +6MC2)' (134)

(13)

d(I;, +0i r; ) 1
( let Ll) :—Zl(lLl +81L1)_Z(UC1 +8uC1), (14.1)

d(I;, +0i r . 1
—( det LZ):_i(]LZ’LS’LZ)_Z(UCZ +6uC2), (14.2)

d(Upn, +0u 1 .
W:a(lu+&u), (14.3)

d(Uq, +0u 1 . 1
—( Czdt CZ)ZC—2(IL2 +61L2)—E(UC2 +8uc2). (144)

(14)

U,
Given that % ~ I 5, Egs. (13.4) and (14.4) may be simplified, as follows:
d

d(UC2+E‘>uC2)~ Ly, L s
— . ROy, Olcy.
dt C, R C,

The constant components of currents and voltages are usually much larger than the ripple, so in the right-hand
sides of Eqgs. (13.1)—(13.3) and (14.1)—(14.3), the ripple can be neglected compared to the corresponding constant
components:
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ddi
%:éUin_%lLl’
t
doi, 1 1 r 1
L2 2
— L Uy -—Uq -2 ——U._,
dt L, C1 L, C2 L, L2 L, ™

5.1

(15.2)

douc, 1 (13)
=17,
i ¢t

a8
oo o Vg o su,. (5.4
G TRG

(15.3)

ddi

w_ Ny oLyl aen
a L

a’SiLZZ_r2 1

20 ,-—U,
L2 C2>
dt L, L,

dduc, 1

:—1 .
da ¢ M

ds
ter o s ol sue,. (64
i G R,C,

(16.2)
(16)

(16.3)

Using Egs. (15.1)—(15.3), the following equations for
variable component (ripple) 8i; |, 8} ,, and Suc, of the
first phase may be written:

. 1 ]
Oi | = I[L_Uin _L_Iu}d’:
1 1

| . (17
(et}
Oy p =
_ I[_LLZUCI _L_IZUC2 —Z—Zlu —L—ZUin]dtz (18)
Sugy =j[cil[L2Jdt=(CillL2Jt. (19)

Using Egs. (16.1)~(16.3), the following equations
for variable components 6i; |, i ,, and du., of the
second phase may be written:

. " 1
Oiy = I[_L_Iu _L_Uc1 Jdt:
1 1

(20)
i 1
L S
( LMo Cl]

. D) 1
dipy = I(_L_ILZ _L_Uchdt=
2 2

@21
) 1
= __ILZ__UC2Jt’
( Ly Ly
1 1
Sucy = [ (?Iu Jdt = (Elu}. (22)
1 1

Equations (15.4) and (16.4) have the same form,
so they may be written as follows:

ddu
2 _
= =px— 5 23
=Y =Py (23)
where ¢ = , coefficient p is expressed by the
a2
equation
1 1 1 T 1
Py =_(__Uc1 BT R Sl Ch J
G L Ly L, L, "
for the first phase and L n, 1,
or the first phase an = | -2 ——
p Py AW L2 L, Cc2

for the second phase.
Solving differential Eq. (23), the following equations
may be written:

—1)ed*
y :[—p(qx De +K]e“7x or

q2
t
Sty = —q% + % + Ke 4. (24)

For simplifying calculations, the boundary condition
y(0) = 0 may be taken. Equations of constants for the
first and second phases are written as follows:

Kl :ﬂ and K2 =

P
C]2

(25)
q2

Using Egs. (17)—(19), the following equations
for determining the ripple spreading Aij,, Ai,, and
Au, of the first phase may be written:

. . . 1 r
Aiy | = 8iy {(TD) - 8iy (0) = [L—Uin ——11L1JTD =
1 L
Uin DT (1 = Ry) D* + (1 + 2Ry ) D— Ry )

L, (RyD? =(r, +2Ry) D + Ry )

(26)
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Aiy 5 = 8i 5 (TD) = 8ii ,(0) =

1 1 n 1
=l Va Ve T U |TP =
2 2 2 2 (27
_ UinDT((rl —Ry)D? +(r +2Rd)D—Rd)
Ly (RyD? = (1 +2Ry) D+ Ry)
1,
1
(28)

_ U, D°T(D~1)
G (RyD? = (1 +2Ry)D +Ry)’

Using Egs. (20)—~(22), the equations for determining
the ripple spreading A ,, Ai| ,, and Au, of the second
phase may be written:

Aiy | = 8i | (TD) iy (T) =
- [ Hly - UCl JT(I -D)= (29)
1

_UinDT(l—D)((rl +Ry)D—Ry)
L (Rd1)2 (5 +2Rd)D+Rd) ’

Aiy 5 = 8i 5 (TD) —8iy 5 (T) =

)
2
-2
L2
( L,

_ Ui, DT (1-D)((1 + Ry) D~ Ry)
L, (RdD2 (5 +2Rd)D+Rd) ’

! UchT(l—D) = (30)
L2

Aucy = 0uc (TD) —du (T) =

:[CLIJUJT(D—l):

_ U,,D°T(D~1)
G (RyD? = (1 +2Ry) D +Ry)’

€2y

Considering that the equations for determining
the current ripple spreading Ai; , and Ai;, both are
different in two phases and are equivalent, it would
be advisable to determine the average ripple spreading
Ai 1, and Ai;, - of currents flowing through the
choke windings:

U DT (7 = Ry) D* + (1 + 2Ry ) D~ Ry )

L, (RyD? (1, + 2Ry ) D+ Ry )
AiLlaV = 2

NE2
Ui, DT (1-D)((1; + Ry ) D~ Ry)

m
Ly (RyD? (1 + 2Ry ) D+ Ry )
2

All gy =
Up DT (1 = Ry ) D2 + (1 + 2Ry ) D= Ry )
L,(R;D* ~(r; +2R;)D+R
_ 2( d (4; ) D+ d) . 63
UinDT(l—D)((rl+Rd)D—Rd)
Ly (RyD? = (r +2Ry) D+ Ry )
2

Using Eq. (24), the following equation for
determining the ripple spreading Au-, may be written:

D 1-D
Sty | — || +|8 T—=|=
“CZI( 5 ) ”czz( 5 j‘

D
— D
_n a1
=t -
q q

Auc2 =

T—— 1-D
p, P2y —qT
St
q q

:1| RyUD((1i + Ry) P~ Ry)
2 ‘Lz RyD? ~(r; +2R;) D+ Ry) (34)

T(D-1)
x| 2R Cye 2R +((1-D)T -

2R,C, ) ||+

| R D((1i + Ry) D~ Ry)
| Ly (RyD? = (1 +2Ry ) D+ Ry )

-TD
x| 2R Cye* M2 +(DT - 2R(C,) ||,

where du-,, is the function of the voltage ripple variable
component on the capacitor C2 obtained by solving
the differential equation in the first phase; duC,, is the
function of the voltage ripple variable component
on the capacitor C2 obtained by solving the differential
equation in the second phase.
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Fig. 2. Simulation scheme of the DC/DC converter

Using Egs. (1), (32), and (33), we can write the
following equation for determining the ripple spreading
of input current Ai; :

_ AiLlaV + AiLZaV 1

Aiin_ 2 D[m_
1| UWDT((5~Ry)D? +(r +2Ry) D~ Rd)|
i L, (RyD? (1, +2R;) D + Ry ‘

_UinDT(l—D)((rl +Ry)D- Rd |+
L (RyD? =(1 +2Ry) D+ Ry ) |

((ri ~ Rg)D? + (1 +2Ry) D - Rd)|+ 55)
LZ(RdD (i +2Ry) D+ Ry) ‘

(1-D)((r +Rd)D—Rd)|
‘ L, (RyD? ~(r; +2Ry) D+ Ry ‘

[I Uy, - D2 R

+
|Ry-D? = (1 +2Ry)- D+Rd|

| U, -D-(D-1) |
|Rd D? - (r1 +2:Ry) D+Ry| |

Thus, Egs.(28)or(31)and (32)—(35)allow calculating
the ripple spreading of currents i; |, i; , flowing through
the windings of chokes L1 and L2, input current 7,  and
voltages u,, uc, at the coatings of capacitors C1 and C2,
if the nominal values of selected electronic components
and the converter operating mode (duty factor D and
period 7) are known.

SIMULATION IN THE MULTISIM
ENVIRONMENT

For checking the validity of the obtained expressions
for determining the ripple currents and voltages of the
DC/DC converter based on Zeta topology, circuit

simulation in the Multisim’ environment is used.
The derivation of analytical formulas and the results
of simulating constant components of currents and
voltages of the considered converter are presented
in [20-22].

The simulation is preceded by the study of MOSFET
power switches, as recommended in [23, 24], in static
and dynamic mode. On this basis, the IRLZ44N
transistor, whose model characteristics correspond to the
Datasheet?® data, was selected.

In the simulation scheme depicted in Fig. 2, the
switch VT1 commutes the current of the input power
supply V1 with the frequency of the clock pulses set
by generator V2. Components from the Multisim database
are selected as elements. The chokes are represented
by equivalent circuits. The active resistance of the choke
having an inductance of 55 pH does not exceed 1 Ohm.

To study the impact of the duty factor D on ripples,
the circuit is simulated in the transient analysis mode.
Here, the current and voltage ripples are recorded in the
steady-state mode 5-12 ms after the simulation has
started. The study results of the impact of duty factor D
as the main parameter determining the converter
operation mode are shown in Figs. 3-5. The impact
of switching frequency f on the ripple spreading value
is shown in Figs. 6-8.

The studies of the impact of duty factor D on the
ripple spreading value show a good coincidence of the
results of the mathematical model and simulation.
However, at duty factors D less than 0.3 and greater than
0.7, a significant difference is observed. This discrepancy
is caused by imperfection of mathematical model and
impact of parasitic parameters of radio components
on converter operation. The coincidence of calculated

ripple spreading Ai, , Aij, , and Au along with values

2 https://www.ni.com/ru-ru.html.  Accessed March 27,
2023 (in Russ.).

3 International rectifier, IRFZ44N HEXFET Power MOSFET,
Data Sheet. https://static.chipdip.ru/lib/158/DOC000158617.pdf.

Accessed March 27, 2023.
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Ai, o, Aip o, and Auc - obtained during simulation

is observed at duty factor D equal to 0.5. Here, Ai;
is input current ripple spreading obtained by simulation;
Ai; s the ripple spreading of current flowing through
winding of chokes L1 and L2 obtained by simulation;
Au,, is the voltage ripple spreading on capacitors C1 and
C2 obtained by simulation. The difference between
calculated values and simulation results for input current
ripple is 6 mA at Ai; = 718 mA. The difference between
calculated values and simulation results for current ripple
i 15 Ip o 18 7mAat Ai; , =218 mA. The difference between
calculated values and simulation results is 0.3 mV at
Auc; =15mVand 0.05 mV atAu, =5.45mV for voltage
ripple spreading Au, and Au.,, respectively.

Ai
5

A

in’

0
0.2 0.3 0.4 0.5 0.6 0.7 0.8

Fig. 3. Impact of the duty factor on the input current
ripple: 1 is the calculated value Ai;; 2 is the simulation
result Ai

From Fig. 3 it can be seen that the calculated value
of input current ripple corresponds to the simulation results
across almost the whole variation range of duty factor D.
However, the calculation and simulation results differ
at duty factors D < 0.25 and D > 0.75. This is especially
evident at a duty factor D greater than 0.75. For example,
at duty factor D = 0.8, the difference of calculated and
simulated ripple is ~4 A at Ai; . = 4.3 A while at duty factor
D = 0.2, this difference is ~48 mA at Ai; = 163 mA.

Ai, A
0.40
0.35
0.30
0.25
0.20
0.15
0.10g
0.05

0.00
0.2 0.3 0.4 0.5 0.6 0.7 0.8

Fig. 4. Impact of the duty factor on ripple currents
flowing through windings of chokes L1 and L2: 1 is the
calculated value Aj ; 2 is the simulation result Aj 4,;
3 is the simulation result Aj 5,

Figure 4 shows that the ripple currents flowing
through the choke windings practically coincide. The
calculation and simulation results, as well as in case
of input current, differ systematically at duty factor
D < 0.25 and D > 0.75. At duty factor D = 0.8, the
difference of calculated and simulated ripple values
is ~47 mA at Ai; =349 mA while at duty factor D= 0.2,
this difference is ~13 mA at Ai; =87 mA.

Augy, mV Augy, mV
100
14
80 12
10
60
.£8
40 .46
4
20
3 2
0 Blo
0.2 0.3 0.4 0.5 0.6 0.7 0.8

Fig. 5. Impact of the duty factor on the voltage ripple
at capacitors C1 and C2: 1 is the calculated value Aucy;
2is the simulation result Aug,,,; 3 is the calculated value

Aug,; 4 is the simulation result Aug,,,

It follows from Fig. 5 that at duty factor of 0.5,
the calculated ripples and simulation results coincide.
However, the voltage ripple on capacitor C2 differs
by 1.59 mV at 6 mV if D = 0.8, and by 0.6 mV at
Auc, =22mVifD=0.2.

The difference between calculated voltage value
Aug, on capacitor Cl and simulation result Awu,.,
reaches 76 mV at Au; = 160 mV if D ~ 0.8; however,
the difference between the calculation and simulation
results would be insignificant at D ~ 0.2.

When the switching frequency of the power
transistor is increased, the ripple currents and voltages
are significantly reduced. As shown in Fig. 6, the
calculated ripple values Ai; and simulation results Ai;
coincide at switching frequencies from 50 to 800 kHz.
The maximum difference of the calculated ripples and
simulation in the operating frequency band is observed
at the frequency of 50 kHz (in the enlarged scale,
the difference is shown in the inset of Fig. 7) and
is0.35 AatAi, =42 A.

It is shown in Fig. 7 that calculated ripple Ai; and
simulated ripple Ai; , as well as the input current,
coincide at switching frequencies from 50 to 800 kHz.
The maximum difference between the calculated ripple
and simulated ripple in the operating frequency band
isobserved at 50 kHz (in the enlarged scale, the difference
is shown in the inset of Fig. 7) and is 0.26 A for Ai; | and
0.2 A for Aij , at Aif =2.18 A.

The limit of the continuous mathematical model
is clearly visible in Fig. 8, in contrast to Fig. 7. For
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Fig. 6. Impact of switching frequency on the input
current ripple at the duty factor equal to 0.5: 1 is the
calculated value Ai; ; 2 is the simulation result A |

in?
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Fig. 7. Impact of switching frequency on ripple currents
flowing through the winding of chokes L1 and L2 at the
duty factor equal to 0.5: 1 is the calculated value A ;

2 is the simulation result Ai ,; 3 is the simulation
result A 4,

Aug, mV
200
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80

40

3 [ kHz
600 700

Fig. 8. Impact of switching frequency on the voltage
on capacitors C1, C2 at the duty factor equal to 0.5:
1is the calculated value Aug; 2 is the simulation result
Augq,,; 3 is the calculated value Aug,; 4 is the simulation
result Aug,,,

example, at the frequency of 100 kHz, the calculated
value Au(, is 78 mV while simulation Au, is 136 mV.
The values of phase coordinates of the limiting
continuous mathematical model tend to the values
of currents and voltages of the converter at frequencies

higher than 200 kHz. It can be seen from Fig. 8 that
the calculated ripple and the simulated ripple coincide
at frequencies higher than 200 kHz. The maximum
difference is observed at ~230 kHz and is equal
to ~3 mV for Au, at Au, = 31 mV. For ripples Au.,,
the difference is ~0.9 mV at Au, = 21.8 mV.

CONCLUSIONS

The present work presents equivalent circuits
Zeta topology-based DC/DC converters in the modes
of energy storage and transfer. Using Kirchhoff’s rules,
systems of equations describing each phase of the device
are set up. In order to formulate the mathematical model
in matrix form, the systems of equations are converted
into a phase coordinate matrix, a coefficient matrix
of phase coordinates, and a coefficient matrix of the
external source. To permit the complete analysis of the
limiting continuous mathematical model, equations for
constant components are written.

Using the representation of currents and voltages
as a sum of constant and variable components, systems
of equations describing the converter in the modes
of energy storage and transfer are written. Derived
expressions of constant components of currents and
voltages are integrated with systems of equations
describing each phase and expressions for determining
the ripple currents flowing through the winding of chokes
and voltages on capacitors.

The results of ripple calculations when using the
limiting continuous mathematical model and converter
simulation are compared. The dependences of ripples
on duty factor D and switching frequency of power
switch fare obtained. At duty factor D = 0.5, the ripples
obtained by the mathematical model coincide with those
obtained by simulation. The difference is ~7 mA at
Ai; = 220 mA for ripple currents Ai;,, Aij,. The
difference between the voltage ripples is ~0.3 mV at
Auiy = 15 mV for the Aug, ripple and ~0.05 mV at
Auc, = 5.5 mV for the Aug, ripple. The maximum
deviations of calculated values from simulation results
at duty factor D = 0.8 are 47 mA for Ai;, and Ai,,
76.4 mV for Au(, and 1.59 mV for Au,.

The presented limiting continuous mathematical
model allows variation range of currents flowing
through the choke windings and voltages at the coatings
of the capacitor to be estimated along with their
maximum and minimum values at different converter
parameters such as switching frequency of the power
switch, duty factor, nominal values of elements, etc.
The obtained dependences can be used to rationally
select electronic components for constructing Zeta
topology converters.
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for solving the problem of recognizing
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under parametric a priori uncertainty
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Abstract

Objectives. Automatic modulation recognition of unknown signals is an important task for various fields of technology
such as radio control, radio monitoring, and identification of interference and sources of radio emission. The paper
aims to develop a method for recognizing the types of signal modulation under conditions of parametric a priori
uncertainty, including the uncertainty of carrier frequency- and initial signal phase values. An additional task consists
in estimating the offset values of the carrier frequency or signal phase at the initial stage of the recognition process.
Methods. A multi-task learning with artificial neural network and the theory of cumulants of random variables are
used.

Results. For signals with a carrier frequency and initial phase shift, cumulant approaches for QAM-8, APSK-16,
QAM-64, and PSK-8 modulations are calculated. A multi-task learning with artificial neural network using cumulant
features and a data standardization algorithm is presented. The results of the experiment show that using multi-task
learning with an artificial neural network provides high accuracy of recognizing QAM-8 and APSK-16, QAM-64 and
PSK-8 modulations with small mismatches of the carrier frequency or initial phase. The accuracy of determining the
offset values from the carrier frequency or the initial phase for QAM-8, APSK-16, QAM-64, and PSK-8 modulation
is high.

Conclusions. The multi-task learning with neural network using high-order signal cumulants makes it possible not
only to recognize modulation types with high accuracy under conditions of a priori uncertainty of signal parameters,
but also to determine the offset values of carrier frequency or initial signal phase from expected values.

Keywords: recognition, neural network, carrier frequency, initial phase, cumulant feature
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HAYYHAA CTATbA

MHoro3zagauyHast HEHPOHHAS CETh
B 3a/1a4e PACIIO3HABAHUSA BU1A
QAM- u PSK-monyasiuyu B yCJa10BUsAX
apamMeTpu4YecKo ampUOPHON HeolpeaeIeHHOCTH

A.A. Napamonos @, B.M. HryeH, M.T. HryeHn

MUWP3A — Poccumickunii TexHosorn4eckmni yumsepceutet, Mocksa, 119454 Poccus
@ ABTOp AN9 nepenvicku, e-mail: paramonov@mirea.ru

Pesiome

Lenu. ABTOMaTM4yeckoe pacno3HaBaHne BUAOB MOAYNALUMN HEU3BECTHbLIX CUrHAaN0B ABNSETCS BaXHOW 3agadven ans
pasnunyHbIX 061acTen TEXHUKU: PAANOKOHTPONS N PaANOMOHUTOPUHIA, NOEHTUMUKALMN MOMEX U NCTOYHUKOB pa-
anonsnydyerHns. OCHOBHas Lesib paboThl — pa3paboTka MeToda pacrno3HaBaHUs BUOOB MOOYNSALMM CUTHAJIOB B yC-
NIOBUSIX MapaMeTPUHECKON arnpuopHO HeoNPeaeNeHHOCTH, B T.4. HEONPEAENEHHOCTM 3HAYEHUIN HECYLLLEN HYaCTOTbI
1 HavyanbHOM dasbl curHana. JononHUTEeNbHOM 3a0a4ein ABNSAETCS OLEHKa 3HA4YEHWIN OTCTPOEK OT HECYLLLEe HaCTOThI
nnn ¢pasbl CUrHana Ha HavyanbHOM 3Tane nNpouecca pacno3HaBaHUS.

MeTopabl. Vicnonb3oBaHa MHOro3aga4vyHasi ICKYCCTBEHHAsi HEMPOHHAs CETb, TEOPUS KYMYJISTHTOB CJTy4alHbIX BESIUHVIH.
PeaynbTaTbl. 119 CMrHanoB CO COBUIOM HECYLLEN YacTOTbl M Ha4albHOW (asbl BbIMUCEHbI KYMYASHTbI 4719 MOAY-
naunm QAM-8, APSK-16, QAM-64 n PSK-8. MNMpeacTtaBneHa Ucnobayollas KyMyNSHTHbIE MPU3HAKWU U anroputm
cTaHgapTM3auum gaHHbIX MHOro3agavHas HEMPOHHaa ceTb. Pe3dynbTaThbl SKCnepmmMmeHTa nokasanu, 4To MCNofb30-
BaHMe MHOro3adayHol HeMpPOHHOIM ceTu obecneyrBaeT BbICOKYID TOYHOCTb pacrno3HaBaHus moaynsumm QAM-8
n APSK-16, QAM-64 n PSK-8 B cnyyae HeOONbLUMX OTCTPOEK HECYLLEN YaCTOThbl UM HaYanbHOM dasbl. TOYHOCTb
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INTRODUCTION

One of the promising development areas of modern
telecommunication systems involves the introduction
of intelligent technologies offering the possibility
to recognize and analyze the information transmitted
through the communication channel. Such intelligent
systems can be used to process data in real time,
make predictions, and take decisions based on the
obtained results. Here, an associated problem consists
in recognizing the various types of digital modulation
used in data transmission [1-8]. Knowledge of the
parameters of received signals informs identification
of the transmitting device and restoration of the
transmitted  information, as well as making
it possible to introduce interference into location and
communication radio channels. However, parametric
uncertainties that can significantly affect the accuracy
of recognition often occur under real conditions
of information transmission.

At present, the most effective method of automatic
recognition of signal modulation types involves the
use of multi-task neural networks. The algorithm
for recognizing modulation types using a multi-task
neural network under conditions of a priori certainty
of values of carrier frequency and initial phase
of signals is presented in [1, 4]. In [1], for recognizing
ten modulations (GMSK, 8-QAM, 16-QAM, 64-QAM,
16-APSK, 32-APSK,BPSK, QPSK, 8-PSK,and 2-FSK)!,
up to 9th order cumulants are used as information
features. The results of computer simulation show that
a multi-task neural network using high-order cumulants
can not only be used to recognize modulation types
but also to determine the value of signal-to-noise
ratio (SNR) of the received signal with high accuracy.
At SNR = 0 dB, the detection accuracy for GMSK,
QAM-8, APSK-16, APSK-32, BPSK, and QPSK
modulation is 0.98; however, for QAM-16, QAM-64,
PSK-8, and FSK-2 modulation, the detection accuracy
is lower. Hereinafter, recognition accuracy refers to the
probability of correctly identifying a particular type
of modulation signal among all the considered types
of modulation. The present work aims to analyze the
recognition of four modulation types—QAM-8 and
APSK-16, QAM-64, and PSK-8—under conditions
of parametric a priori uncertainty, as well as to
determine the offset of carrier frequency Aw and initial

I GMSK is a Gaussian minimum shift keying.

8-QAM, 16-QAM, and 64-QAM are quadrature amplitude
modulations with 8, 16, or 64 levels.

16-APSK and 32-APSK are amplitude and phase-shift
keying with 16 or 32 levels.

BPSK is a binary phase-shift keying.

QPSK is a quaternary phase-shift keying.

8-PSK is an 8-phase-shift keying.

2-FSK is a binary frequency-shift keying.

phase Ag, of the received signal from the expected
values at SNR = 3 dB which, according to simulation
results, is sufficient for the recognition of signals with
an acceptable accuracy. It is assumed that the received
signal is subjected to preprocessing providing the
transfer to zero frequency, filtering, and signal sampling
from the low-pass filter output?. The signal obtained as a
result of preprocessing is described by the following
expression:

1 (1) = A1) {cos[ Aot + () + Apy ] +
+isin[Aot + () + Agy 1} = I, () + 0, (1),

where A(f) and o¢(¢) are the envelope and phase of the
signal; Ao is the carrier frequency offset; A, is the
initial phase offset; /,(¢) and Q,(¢) are the in-phase and
quadrature components of the signal, respectively.

The resulting complex signal () and complex-
conjugate signal 73 (1) =1, (¢1)—iQ;(¢#) comprise the
initial data for calculating moments and cumulants.
Formulas for calculating moments and high-order
cumulants are described in detail in [1, 9]. Table 1
presents examples of values of cumulants up to 9th order
for QAM-64 and PSK-8 modulation with different offset
values of carrier frequency Aw and initial phase Ay,
According to the analysis of the resulting cumulant
values, it can be asserted that the information content
of a particular cumulant about the type of signal
modulation depends significantly on Aw and Ag,, offsets.
For example, in the absence of offsets, cumulant Cz,o s
being the first in the table, has the same negative sign for
both distinguishable types of QAM-64 and PSK-8
modulation; at A® = 900 Hz, the cumulant signs are
different; while, at Ap0 = 0.04 rad, signs of cumulants
are positive.

ARTIFICIAL NEURAL NETWORKS

Neural network methods of modulation type
recognition are based on selecting certain information
features that can help in determining the type
of modulation and on constructing a knowledge base
based on the analysis of these features. Each neural
network of modulation type recognition has its own set
of used information features and parameters including
the type of data processing and activation function.
These differences can affect the efficiency of recognition
and the overall accuracy of the system. The process
of neural network learning is shown in Fig. 1.

2 Caravan O.V. Distinguishing constellations of signals
with quadrature amplitude modulation under parametric a priori
uncertainty. Cand. Sci. Thesis (Phys.-Math.). Voronezh; 2010.
120 p. (in Russ.).
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Table 1. Values of cumulants of different orders for QAM-64 and PSK-8 modulation

Modulation Aw =0 and Ag, =0 Ao =900 Hz Ag, = 0.04 rad
Cumulant
QAM-64 PSK-8 QAM-64 PSK-8 QAM-64 PSK-8
G —0.00913 —0.0063 0.01209 —0.01225 1.08181 1.12291
C3,0 —0.03605 0.04699 —0.04641 0.04051 —0.01704 0.00593
G, —0.00800 0.00439 0.01381 0.01362 —-0.01714 0.00621
Cyo —0.56435 —0.01765 3.12438 3.20105 —0.36449 —0.27393
G, —0.61285 —0.97795 0.92006 0.85290 —0.36504 —0.27938
Cs —0.20728 0.092786 0.04405 0.05804 —0.20601 0.20011
G, —0.00930 —0.00627 —0.05664 0.01384 —0.21641 0.19121
Cso 0.05008 —0.06516 0.97633 1.33265 1.17776 1.29652
Cy, 1.62832 3.84222 —0.99868 —0.566 1.14810 1.33444
Gy —1.56151 —0.47311 -1.01121 0.51321 1.33945 —0.51879
Cey 0.59933 —0.50570 —1.20013 —1.02734 1.40554 —0.47957
Cy; —0.12922 0.01030 —0.33111 —0.76300 3.20184 —1.62158
Cs o —12.8750 —1.42191 —191.842 —201.990 —4.24775 —11.0519
Cs —11.6686 0.01107 —28.2597 —22.6214 —4.12208 —11.3511
Cyy 1356.218 1413.430 1412.013 1359.459 1041.279 1197.02
Cy o —8.11293 4.10262 —28.8307 —15.8577 —37.4355 2.39996
Cq 6.42682 5.20209 27.0642 —7.68852 —244.414 108.016
Ce; —121.649 114.854 534.622 368.480 3453.083 4508.33
Csy 2467.71 2217.473 5219.517 4876.258 6296.198 8169.887
: nooo.
E% () = w(iD)yT — () (/)
Database net w X wy + z;‘ WX,
Signal propagation Network is trained
over neural network Erroris o) = f(net(j’l)),
Example ) Network small
selection response |  Error
’ i ; ) (il i\ .
calculation where w(/-) = (w(()]’ ),wl(]’ ),...,wflj’ )),] =1, N, is the
Egr:Z;iS row vector of synaptic connections at the jth neuron
Adjusting network input; x; is the row vector of the ith input; N, is the
e, . .
weights number of neurons in the first hidden layer.

Fig. 1. Process of neural network learning

The neural network itself comprises a system based
on many neurons, which receives information, performs
simple calculations on it, and then passes it on. After
receiving a weighted sum of input signals net0-D to its
input, each neuron then passes this activation value o)
through the transfer function to obtain the following
output values [10-15]:

The activation function f{net>)) in a neural network
plays an important role in determining the output of each
neuron based on its input signal. This function allows the
neuron to decide whether to activate and further transmit
information or remain inactive. There are many different
activation functions that can be used in neural networks,
each having its own advantages and limitations. In the
paper, the ReLU (Rectified Linear Unit) activation
function is used; this comprises a simple non-linear
function for transforming the input signal, zeroing out
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all negative values, and keeping the positive values
unchanged. Formally, the ReLU function is defined
as follows:

oD = ReLU(x,) = max(0, x;).

Learning this neural network consists in minimizing
the error function E(w) defined by the following
expression:

N,

out

E(w) =% 2 (g ‘01)2’

=1

where u; and o, are the desired and actual state of neural
network outputs of the /th neuron of the output layer,
respectively; N, . is the number of neurons in the output
layer.

Although there are currently several methods for
minimizing the error function [2, 12, and 13], the greatest
efficiency of the method is obtained when using the
database standardization function. The standardization
method (StandardScaler) is one of the data preprocessing

Table 2. Cumulant values resulted from standardization

methods used in machine learning for reducing all the
original values of the dataset to the set of values from
distribution with zero mean and standard deviation equal
to 1. The standardization process consists of two steps.
In the first step, the mean and standard deviation of each
feature in the dataset are calculated. At the second step,
each feature value is transformed by the following
formula [14, 15]:

where z; is the original data value; Z and o, is the mean
value and standard feature deviation, respectively.

The standardization method results in a standardized
scale defining the place of each value in the dataset
by measuring its deviation from the mean in standard
deviation units to compare the data for use in machine
learning. As the example, cumulant values resulted from
standardization for QAM-64 and PSK-8 modulation and
certain mismatches of frequency and initial signal phase
are given in Table 2.

Modulation Ao =0and Ag,=0 Ao =900 Hz A, = 0.04 rad
Cumulant QAM-64 PSK-8 QAM-64 PSK-8 QAM-64 PSK-8
20 ~0.04020 ~0.03519 0.09287 ~0.07583 ~0.51078 ~0.50800
. 0.001785 ~0.04103 ~0.03306 0.03589 ~0.00352 0.000098
G, 0.02363 0.00961 0.01718 0.01703 ~0.00368 ~0.000024
Cyo ~0.43586 ~0.43379 ~0.42396 ~0.42372 ~0.00605 0.00768
o ~0.43481 ~0.43849 ~0.42072 ~0.42135 0.00736 0.00891
Cs ~0.00613 ~0.00639 ~0.00661 ~0.00655 0.005990 0.006273
Cys ~0.00892 ~0.00816 ~0.00861 ~0.00798 0.005992 0.006272
Coo ~0.00173 ~0.00179 ~0.00152 ~0.00143 0.03657 0.036584
Cys 0.03518 0.03641 0.03381 0.03404 0.03717 0.03718
Cr ~0.00901 ~0.00902 ~0.00903 ~0.009 ~0.00052 ~0.000533
Co ~0.01062 ~0.01063 ~0.01065 ~0.01065 ~0.00049 ~0.0005
Cys ~0.00693 ~0.00696 ~0.00698 ~0.007 0.00054 0.000528
Cyo 0.37488 0.37488 0.37485 0.37485 ~0.03074 ~0.03074
Co 0.32239 0.32241 0.32237 0.32238 —0.03235 ~0.03236
Cya ~0.38226 ~0.38227 ~0.38226 ~0.38226 ~0.34224 ~0.34224
Cyo ~0.00205 ~0.00205 ~0.00205 ~0.00205 ~0.00450 ~0.004506
Ce ~0.00829 ~0.00829 ~0.00828 ~0.00829 ~0.00401 ~0.00401
Cos ~0.02267 ~0.02226 ~0.02226 ~0.02226 ~0.33499 ~0.33499
Csa ~0.37783 ~0.37783 ~0.37783 ~0.37783 ~0.33517 ~0.33517
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SIMULATION RESULTS

The multi-task neural network simulation
is performed in the Python environment using Google
Colab notebook [14]. For recognizing two groups
of QAM-8 and APSK-16, QAM-64 and PSK-8
modulation, four databases are formed. Of these, the first
two databases are formed for recognizing these types
of modulation under conditions of carrier frequency
offset, each base consisting of 12800 signals (800 signals
for each offset value from the carrier frequency). Under
conditions of initial phase offset, two databases each
consisting of 16000 signals (800 signals for each value
of'the initial phase offset) are also formed. The simulation
results of modulation type recognition under conditions
of carrier frequency offset are shown in Figs. 2 and 3. The
figures are presented in the form of tables, whose rows
and columns correspond to the type of signal modulation
and the carrier frequency offset. The cells show the results
of modulation type recognition. For example, for Fig. 2,
when recognizing QAM-8 signals with a zero-frequency
shift (the first line in the figure is QAM-8 0), all 80 signals
participating in the computer experiment are recognized
correctly. When recognizing QAM-8 signal with
a frequency shift of 1800 Hz (QAM-8 1800), 75 signals
are recognized correctly, while 5 signals are mistakenly
identified as APSK-16 1800.

It is clear from the figures that a multi-task neural
network can be used not only to perform the recognition
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QAM-8 300 -
QAM-8600- 0
QAM-8900- 0

QAM-81200- O

@
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of modulation types, but also to determine the carrier
frequency offset values. As described above, the accuracy
of recognizing a certain type of modulation is understood
as the probability of correct detection of this type of signal
modulation among all the considered modulation types.
In the simulation, this probability is estimated as a sample
average, i.e., the ratio of the number of correctly identified
signals with a given type of modulation to the total number
of different signal realizations participating in the computer
experiment. The recognition accuracy of QAM-8 and
APSK-16 modulation with different Ao values is 0.96.
The results of recognition under conditions of initial phase
offset are shown in Figs. 4 and 5.

From Figs. 3 and 5, it can be seen that the recognition
accuracy of QAM-64 and PSK-8 modulation decreases
at a large mismatch of both frequency and phase. This
is due to the fact that several cumulant values at a large
mismatch have unstable behavior for different signal
realizations, while values of these several cumulant
themselves differ slightly for these modulation types.
However, use of the multi-task neural network provides
high accuracy for estimating Ao and A, values.

Experimental results on recognizing the received
signal with the unknown A value are shown in Fig. 6.
The experiment results in a recognition accuracy
of 0.53 for QAM-64 modulation and 0.47 for PSK-8
modulation. The value of the carrier frequency
offset Aw equal to 600 Hz is determined with high
confidence.
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Fig. 2. Recognition results of QAM-8 and APSK-16 modulation at different Aw values
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Fig. 3. Recognition results of QAM-64 and PSK-8 modulation at different Aw values
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Fig. 4. Recognition results of QAM-8 and APSK-16 modulation at different Ap, values
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Fig. 5. Recognition results of QAM-64 and PSK-8 modulation at different Agp values
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Fig. 6. Experimental result on recognizing the received signal modulation type

CONCLUSIONS parameters, including carrier frequency and initial phase,

is considered. The multi-task neural network is built using

In the paper, the method for recognizing digital  the StandardScaler algorithm for data standardization. The
modulation types (QAM-8, APSK-8, QAM-64, and  simulation results suggest that the multi-task neural network
PSK-8) in the case of inaccurate knowledge of signal  ysing cumulants as the information feature has the capacity
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not only to recognize digital modulation types with high
confidence in the case of defining the carrier frequency
and initial phase values inaccurately, but also to estimate
the associated values. In future, it is proposed to consider
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Modeling of spatial spread
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using a Kinetic-advection model
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Abstract

Objectives. COVID-19 has anumber of specific characteristics that distinguish it from past pandemics. In addition
to the high infection rate, the high spread rate is due to the increased mobility of contemporary populations. The
aim of the present work is to construct a mathematical model for the spread of the pandemic and identify patterns
under the assumption that Moscow comprises the main source of viral infection in Russia. For this purpose,
a two-parameter kinetic model describing the spatial spread of the epidemic is developed. The parameters are
determined using theoretical constructions alongside statistical vehicle movement and population density data
from various countries, additionally taking into account the development of the first wave on the examples of
Russia, Italy and Chile with verification of values obtained from subsequent epidemic waves. This paper studies
the development of epidemic events in Russia, starting from the third and including the most recent fifth and
sixth waves. Our two-parameter model is based on a kinetic equation. The investigated possibility of predicting
the spatial spread of the virus according to the time lag of reaching the peak of infections in Russia as a whole as
compared to Moscow is connected with geographical features: in Russia, as in some other countries, the main
source of infection can be identified. Moscow represents such a source in Russia due to serving as the largest
transport hub in the country.

Methods. Mathematical modeling and data analysis methods are used.

Results. A predicted time lag between peaks of daily infections in Russia and Moscow is confirmed. Identified
invariant parameters for COVID-19 epidemic waves can be used to predict the spread of the disease. The checks
were carried out for the wave sequence for which predictions were made about the development of infection for
Russia and when the recession following peak would occur. These forecasts for all waves were confirmed from the
third to the last sixth waves to confirm the found pattern, which can be important for predicting future events.
Conclusions. The confirmed forecasts for the timing and rate of the recession can be used to make good predictions
about the fifth and sixth waves of infection of the Omicron variant of the COVID-19 virus. Earlier predictions were
confirmed by the statistical data.

Keywords: kinetic equation, COVID-19, wave propagation
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HAYYHAA CTATbA

MonesiupoBaHue MPOCTPAHCTBEHHOTO
pacnpocrpanenusi BoJaH nanaemuu COVID-19
B Poccru Ha 0CHOBE KMHETHKO-IIEPEHOCHOI0 ONMCAHUS

B.B. Apuctos 1:2: @,
A.B. CtporaHos !,
A.A. AcTtpebos !

1 MUP3A — Poccurickuii TexHonorn4eckuii yamsepceutet, Mocksa, 119454 Poccus

2 PenepasnbHbIV NCCeno0BaTens-CKuii LEHTP «MHpopmaTtika v yrnpasaeHmne» Poccuiickoii akagemmm Hayk,
Mocksa, 119333 Poccusi
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Pesiome

Lenu. NMNanpemns COVID-19 obnagaeTt psaaomM BaxHbIX 0COOEHHOCTEN MO CPaBHEHMIO C NMPOLLILIMY 3NNAEMUSIMU.
MoMNMO BbICOKOI CTENEHU 3apaXKeHUsl, OHAa UMEET BbICOKYIO CKOPOCTb PacnpoCTPaHeHMs 32 CHET MOOUILHOCTHU
HacesieHnsl, CBA3aHHOM, B HaCTHOCTM, C BO3POCLLEN CKOPOCTbIO CPeacTB nepensmxeHus. Lienbio gaHHo paboThbl
ABNAETCHA NOCTPOEHNE MaTEMATMYECKON MOLENN PacrnpoCTpaHeHNa NnaHL4eEMNU N BbiiBlIeHME 3aKOHOMEPHOCTeN
B NPEANOJIOKEHNN, YTO OCHOBHbIM UCTOYHMKOM BUPYCHOM MHPekuun B Poccun aengetca r. Mocksa. [na a1oro
CTPOUTCA AByXrnapameTpuyeckas KMHeTudyeckasd MoAesb, OnvcbiBaloLlas npoCTPaHCTBEHHOE pPacrnpoCTpaHeHue
annagemun. MNapameTpbl HAXOOATCHA C MOMOLLBIO TEOPETUYECKNX MOCTPOEHNN, OLEHOK U3BECTHbLIX AAHHbIX O CTa-
TUCTUKE NMEePenBMKEHNA TPAHCMOPTHBIX CPEACTB M NJIOTHOCTU HaCEesIEHNA B Pa3/IMYHbIX CTPaHax, a Takke C y4eToM
pasBnTUS NMEPBOWN BOJIHbI HA nNpuMepe Poccun, Ntanum n Ynnu ¢ npoBepKoOn 3HaYeHUn A51s NOCAenyoWwmx anm-
JeMUnyeckumx BosH. Miccnenyetcs BO3MOXHOCTL NpeackasbiBaTb CKOPOCTb NPOCTPAHCTBEHHOIO PacnpoCTpaHeHns
BMpYyca Nno BPpeMeHHOMY MHTepBasly 3anasablBaHnsa JOCTUXEHUSA NMrKa 3apaxeHnin B Poccun rno cpasHeHuto ¢ Mo-
CKBOIi. TO CBSI3aHO C reorpaduyeckumMmm ocobeHHocTaMU: B Poccumn, Kak 1 B HEKOTOPbIX APYrnX CTPaHax, MOXHO
BblOENNTb OCHOBHOWM MCTOYHMK pacnpocTpaHeHns nHoekumn. Takmm NCTOYHUKOM B Poccum BeicTynaeT r. Mockea —
KPYMHEeNLnI B CTpaHe TPAHCMOPTHbIN y3en. [Ins peanvsaumm Lenmv B HacTosLLelN paboTe n3yyaeTcs pa3Butme anu-
nemMuyeckunx cobbiTuii B Poccumn, HaunHas ¢ 3-i, 1 BNIOTb A0 NocneaHnx 5- n 6-i BOJH.

MeTopabl. /Icnonb3oBaHbl METOALI MaTEMATUYECKOr0 MOAENMPOBAHMS 1 METOAbI 06PabOTKM CTATUCTUHECKUX AAHHbIX.
PesynbTaTtbl. [l0aTBEPXOEHO, YTO BENMYMHA 3ana3ablBaHNA OOCTUXEHMS NKa 3apaXeHuin COCTaBNseT B CPeaHEM
2.5 Hepenu. BbisiBNeHa COXPaHAEMOCTb NapaMeTPOB A pa3fnyHbIX BOJIH, MO3TOMY MOAenb obnanaeT npeacka-
3aTeslbHbIMU BO3MOXHOCTAMU. [MpoBepKn NpoBOAUNCE AJF NOCAe[0BaTeIbHOCTU BOJIH, 419 KOTOPbLIX Aenanncb
COOTBETCTBYIOLME NPeacKasaHns 0 pasBuTumn 3apaxeHna ona Poccumn B Lenom v 0 ToM, Korga nponsongeT cnag.
JlaHHble MPOrHO3bl MOATBEPAMANCE O BCEX BOJSIH, HA4MHas ¢ 3-1, 1 BMAOTb A0 NOCNeaHeN 6-1 BOMHbI, YTO NOA-
TBEPXOAET HAlIEHHYIO 3aKOHOMEPHOCTb, BaXKHYIO 11151 MPOrHO3MPOBaHUS 6yayLLMX COObITUIA.
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Modeling of spatial spread of COVID-19 pandemic waves in Russia

using a kinetic-advection model

Vladimir V. Aristov,
Andrey V. Stroganov, Andrey D. Yastrebov

BbiBoAbI. [IPOrHO3bI O HAYanNe 1 CKOPOCTU BbI3LOPOBIEHNS NOATBEPANINCH, YTO 4aJ/10 BO3MOXHOCTb YBEPEHHO MPO-
rHO3MPOBATb, B YaCTHOCTU, NPOTEKAHUE 5-1 1 6-11 BOSH NAHAEMUKN, CBA3AHHOM C HOBbIM BUPYCHbBIM LUTAMMOM «OMU-
KpoH». MpenckasaHuns, KOTopble Aenannch 3apaHee, Obin NPOBEPEHbI U MOYYUIN NOATBEPXAEHME.

KnioueBble cnoBa: kmHetnyeckoe ypaBHeHne, COVID-19, pacnpocTpaHeHue BOsH

e Moctynuna: 15.09.2022 » Aopa6oTaHa: 02.02.2023 ¢ MpuHaTa k ony6nukoBaHuio: 15.05.2023
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INTRODUCTION

As well as representing a social and medical
challenge, the complexity of the COVID-19 pandemic
phenomenon entailed the development of novel
scientific approaches for its study. This led to an
intensification of research activity involving numerous
laboratories around the world. The contemporary
development of information technology allows large
volumes of data to be processed quickly. In addition
to more complex mathematical models using powerful
computer resources, simple models can also play
a significant role in describing the spread of the virus.
The development of the COVID-19 pandemic differs
from previously known epidemics in a number of ways,
some of which can be attributed to the increased rapidity
of modern transportation patterns. The aim of this work
is to simulate the processes of spatial spread of the
pandemic according to a study of rapid virus transport
scenarios rather than the diffusion-type equations used
in traditional methods on the basis of slow contact
processes (see [1-3]).

There are a number of works in which statistical
methods are among those used to study the
development of epidemics [4—14]. For the most part,
susceptible—infected—recovered (SIR) and susceptible—
exposed—infected—recovered (SEIR) models are used
for studying spatial-local processes occurring in time.
However, the conjunction with spatial development
in such works is infrequent. Therefore, in the present
work, we investigate only the spatial propagation of the
epidemic.

For this purpose, a kinetic model is constructed
based on model equations similar to those used to study
various physical processes [15, 16].

The present work comprises a continuation,
development, and generalization of our earlier
research [17], in which common features of the
method were determined by considering and studying

the first and second pandemic waves. The developed
model is applied to study all subsequent waves of the
COVID-19 pandemic in Russia. Using the proposed
kinetic approach, the nature of the contemporary
pandemic spread it is investigated for the countries to
which the one-dimensional model is applicable. For the
first wave of the pandemic, processes were studied in
Italy, Chile and Russia, while the study of the second
wave was mainly limited to Russia. These countries
are assumed to comprise major centers from which the
spread of infection originated, which in turn determines
the delay in disease development in individual regions
and across the entire country. This assumption is used
to make predictions for the unfolding of subsequent
pandemic waves, as demonstrated by the spread of such
waves in Russia.

It is possible to distinguish between two
mechanisms of infection: transportable (studied in the
present work) and contact, realized in the regions. The
superposition of these two factors gives the sum of the
number of infections. The first phase, corresponding
to transmissible infection, lays the foundations for the
next phase, consisting in the development of contact-
related infection. We study the spread of carriers of
the virus, which is associated with the use of various
types of vehicles for transportation. Average travel
speeds take into account differences between airplane,
train, bus, and car transportation modes. Another model
parameter consists in resistance to the advancement of
virus carriers, which has the dimension of the frequency
of disembarkation of passengers from vehicles during
movement to their places of residence. This parameter
mainly depends on population density. The same
character of the course of the disease is subsequently
assumed in different places. The third phase is associated
with the spread of recovery, which is determined by
reaching a maximum of new infections per day for each
region.
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The geographical features of Russia allow a simple
one-dimensional model to be applied as for Italy and
Chile (the pandemic spread was considered for these
countries for the first wave). At the same time, taking
into account the nature of infection for Russia, the main
source in all waves is identified with Moscow (the
regions to the east of the capital were studied). This
forms a basis for judgements about the shift in the time
of the beginning of recovery.

The third wave was associated with the emergence
of the delta virus strain, which mostly entered Russian
from India through Moscow airports. While the fourth
wave was similar to the second in being mainly caused
by people returning from summer vacations, in this case
Moscow was also the main source of the new wave
development. However, since other cities also contributed,
the development of the processes was somewhat blurred
in comparison with the development of the processes
in the first and third waves. The fifth wave has its own
characteristics, since the explosive nature of the infection
with the Omicron strain can lead to some corrections in
the spatial spread, accelerating this process to some extent.

The general patterns determined in the first wave
and confirmed in the second wave remain unchanged
due to the accepted accounting of infection associated
with the movement of transport of infected passengers
leading to a repetition of the pandemic wave spread
pattern. Here, the average rate of spread depends not on
the intensity of infection by new viruses, but the average
speed of vehicles. Therefore, the model is also applied to
describe subsequent pandemic waves. This also applies
to the most recent sixth wave.

This study uses a one-dimensional kinetic model to
predict and then verify the propagation patterns of the
third, fourth, fifth, and sixth waves of the pandemic.
A lag of the maximum infection in Russia as a whole
compared to the maximum infection in Moscow by
about 2.5 weeks was detected (taking into account the
inevitable statistical error, the maximum is within two
to three weeks). Thus, the timing of the pandemic wave
in Russia can be judged from the development of the
disease in Moscow. While infection values per day vary
from wave to wave, some invariants of the waveform
can be identified. Therefore, an attempt is made to find
functions describing recurring forms of infection waves,
which take into account different infection intensities for
different strains—and, accordingly, different amplitude
of fluctuations in the number of infected per day.

We considered whether the duration of the incubation
period of infection affects the presented results. For the
first wave, the period was seven to ten days, while for
subsequent waves it was the same or less. However, this
value is the same for Moscow and Russian regions, so
there is practically no effect of this parameter on the lag
time of infection.

DEVELOPED TRANSFER-KINETIC
MODEL AND ITS ADJUSTMENT

Here is a brief description of the one-dimensional
two-parameter advection model, taking into account the
kinetic term:

%+U@:—Gn(t,x), @)

ot Ox
where ¢ is time; x is distance; n(¢, x) is the density of
moving virus carriers in the vehicle; U is the average
speed of the vehicle; ¢ is the resistance factor (having
the dimension of frequency) to the movement of infected
elements mainly due to dropping off passengers from
vehicles at places of residence.

The initial condition for the Cauchy problem is
taken as:

o) = H(=x),

where H(x) is the Heaviside function. This formulation
of the problem means that in fact the virus carriers enter
the studied area x > 0 through the boundary x = 0. The
linear equation (1) is solved by standard methods; the
analytical solution has the form:

n(t,x) =ny(x - Ut)e U. @)

We denote the density of virus carriers disembarking
from the vehicle at a given point as ny,(Z, x). This density
grows in the same way n(z, x) decreases, hence, we can
write as follows:

@ N dny, _o,
dt dt
dn On on
- =4 —,
dt ot ox
dny, 3 Ony,

dt ot

Note that the total and partial derivatives of n differ
from each other due to the progression of elements (virus
carriers) with the speed U. For n,,, these derivatives
are coincident, since the elements with this density are
stationary.

Given (1), the equation for ny(z, x) takes the
following form:

6nM 3
o

The solution to this equation is written as follows

on. 3)

t
ny (t,x) = v, (x)+ Icn(t, x)dr.
0
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By substituting expression (2) and the initial
conditions and i, (x) =0 and n(x) = H(—x), we obtain
an expression for n(z, x)

X

ny (8,%) = %(Ut —x)-HUt-x)e U. (4

In a large series of calculations, it was sometimes
more convenient to use a numerical approach in place
of an analytical expression; here, a simple Courant—
Isaacson—Rees scheme is applied.

The question of specifying the parameters U and ¢ is
important. The estimation of the first parameter takes
the value of the second to be equal to that obtained in
our previous works. Using the values of the first of these
parameters obtained in the study of the first and second
waves, predictions are made about the speeds of the
pandemic spread and convalescence waves, respectively.
The theoretically estimated average generalized speed of
movement vehicle is compared it with the real data on
the spread of the disease; here, it is deemed acceptable to
make some corrections to the resulting speed parameter
for subsequent waves. We consider four main modes of
transportation: car, bus, train, and airplane (while bicycles,
motorcycles, scooters, and walking also contribute, for
moving a large numbers of passengers over appreciable
distances, these comprise the main modes of transport). It
is necessary to introduce some weight averaging, taking
into account the relative proportions of passengers using
one or another vehicle type.

More accurate quantitative estimates were
also obtained for the average weighted speed of
trains. According to the Russian Railways press
release!, 9.614 - 10% passengers were transported by
short-distance trains in Russia in 2021, who travelled
a total of 2.9 - 10! km. Long-distance trains carried
9.2- 107 passengers, who traveled a total of 7.44 - 1010km.
Thus, on average, each passenger travelled 30.16 km
on short distance trains and 808.7 km on long distance
trains. According to the Ministry of Transport of the
Russian Federation? the average speed of trains in
Russia in 2021 is in the range from 57 to 65 km/h, i.e.,
passengers of both short-distance and long-distance
trains on average reached their destination in less than
a day. Since the average distances obtained earlier can
be assumed to be covered in a day, the average speed
of short-distance trains is taken to be 30.16 km/day, and

' More than 1 bn passengers carried on the Russian Railways
network in 2021 | Press releases | Company (rzd.ru). https://
company.rzd.ru/ru/9397/page/104069?id=269758. Accessed
December 21, 2022 (in Russ.).

2 Average speed of passenger trains in Russia may grow to
65 km/h by 203 1. Ministry of Transport of the Russian Federation.
https://mintrans.gov.ru/press-center/branch-news/595. Accessed
December 21, 2022 (in Russ.).

long-distance trains—~808.7 km/day. As a result, the
average speed of trains in Russia in 2021 is

OO 0164
9.614+0.92
v 992 g087-98.15 km/day.
9.614+0.92

One would expect the real data to be close to this
value, since this was the case for all of the studied
pandemic waves. Thus, the approximation of the
weighted average speed of the vehicle and the speed
of the epidemic spread in the first few days is true for
all waves. Differences of 10-15% lie within statistical
error, confirming the assumed possibility of using the
U parameter in the model.

Note that some semi-empirical calculations based on
an analysis of annual passenger turnover values for other
vehicles confirm the above estimates, but we do not cite
them because they require more careful consideration,
which is not the purpose of this article.

SPREAD OF THE THIRD WAVE
OF THE COVID-19 PANDEMIC IN RUSSIA

The results obtained in [17] are used to analyze the
development of subsequent waves. First of all, let us
consider the character of the third-wave propagation.
Firstly, in [17] the data of pandemic development for
Moscow are given. Once the maximum of infections for
a day is reached, the beginning of recovery is judged
by the calendar number corresponding to the maximum.
A prediction is made as to the possible day of reaching
such a maximum and the beginning of recovery for
Russia. This hypothesis is then tested.

According to the data processing in [17], the
value of the parameter of the average speed of
vehicles was obtained. This speed was estimated
as U = 75-90 km/day, which is close to the above
estimates of average speed with an accuracy of 10%
for the value of 90—100 km/day.

The time of movement of the wave from Moscow
to the center of masses of the Russian population can be
calculated. According to the density distribution graph
given in [11], this point approximately corresponds to
a distance of 1000-1200 km from Moscow; therefore,
a significant outbreak in Moscow can be expected to
affect the whole of Russia in about two weeks. However,
since this is a relatively crude estimate, such a lag can
in practice be expected to extend for up to three weeks.
Then, for example, the maximum infection rate per
day in Moscow appears about two weeks earlier than
the infection peak in Russia as a whole. Since this
characteristic point is interpreted as the beginning of
recovery, the recovery wave also has a corresponding lag.
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Fig. 2. Number of infections per day for Moscow (a) and Russia (b) in June-July 2021

The diagrams (Fig. 1) concerning the month of
June 2021 (the data until June 29th) are constructed
on the basis of the data on the number of infections in
Moscow and Russia as a whole. It can be seen that the
maximum of infection for Moscow passed at the end
of the month (according to the applied mean square
approximation), while for Russia there was only an
increase in the number of infections per day. Therefore,
we could expect that the maximum infection in Russia
would be reached by the middle of July.

Figure 2 shows infection data for Moscow and
Russia as of July 11, which is 12 days later than
the previous graphs in Fig. 1. We can see a clearly
formed “hump” of infections in Moscow, while in
Russia as a whole, the maximum is only beginning
to emerge.

Figure 3 shows the expected development parabola
of events (number of infections in Russia) based on the
received data up to July 15, 2021. So, it seems that the
parabola line would have to be clarified, since only an
extrapolation is given.

30000 T T T

25000

20000

15000

Number of infections per day

10000 ¢

5000 | 1 1 | | 1 1 1
20 30 40 50 60 70 80 90

Days from June 1, 2021

Fig. 3. Expected number of infections for the third wave
for Russia based on the received data until mid-July 2021

We can conclude that the predictions turned out to
be justified. The maximum for Moscow was reached
by June 25. Therefore, we assumed that the maximum
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Fig. 4. Real data and averaging lines by LSM: total number of infected for Moscow (a) and for Russia as a whole (b);
relative number of infections for Moscow and for Russia as a whole (c)

for Russia should be reached (taking into account
the parameters obtained from the study of previous
pandemic waves) in about two to three weeks, i.e., by
mid-July. The curves constructed using the least squares
method (LSM) corresponded to the forecast. But it is
interesting that “peaks,” i.e., absolute maximums of
infections in Moscow and Russia are displaced by this
very value: they occur around June 25 and July 15
respectively (generally speaking, such values are not
sufficiently representative due to not very representative
statistics and random outliers). As time passes and new
data become available each day, the LSM parabola
shifts somewhat to the right, a trend that has been noted
before. But the magnitude of the lag remains the same:
the maxima are now July 5 and July 25, respectively.
For the third wave, the shift in the time of onset of
recovery-maximum infection for Moscow and Russia as
a whole is three weeks. The maximum for Moscow in
Fig. 4 corresponds approximately to the beginning to the
middle of the third decade of June, while the maximum
for Russia as a whole corresponds approximately to the

middle of July. The graphs in Fig. 4c present relative
values of infections, which were calculated according
to the formula 4 | = (4 — 4,,;)/ (A 0x — Apmin)> Where
A and 4 . mean the maximum and minimum of this

value, respectively (Figs. 4a and 4b).

DEVELOPMENT OF THE FOURTH WAVE
OF THE PANDEMIC

The regularities identified for the previous waves
were used to predict the behavior of the fourth wave. In
general, the predictions were confirmed as applying both
to the nature of the infection curves and to the shifts of
Russia relative to Moscow.

For the fourth wave, the dates of maximum
infections for Moscow and Russia as a whole were late
October and mid-November, separated by two to three
weeks (Fig. 5). Moreover, this shift for the fourth wave
is somewhat less than for the third wave, which can be
explained by the return of patients from vacations not
only through Moscow, but also through other cities.
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MODEL VALIDATION FOR THE FIFTH WAVE
OF THE PANDEMIC

Similar processes for the fifth wave are considered.
Note that on February 10, 2022, the method of counting
sick people changed, which increased the readings, so
a correction factor was added to the calculations. Due
to the new Omicron strain, the infection was more
intense, but the spatial spread was not expected to be
much affected. It was assumed that since the maximum
for Moscow corresponded to approximately February 1,
the maximum for Russia would be around February 14.

The development of this wave is characterized by
its own peculiarities. Here possible sharp outbreaks of
local infection, particularly in Moscow, correspond to
the greater infectability of this strain. Thus, Fig. 6, which
shows the number of infections in the first three weeks
of the new wave, we can see that the number of cases per
day sharply increased starting from January 18. Thus,
the expected manifestation of the disease for Russia as
a whole involves a two- to three-week lag, which was
indeed from around February 3.

The graph in Fig. 6 gives the number of cases per
day for Russia without taking into account the Moscow
figures.

Based on the results of January, the predicted
decline in infection (the beginning of recovery) for
Russia occurred by mid-February (Fig. 7). However, the
question as to whether the speed of spread of the spatial
wave is affected by the nature of the virus remains
open. Figure 7 shows graphs of absolute increments of
infections per day, as well as more indicative relative
values of infections.

The build-up of relative values can help to identify
universal properties of the model.

Figure 8 shows the results of the number of
infections per day based on actual data as of mid-
February. As expected, the maximum of infections
across Russia as a whole is formed by mid-February.
We note a certain outlier in the data associated with the
official recalculation of statistics. The forecast of a shift
of 12—14 days was confirmed.

The distributions for Moscow and Russia at the end
of February were also built-up (Fig. 9). The data indicate
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that the curves of the fifth wave have already been formed.
The lines resemble those presented in Figs. 7 and 8.
Thus, the predictions for the fifth wave made in late
January are confirmed by real data.
It is useful to compare the curves for the relative
values in the fourth and fifth pandemic waves (Fig. 10).

refer to Russia excluding Moscow figures

Let us note some differences in the character of the lines,
which is also related to the properties of the LSM used in
the averaging. For the fourth wave, the smooth graph for
Russia has a noticeably higher maximum than the graph
for Moscow, which is associated with a relatively slower
decline in the number of infections in Russia compared
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to Moscow after the peak of infections of the fourth
wave. For the fifth wave, the plots constructed with the
help of LSM have a similar amplitude. However, the
time shifts of the local maxima for these different waves
are approximately the same.

SEARCH FOR COMMONALITIES IN THE FORMS
OF PANDEMIC WAVES AND THEIR USE

Along with the values determining the shift of
maximum waves in different spatial points of the
country, we can also try to identify patterns in the form
of different pandemic waves in individual points—e.g.,
in the city of Moscow—taking into account changes in
the nature of infection in new epidemic waves.

The construction of some forms realized in
successive pandemic waves is an important task, which
partly overlaps with the topic of works [1-3].

To do this, we use the patterns obtained earlier.
Figure 11 shows the expected infection curves in the
third wave, taking into account the data on the second
and the first waves. We can judge from them how
accurate the forecast will be. A curve based on the
method of least squares was plotted according to the
real data for the second pandemic wave. This line is then
moved to the right side of the figure and superimposed
on the beginning of the infection points in the third
wave. This sets the prediction of the maximum infection
that was expected by about July 15, 2021. Here we also
plotted the LSM curve using the new data obtained for
the third wave of the pandemic. According to this graph,
the expected maximum should also be reached around
July 15. Figure 11 shows the corresponding lines; here
however, the points are plotted up to July 15. We can
conclude that these obtained curves approximately
correspond to the forecasts. Although the shape of the
curves is different, they have certain features in common.
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Fig. 11. Superimposition of the curve obtained
for the second wave on the expected curve
of the third wave up to June 15

Figure 12 shows the curves for the relative number
of infections as a function of time. Real data with
characteristic statistical outliers (a) and lines averaged
by the LSM method (b) are shown. These are shifted so
that the maxima correspond to zero in time. For each
wave, the day with the maximum number of infections
and 60 days before and after (except the fifth wave) are
taken. In the scaling for each time interval, the minimum
turned out to be 0, while the maximum was 1. Here, while
the wave profiles correspond fairly closely, we note the
exception of the fifth wave, which may be attributed to
the strong intensity of infection spread.

The identified similarity of wave forms indicates
a certain universalism in the development of this
infection in Russia, reflecting the situation in Moscow,
allowing the cautious prediction of subsequent waves,
taking into account the varying intensity of strains and
vaccination.
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Fig. 12. Real data for all five waves (a) and smoothing curves for them of the third degree of LSM (b)

CONCLUSIONS

The present work has demonstrated the suitability
of the previously proposed model to describe
the propagation of modern pandemic waves over
the territory of Russia. Despite differences in the
features of the succeeding pandemic waves, the
basic regularities apply. Thus, the model can be used
to predict the parameters of future possible waves.
Assumptions made in August 2022 for the new sixth
wave were fully confirmed: the sixth wave developed
similarly to the previous ones, including the lag of

about 2.5 weeks between Moscow and Russia as
a whole. The maximum infection rate per day was
reached by the middle of the third decade of August,
while that for Russia as a whole was clearly recorded
by the middle of September.

At present, the authors are studying a two-
dimensional problem in terms of the corresponding
numerical scheme, which will allow other main centers
of infection to be taken into account, primarily Saint
Petersburg.
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Abstract

Objectives. The aim of the work is to create algorithms for approximating a sequence of points on a plane
by arcs of clothoids and circles. Such a problem typically arises in the design of railroad and highway routes.
The plan (projection onto a horizontal plane) of the road route is a curve (spline) consisting of a repeating bundle
of elements “straight line + clothoid arc + circle arc + clothoid arc + ...”. Such a combination of elements provides
continuity not only for the curve and its tangent, but also for the curvature. Since the number of spline elements is not
known in advance, and their parameters are subject to restrictions, there is no mathematically consistent algorithm
for this problem. The two-stage scheme for solving the problem is developed at RTU MIREA only for a spline with lines
and circles (i.e., without clothoid elements). At the first stage, the scheme uses dynamic programming to determine
the number of spline elements. At the second stage, the scheme optimizes parameters of the spline using nonlinear
programming. This scheme has yet to be implemented for a spline with clothoids due to a significantly more
complicated nature of this problem. Therefore, the design of route plans in existing computer aided design (CAD)
systems is carried out in interactive mode using iterative selection of elements. In this regard, it makes sense
to develop mathematically consistent algorithms for element-by-element approximation.

Methods. The problem of element-by-element approximation by a circle and a clothoid is formalized as a
low-dimensional non-linear programming problem. The objective function is the sum of squared deviations from
the original points. Since a clothoid can only be represented in Cartesian coordinates by power series, there are
difficulties in calculating the derivatives of the objective function with respect to the desired parameters of the spline
elements. The proposed mathematically consistent algorithm for calculating these derivatives is based on the integral
representation of the Cartesian coordinates of the points of the clothoid as functions of its length.

Results. A mathematical model and algorithms have been developed for approximating a sequence of points on a
plane by clothoids and circles using the method of nonlinear programming. A second-order algorithm is implemented
with the calculation and inversion of the matrix of second derivatives (Hesse matrix).

Conclusions. For approximation by circles and clothoids using nonlinear programming, it is not necessary to have
an analytical expression of the objective function in terms of the required variables. The proposed algorithms make
it possible to calculate not only the first, but also the second derivatives in the absence of such expressions.

Keywords: route plan, spline, non-linear programming, clothoid, objective function, gradient, Hessian matrix
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HAYYHAA CTATb4A

KoMOMHUPOBAHHBIE AJITOPUTMbI ANNPOKCUMAIUHU
JIJISI MHTEPAKTUBHOI0 IMPOCKTUPOBAHUA TOPOKHBIX TPACC
B CHCTEMAaX ABTOMATU3UPOBAHHOIO MIPOCKTUPOBAHUS

A.A. Kapnos,
B.U. CtpyueHkos @

MWP3A — Poccuiickuii TexHos1Iorn4eckuii yamepcutet, Mockea, 119454 Poccus
@ AsTOp AN nepenvicku, e-mail: str1942@mail.ru

Peslome

Lenu. Lenb paboTbl COCTOUT B CO34aHMN aNrOPUTMOB annpoKCUMaLLMn NOCeA0BaTENIbHOCTN TOYEK HA MIOCKOCTU
ayramMu KioToua, 1 OKPY>XXHOCTeN. Takasa 3afaya BO3HUKAET B MPOEKTUPOBAHUM TPACC XENe3HbIX M aBTOMOOUbHbIX
popor. NnaH (Npoekuus Ha ropu3oHTasIbHYIO NMIOCKOCTb) TPACChI LOPOrv — 3TO KpMBag (CrnianH), cCocToswasa us ro-
BTOPSIIOLLENCSH CBA3KM 3JIEMEHTOB «MNpsaAMas + ayra Knotouabl + ayra OKPYy>XHOCTb + ayra knoroumabl + ...». Takas
KOMOMVHaLMS 3N1eMEHTOB 00eCneymBaeT HENPEPbLIBHOCTb HE TOJTbKO KPUBOM M KacaTeNbHOM K HEl, HO N KPUBU3HBI.
[TOCKONbKY YMCO 3NEMEHTOB CrlaHa 3apaHee HEM3BECTHO, a Ha MX NapamMeTpbl Hak1aablBalOTCA OrpaHnYeHns,
0115 9TOM 3a4a4m Noka He onybnrMKoBaHO MaTeMaTMHYeCKkM KOPPEKTHOro anropmutMa. PaspaboTaHHas B PTY MUPJOA
LByxaTanHaa Cxema peLleHns 3agadyn ¢ onpefesnieHneM Yucna 3/IeMeHTOB CrijlaiHa C NMOMOLLBIO ANHAMUYECKOro
nporpaMMmMpPOBaHNA Ha NEPBOM 3Tarne 1 onTuMu3aLmen ero napaMmeTpoB C MPUMEHEHNEM HEJIMHEMHOr O Nporpam-
MUVPOBaHUSA Ha BTOPOM, peann3oBaHa TOJIbKO AJs CrlaiHa ¢ NPSMbIMU U OKPYXHOCTAMU (6e3 knotoua). Ee pea-
nmM3auusa onsa cnnarHa c KNoTonaamMmum MHOMO ClIOXHEE U Moka He BbINMOJIHEHA B CUily psaa npuyvH. B oencreyowmx
CUCTeEMax aBTOMATU3NPOBAHHOIO npoekTuposaHus (CAIMP) NpoekTUpoBaHWE niaHa TPACChl BbINMOHAETCS B UHTE-
PaKTVMBHOM pexumMe C NocneaoBaTebHbIM NoAO0POM 3N1IEMEHTOB. B 3TOM CBA3M MMeET CMbICn pa3paboTka maTe-
MaTUYeCKN KOPPEKTHBIX alIrOPUTMOB NMO3JIEMEHTHOW annpoKcumawmn.

MeTopn. 3agaya NnosneMeHTHOM annpoKCUMaLMU OKPY>XXHOCTbIO UKW KNOToMAoM dopmann3oBaHa kak 3aaa4ya Henum-
HEMHOro NPOrpamMmMrpPoBaHns Manon pasMepHoCTU. Lienesas pyHKUNSA — CyMMa KBaApaToB OTKIIOHEHW OT UCXO4-
HbIX TO4eK. [OCKONbKY KNoTOMAa B AEKaPTOBbIX KOOpAMHATax NpeacTaBngeTCcsd CTeneHHbIMU PaaamMm, BO3HUKAIOT
TPYOHOCTU BbIYUCIIEHUS MPON3BOAHbIX LLeIeBON OYHKLMM MO NCKOMBIM NapamMeTpaM 351IeMeHTOoB crnanHa. Npenno-
KEH MaTeMaTn4eCKmN KOPPEKTHBLIN anrOPUTM BbIHUCIEHNSA STUX MPOU3BOLHbLIX HA OCHOBE MHTErpasbHOro Nnpeacras-
JNIeHNS 0eKapTOBbIX KOOPAMHAT TOYEK KITOTOUABI KaK PYHKLMA ee OJINHbI.

Pe3ynbTaTthl. PazpaboTaHbl MaTtemMaTnyeckas MoAesb 1 anropuTMbl anMnpoKCUMaLIMM NOCIeA0BaTENBHOCTU TOYEK
Ha MJIOCKOCTU KJIOTOUA0M N OKPYXXHOCTLIO C NPUMEHEHWEM METO4a HEJIMHENHOrO NporpamMmupoBaHus. Peann3oBaH
anropuTM BTOPOro nopsiika C BbIMMCNEHNEM 1 OOpaLLeHMeEM MaTpULbl BTOPbIX MPOU3BOAHbLIX (MaTpuua ecce).
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BbiBOAbI. [1515 annpoKCUMaLLMm OKPY>XKHOCTBIO U KIOTOUAO0M C MPUMEHEHNEM HEJIMHEIAHOIO MPOrPaMMNPOBaHUS He-
00693aTeNbHO METb aHANTUTUYECKOE BbIPAXEHME LIENeBO OYHKLMN YEPE3 UCKOMbIE MEPEMEHHbIE. MNpeanoXeHHble
aNropUTMbl MO3BOJISIOT BbIYMCSATL HE TONIbKO NEPBbLIE, HO Y BTOPbIE NMPOW3BOAHbLIE B OTCYTCTBME TaKNX BblPaXKeHUIA.

KnioueBble cnoga: niaH Tpacchl, CrianH, HefiMHenHoe NporpaMmMmpoBaHne, KNoTomaa, Lenesas GyHKLUWs, rpaam-

eHT, maTpuua lecce

e Moctynuna: 20.12.2022 » flopa6oTaHa: 12.04.2023 ¢ MpuHaTa kK ony6nukosaHuio: 14.05.2023
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2023;11(4):72-83. https://doi.org/10.32362/2500-316X-2023-11-4-72-83

Mpo3pavyHocTb GMHAHCOBOW AEeATeNIbHOCTU: ABTOPLI HE UMEIOT PUHAHCOBOW 3aMHTEPECOBAHHOCTW B NPEeACTaBNEH-

HbIX MaTepunanax nin metogax.

ABTOPbI 3a5BNSIOT 06 OTCYTCTBUM KOHMMKTA MHTEPECOB.

INTRODUCTION

The problem of approximating a curve defined by
a sequence of points in the plane by circles and clothoids
is much more complicated than the widely-used linear
or parabolic regression approach. In the case of search
for an approximating circle in Cartesian coordinates, the
problem is reduced to a nonlinear system of equations.
In the case of a clothoid, it is impossible to obtain even
this, since such a curve cannot be represented in the
form y = f{x). A mathematically consistent algorithm for
approximation by a clothoid has not yet been found in
the literature.

Instead, current CAD solutions either use the method
of enumeration of variants assigned by the designer or
approximation by the involute method. The latter was
proposed in the pre-computer era [1] as a means of
calculating the shifts of a route plan to bring it to a given
design position. During reconstruction of a railroad route
plan, a design position is unknown. When changing plan
parameters such as lengths of transition curves (clothoid
arcs) or radii of circular curves, the design position is
set in one way or another by the designer. After that, the
computer calculates all design parameters of the route
plan and shifts of the existing route. The involute method
was also used for approximate solution of approximation
problem instead of its exact solution in Cartesian
coordinates!. This method has been successfully used to
design a route plan as a whole within the railway haul
back in the 1980s on such unsuitable for creating CAD
computers as Minsk 32 and EU 1033.

The avoidance of Cartesian coordinates seemed to
be forced. At the same time, it was known that the error
of the method due to the presence of large angles and
small radii can be very significant. This is especially true
for heavily dislocated curves and correspondingly large

U Methodical recommendations for the calculation of
composite curves of the railroad route plan. Moscow: All-Russian
Research Institute of Transport Construction; 1985. 26 p. (in Russ.).

shifts or when designing reconstruction with significant
changes in the route plan parameters.

The involute method was also used in the 1980s for
optimizing the horizontal alignment of new railroads
in stressed sections [2, 3]. Here, the route plan was
represented as a broken line to find the number of
elements and their approximate location, which was
then transformed to the required shape using this method
with subsequent optimization of the resulting spline
parameters [3]. Despite the disadvantages of the involute
method, its wide application is explained by the fact
that in contrast to Cartesian coordinates, it uses single-
valued functions having simple analytical expressions:
a parabola of the second order instead of a circle and
a cubic parabola in the place of a clothoid.

Various heuristic algorithms were proposed in the
works of authors [4—12]. Initially, these were based on
analyzing initial broken line characteristics obtained
after connecting adjacent survey points by line segments,
such as rotation angles in the vertices of the broken line
and curvature graphs. Subsequently, the use of genetic
algorithms became more common. In Russia, various
programs are used in current CAD systems to facilitate
element-by-element selection and evaluation of trace
variants. This approach has been most successfully
realized by the Topomatic> company in the Robur
system, which uses an existing semiautomatic trace plan
parameter selection method based on curvature graphs.
Although there have been claims to have solved the
problem of designing railroad track plan reconstruction,
the substantiating algorithms have yet to be published in
full. Among recently published heuristic algorithms, the
ones presented in the works of Chinese professor Hao Pu
and colleagues [13—15] should be noted.

It is hard to believe in the existence of an
optimal solution for several circular and transitive

2 Topomatic Robur product documentation “Path selection
via curvature graph.” http:/help.topomatic.ru/v6/doku.php?id=rail
rrail:tasks:selection_path:start. Accessed April 18, 2023 (in Russ.).
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curves (clothoids) if there is no optimal solution
algorithm for a single clothoid.

As with the general design of plan- and longitudinal
road profiles, the problem under consideration is
characterized by the lack of a known optimal solution
for complex cases. In the absence of designer interest in
the achievement of such a solution, anything plausible
that the computer gives out can be called “optimal”.
This represents the fundamental difference between this
problem and those associated with modeling geometric
shapes of roads [16].

Nevertheless, the development of mathematically
substantiated algorithms of approximation by a circle
and a clothoid remains both theoretically and practically
relevant, since the result can be useful not only in road
design. The up-to-date level of computer technology
allows solving this problem in a reasonable time on
publicly available computers and without the use of
palliative algorithms.

The aim of this study is to present mathematically
substantiated algorithms for approximation by a circle
and a clothoid in Cartesian coordinates by means of
nonlinear programming algorithms that use the involute
method only to obtain an initial approximation, followed
by an optimization of the parameters used to determine
the position of the circle or clothoid.

PROBLEM STATEMENT

For a given sequence of points in the plane find
a clothoid (circle) such that the sum of squares of
distances h; (i = 1, 2, ..., n) from the given points to
the clothoid (circle) is minimal. The distances are
calculated using the normal line from a given point to
the clothoid (circle).

The initial point of the desired curve is given.
The direction of the tangent to the desired curve at
the initial point and the minimum and maximum
radius of curvature of the desired curve can also be
specified.

Here, the objective function is

F(h)=%zn:hi2 — min. (1)
1

Here, h(h,, h,, ..., h,) is the vector of unknowns,
while 7 is their number.

INVOLUTE METHOD

Unlike other curves (parabolas, circles, sinusoids, etc.),
one cannot speak of an involute without specifying
another curve (evolute) that generates the involute.
Various definitions of involute can be found in the

literature. In mathematics, an involute is a curve
for which a given evolute is the locus of curvature
centers [17]. Consequently, the normal line at each point
of an involute is a tangent to the evolute. This has to
be a tangent rather than a secant because there can be
only one center of curvature at each point of a curve.
In this context, an involute is a curve described by the
end of a flexible, inextensible thread coiled from an
evolute (e.g., a circle).

Y &

Fig. 1. Construction of the involute of a circle.
L is the involute length

Figure 1 depicts the construction of the involute
of a circle. Here, A is the initial point on the evolute,
A, and A, are its new positions on the evolute. They
correspond to the lengths of arcs counted from the
initial point, s and s + ds. These lengths are tangentially
set in the direction opposite to the motion from the
initial point. The points P, and P, are obtained on the
involute, respectively. The arc lengths of the involute
are AP, and AP,. At full rotation (¢ = 2m) the length
of the involute £ = 2nR, where R is the radius of the
circle. Thus, it is not the initial point A that is fixed,
but its new positions on the evolute, in which tangents
are constructed and on which the arcs of the involute
are unfolded. The involute of a circle is an unfolding
spiral.

However, in [1, 18, 19] a different treatment of the
circle involute concept and the means of its construction
is stated (Fig. 2). Here, the point A of the beginning of
circular curve is fixed and for each point of the circle (a)
the arc length from the initial point to the current
one (Aa) is unfolded by a tangent from the point A.
Thus, a separate involute is obtained (aa’, bb’ ...) for
each point of the circle. Although the curve aa’ is not
a circle involute, its length is equal to the length of the
corresponding section of involute. Hence, the confusion
of the terms arose.
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Fig. 2. Construction of the circle involute
according to [1, 18, 19]

In [1, 18], circle involutes are curves constructed in
a described way. But in [19, p. 243, Fig. 7.20], we can
find: “Involute (italics of the authors) is the length of
the arc aa’, which will be described by the end of an
inextensible thread, stretched on the circle Aa and fixed
at the point A, when the thread is straightened.”

If we assume that the involute is not the curve
discussed above, but the arc length aa’, then this length
is K%(2R), where K is the arc length Aa, R is the radius
of the circle, while the circle involute is not a spiral
in Cartesian coordinates, but a parabola of the second
degree as a function of the evolute length.

If we follow the method of construction of the circle
involute adopted in [1, 18, 19], then for each point of
the circle (evolute) we will get a different involute, but
they will all end on a tangent to the circle at the initial
point, which is fixed. The true circle involute should be
constructed as shown in Fig. 1.

From Fig. 1 it follows that dL = ¢(s)ds since
dL = sdo = sdyR = ¢ds, and further:

S
L(S) = [ o(s)ds. 2)
0

Here S is the length of the evolute from the initial
point, while @(s) is the dependence of the angle of the
tangent to the evolute with the OX axis (or any given
direction, which is not fundamental) on s, referred to
as the angle diagram. The term “involute” was defined
for smooth curves, and Eq. (2) is true for all such
curves. However, in our problem (1), the initial curve is
a broken line, and we cannot apply the above definitions
of involute to it—i.e., consider the broken line as an
involute. However, Eq. (2) can be generalized if we
consider a curve whose length is calculated through
the angle diagram of an evolute by Eq. (2), i.e., the
length of an involute is the area of the angle diagram as
a function of length of the original curve (particularly,

a polyline). Thus, the involute itself is of no interest
for the problem in question. Here, it is significant that
the difference of lengths of involutes of two evolutes
having a common point is, under some additional
conditions, approximately equal to the distance between
the evolutes along the normal. In our problem, the first
evolute is a broken line connecting the approximated
points, while the second is a design curve (a circle or
a clothoid). Hence the involute method, which consists
in the following:
1. We calculate the angles of the original broken line
with OX axis and the values of the involute length
L, of the original broken line for survey points
i=1,2,...,n.
L, =0, further

i
L=29;5; 3)
j=2

Here o, is the angle with OX axis of the jth leg of the
broken line (from point j — 1 to point ), s ' is the length
of this leg.

For a circle, the rotation angle depends linearly on
the arc length, so the length of the design involute L 4 (S)
is a second-order parabola.

2. If the design curve is given, the difference
Lyoo(S) — L;,;(S) approximates the desired shift hj,
where j and S must match each other.

3. If we want to solve the approximation problem,
the unknown coefficients of the desired parabola
(a and b) are determined by the least square
method.

For a circle, the involute length L, (S) = aS* + bS,
where S, as before, is the arc length from a given initial
point. The meaning of the required parameters is as
follows: a = 1/(2R) and b is the angle with OX axis of
the tangent to the circle at the initial point.

We obtain the problem:

F(a,b)= i(asl.2 +bS; L, )2 —>min.  (4)
i=2

Here S, is the length of the broken line from the first
point to the ith survey point (i =2, ..., n), §; = 0.
oF
Conditions — =0 and — =0 give a system of

Oa ob
two linear equations, from which we obtain @ and b; then

R=1/2a). Since the angle b can be given, only a remains
unknown.

When approximating with a clothoid, the following
options are possible: the clothoid connects a line to
a circle; a circle to a line; two circles of various radii.

If the lengths of the contiguous clothoids are
significantly shorter than the lengths of the circular
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curves, it is important to select the position of the circle,
and only subsequently fit the clothoids. However, the
opposite situation is also possible, where the clothoid
is an independent element. For example, in highway
design, one finds the term “clothoidal tracing” [20]. In
this case, the route should not be thought of as consisting
of only clothoids and straight lines, but clothoids prevail
in the share by length.

By definition, the clothoid curvature 6 = o, + &S,
where 6, is the curvature at the initial point (at length
S'=0), kis the curvature change rate. The current angle
of the tangent with OX axis is ¢ = @, + 0,5 + kS%2,
where @ is the initial angle of the tangent with OX
axis. Finally, the length of the clothoid involute is equal
to

L=,S+ 0,52 + kS¥6.

Clothoid approximation by the involute method in
the general case is reduced to the problem:

F((PODGOHk) =
2
1 coS? kS? . (5)
:z ©oS; + +—~—L1; | - min.
i=2 2 6

Here §; and L; have the same meaning as in the
circle approximation problem (4). One or two variables
can be fixed. In any case the problem (5) is solved
simply. By differentiating (5) by the desired variables
and equating the derivatives to zero, we obtain a system
of linear equations (or one equation if two unknown
variables are fixed). After solving the system, one
should calculate the curvature at the end point of the
clothoid 6, = o, + &S,

If R, = l/5, appears outside the admissible
limits, we should take R, = R ~and calculate
k= (/R — o,)S, at a given 6. Then we obtain the
unknown ¢, by substituting the found & in (5) and
solving the problem with one unknown variable. If
o, is not given, we substitute o, = o, — kS, in (5) and
solve the problem (5) with the remaining unknown
variables and the found o,

Thus, it is very easy to use the involute method
for approximation by both a circle and clothoid.
Unfortunately, the accuracy of the method may be
insufficient. To test this statement, the Cartesian
coordinates of the ends of the chords of a given length
on a given circle were calculated as the coordinates of
the initial survey points. Using these coordinates, the
chord angles with the OX axis and involute lengths
were calculated by Eq. (3). Then the problem (4)
was solved. Obviously, its solution is the variables
corresponding to the initial circle. In this case the
deviations of all initial points from the approximating

circle should be equal to zero. However, this was
not the case. At circle radius R = 500 m or more,
chords /. = 20 m, and circle length § < 500 m (i.e.,
at rotation angles less than 1 rad), the deviations
of the obtained circle from the original were less
than 0.01 m. However, at R = 200 m, /. = 20 m,
S = 200 m, the radius determined by the involute
method was 199.9167 m instead of 200 m and the
maximum deviation D, was 0.0383 m instead of 0.
At § =400 m (rotation angle of 2 rad) for the same
circle, D, = 0.1180 m instead of 0. In all cases, the
length differences of design and initial involutes of
the approximated circle in all points of survey were
equal to zero. At [_= 10 m, the accuracy of the method
is significantly higher. Thus, at a division by 10 m we
get R =299.9861 and D, = 0.00297 if R = 300 m,
S = 200 m, while at a division by 20 m, we obtain
R=299.9444mand D, =0.01190 m.

Similar calculations were performed with respect
to the use of the involute method to approximate
the clothoid. For compressing them, arcs of equal
length were used, rather than chords, simplifying the
calculation of Cartesian coordinates of points at the ends
of arcs. These points were treated as survey points, chord
lengths were calculated, and, as for circles, angles and
involute lengths L, were calculated using Eq. (3). Then,
the problem (5) was solved with 6, = 0 and the unknown
variables @, and k.

As one would expect, the involute method works
well for small values of the parameter k and short
clothoids. Otherwise, the results are unsatisfactory.

Example 1. A clothoid of length 400 m is divided into
20 equal partsevery 20.0m; k=3.333333 - 10>. We obtain
@, = —0.00027412 instead of 0 and k = 3.337930 - 1073
instead of the original k= 3.333333 - 107,

Approximation of the involute length as a function
of length of a broken line by the cubic parabola (solution
of problem 5) is performed with deviations not more
than 0.041 m. However, the maximum deviation D
of the initial points from the obtained clothoid along the
normal line to it equal to 0.255 m.

Example 2. Same problem, but the length of
the clothoid is 200 m. Approximation with the cubic
parabola is performed with deviations not more than
0.001 m. We obtain ¢, = —1.839272551 - 1072 instead
of 0 and k = 3.334527 - 1073 instead of the original
k=3.333333-107°,D_, = 0.048 m.

It should be noted that these calculations show not
so much how the involute method finds an optimum, but
rather how it deviates from it. For a “heavily hit” initial
route, the deviations from the optimum of the solutions
obtained by the involute method may be significantly
higher, especially for small radii and large rotation
angles. However, in any case, these solutions can be used
as initial approximations for the optimal approximation
by a circle.
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OPTIMIZATION OF THE INITIAL APPROXIMATION
WHEN APPROXIMATING BY A CIRCLE

Let us assume that the coordinates of points to be
approximated by the circle and its initial point A are
given. Although we also usually fix the direction of the
tangent at this point (angle a with OX axis), we will
assume without loss of generality that this angle and the
circle radius R are unknown. Coordinates of the circle
center (Fig. 3) are

x,=x,—R-sinoandy =y, + R - cosa. (6)

C(x, ¥o)

Fig. 3. Calculation of the derivatives
of deviations hj from the circle

Deviation h]. (BE in Fig. 3) of an arbitrary survey
point E with coordinates x > Y from the circle is

hy =0 j=3)? 4 (7 =3)? ~R. ™

Using (6) and (7), we obtain the derivatives:

6hj 6hj )
R = cos(Bj —o)—1 and Zo = Rsm(Bj —a).

Here, B/. is the angle of the tangent to the circle at
point B.

Then we calculate the gradient of the objective
function (1):

F n . n
R Z:: _R g (cos(B; —a) 1),
oF < i L ®)
“ _f - _
. Z o Z s1n(B o).

=i =

The problem of approximation by a circle with
objective function (1) is reduced to a two-dimensional

minimization problem with restriction on R and initial
approximation obtained by the method of involutes as
a result of solving problem (4). Here, the presence of
a good initial approximation is especially important,
since there is no reason to believe that the problem is
one-extremal.

Various methods can be used to solve the
problem [21-23], in particular gradient or coordinate
descent, changing alternately R and a.

Note, that if the initial point A and angle o are
fixed, setting one more point of the circle (e.g., the end
point) defines the circle uniquely. The enumeration of
several such points and calculation of the value of the
objective function for each of them may be sufficient,
especially for large radii, when the involute method
gives acceptable results, which can be improved and
confirmed.

OPTIMIZATION OF THE INITIAL APPROXIMATION
WHEN APPROXIMATING BY A CLOTHOID

As in the approximation by a circle, the main
problem when approximating by clothoid is to calculate
the derived distances of the given survey points from the
clothoid by the parameters defining it. Let us show how
this problem is solved by the example of the transition
from a line to a circle using a clothoid.

YA

Fig. 4. To the calculation of the derivatives
of the deviations hj from the clothoid

In Fig. 4, AB is the initial position of the clothoid;
AB, is its new position when one of the clothoid
parameters is changed; ¢, and ¢ are the angles of the
tangent with the OX axis; CB = /. is the deviation of the
survey point C from the clothoid; BC, is its increment.

Let us denote the incremental coordinates of point
B at its transition to a new position B, due to a change in
any of the parameters of the clothoid by 6xj and dyg. In
the coordinate system with a center in point B and axes
directed along the tangent and normal to the clothoid,
respectively, the coordinate y” of the point B, i.e., BC, =
= Oypcosp — dxpsing. The value C,C, can be neglected
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compared to C,B, and the linear part of the increment can
be assumed to be

oh = OYRCOSQ — OXpSINg. 9)

Since the initial point A is fixed, the parameters
determining the position of the clothoid—and hence the
quality of the approximation—are in the general case:
@, is the angle of the tangent with the axis OX at the
initial point (at L = 0), o, is the initial curvature; & is the
clothoid parameter (the curvature change rate, i.e., the
curvature derivative over the length).

In the case of the transition from a line to a circle
o, = 0, only two variables ¢, and k remain. In fact,
the problem is reduced to the calculation of derived
coordinates of points of the clothoid by these variables.
Coordinates of intersection points of normals from each
survey point with the clothoid and the length of the
clothoid L i from the initial point to the intersection points
are calculated before the derivatives are calculated using
the iterative algorithm along with the tangent angles with
the OX axis [24].

Since the Cartesian coordinates of the clothoid
points as functions of its lengths are expressed by power
series, we will use their integral representation:

Xp =X +JL‘cos [0} +ﬁ t
B A 0 7 4

0

= +j.sin +£ t
Y =JraA (o) 5 .

0

(10)

By differentiating (10), we obtain

2

G ( kt Jd
—>=—|sin| gy +—— dt =~(yp=¥,);
a(P() .([ 0 2 B JA

2k

L 2\ Lsino—(va—
:Lftdsin (po+kL _Lsine-(pya)
2k 2 2k

Using (9), we obtain the required derivatives of the
survey point deviations from the clothoid:

Oh;
_]:(xB —Xp)COSQ+ (yg —yu)sing,
09,

(11)

Oy (xg—x,)sin@—(vg = v,)coso
ok 2k ’

Here A is the initial point of the clothoid,; hj is
the deviation of an arbitrary jth survey point from the
clothoid along the normal line to it; B is the point where
this normal line intersects the clothoid; ¢ is the angle of
the tangent at this point with OX axis; L is the length of
the clothoid from point A to point B.

Formulas (11) allow us to find the gradient of the
function (1)

n Oh; n oh,
a_F:Zhj._/; a_F:Zhj._/‘ (12)
ok a ok~ 0y, = oQ,

Further, it is possible to use gradient methods
of optimization, e.g., the method of conjugate
gradients [22-24]. However, Egs. (10)—~(12) allow
a calculation of the matrix of second derivatives of the
objective function G (Hessian matrix) to apply the more
effective second-order method [23, 24]:

2 2
o?F i oy i -G
ok |\ ok Joakr |
R2pF XA(0h, Oh, 0%h
= _J . J | = 1 =G, (13)
okop,, =t 09, Ok Okop,
2 2
azei oh, +h“% G,
o5 al\deg ) T d0g

Calculation of the Hessian matrix is reduced to the
calculation of the second derivatives of the deviations
h. of the approximated points from the clothoid by the
d]esired variables ¢, and k, since the first derivatives
have already been calculated.

In accordance with (9)

0%h; 0%x 02
J - B VB
——=—sinQ- +cosQ- =
ok? ? ok2 ? ok2
L
ke? ¢4
=sin®| cos +— |—dt—
@{ (cpo 5 J ;

L
. kt? |14
—cos (p'[ sin [(po + —J— dt.
0 2 )4
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Integrating by parts and using the previously
calculated integrals, we obtain

azhj 153 3 .

%T:E{L +;(COS<P(J/B = Ya)—sino(xg —XA))},
o%h. 92 o2

—;:—sin(p- XZB +cosQ- y213 =

oPg tslor 0Py

=sin@(xg —Xx, ) —COSO(Yg — Vp)s

0%h, L 22
J =sin(p'|.cos g +kL t—dt—
Okopy 0 2 )2

L
: kt? |2
—costpjsm(wo +—J—dt =
0 2 )2

(14)

1 .
:E{L_SIH(P(J’B —Yp)—cosp(xg —xA)}.

Using the derivatives obtained, we calculate the
Hessian matrix and its inverse G™'.
Let us denote: x(¢, k) is the vector of the unknown

oF OF
variables, g| ——,—— | is the gradient. For the initial
op, Ok

approximation obtained by the involute method (zero
iteration) these are x? and g°. Let us calculate the next
iteration point:

xI=x0-G1- g0 (15)

For a positively defined Hessian matrix, this is
the point of minimum of the objective function when
decomposed into a Taylor series and restricted to the
second derivatives. In the general case, one step to the
point of minimum on the ray x’ = AG™! - g%is insufficient.
In the quadratic problem, the minimum is reached at
A = 1. In general case at A = 1, we obtain the minimum
point not of the original function, but of the approximating
quadratic form with the Hessian matrix, which is not the
same thing. Therefore, A = 1 should be regarded only as
an approximate value: the exact value should be sought
by solving the problem of one-dimensional optimization
of the function F(x) on the ray x? —AG™! - g*, considering
it as a function of the single parameter A.

At the resulting point of minimum in the direction,
we again have to calculate the gradient and the matrix
inverse to the Hessian matrix, and so on.

In general, the algorithm of the
approximation consists of the following steps.

1. Construct the angular diagram of the original broken
line by survey points.
2. Calculate the involute length of the broken line

sequentially by the survey points by the formula (3).

3. Solve the problem of approximation of the obtained
broken line. In general case, approximation by
cubic parabola in the presence of three unknown

clothoid

parameters of clothoid or by square parabola in the

presence of two parameters, as considered above. In

this case, the system of no more than three linear
equations is solved.

4. For a clothoid corresponding to the obtained
solution, a special iterative algorithm determines
the intersection points with the normals from each
survey point, the angles of the tangents at these points
with the OX axis, the corresponding lengths from the
initial point of the clothoid to each of them, and the
deviations 4. of the survey points from the clothoid.

5. The first and second derivatives of the deviations
h.are calculated for the required parameters of the
clothoid (12), (13).

6. The gradient of the objective function (14) is
calculated and the conditions of the end of counting
are checked (for example, the smallness of the
gradient norm). If the count terminating conditions
are not satisfied, then:

7. Hessian matrix and its inverse are calculated.

8. The point of minimum of corresponding quadratic
form (15) is determined, the problem of one-
dimensional optimization, i.e., correction of step
in search direction, is solved, and transition to
new iteration point and further with new values of
unknowns to item 4 is performed.

To adjust and verify the clothoid approximation
algorithm, we first used the results of the test
problems using the involute method, for which the
optimum was known, but the involute solutions were
unsatisfactory.

In the involute method Example 1 discussed
above, the maximum deviation D . = 0.255 m
instead of 0, ¢, = —0.00027412 instead of O and
k = 3.337930 - 1073 instead of k = 3.333333 - 107>,
Objective function F? = 0.10298. At the point of
minimum of the quadratic form (15), F=1.08524 - 1077,
9, =3.099241 - 1077, k=3.333335 - 107°. After the first
iteration £ = 3.70261 - 10715, ¢, = —2.422261 - 10714,
k = 3.333333333 - 107°. No deviations exceeded
0.00006 m.

In Example 2, the same problem was solved,
but with a clothoid length of 200 m. By the involute
method, ¢, = —1.839272551 - 107> instead of 0 and
k=3.334527 - 107> instead of k = 3.333333 - 107> were

obtained. D, = 0.048 m. At the minimum point
of the quadratic form (15) F = 1.80438 - 10714,
9, = —9.592883457 - 10719, k& = 3.333334 - 1073,

D___ = 0.0002 m. The iteration was interrupted due to

max
achieving the required gradient accuracy.

CONCLUSIONS

New possibilities offered by contemporary
publicly available computers, along with the theory
and methods of computer development of design
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solutions, are far from being fully utilized in existing
linear structure CAD solutions, which are based on
ideas from more than 50 years ago. Transition to the
development and introduction of intelligent CAD, in
which design solutions are given by computer as a result
of optimization problem solving, is already possible
in many design problems. However, because of lack
of consumer interest in creating such systems and the
high labor and funds for their development in Russia,
such transition is unlikely in the near future. The most
advanced in this respect are the mentioned works of
Chinese scientists. However, existing CAD systems can
be improved by applying optimization programs in the
interactive process of making design decisions. Thus,
the approximation algorithms outlined in the article
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can be applied instead of manually assigned solutions.
The outlined clothoid approximation algorithm may
be useful also when solving problems not related to
roadway design.

The closest task is the generalization of the outlined
method for calculating the derivatives of the objective
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Abstract

Objectives. Theoretical studies of the waveguide properties of interfaces between nonlinear optical and graded-
index media are important for application in optoelectronics. Waveguides combining layers with different optical
properties seem to be the most promising, since they can be matched to optimal characteristics using a wide range
of control parameters. The paper aims to develop a theory of composite optically nonlinear graded-index waveguides
with an arbitrary profile, within which it is possible to obtain exact analytical expressions for surface waves and
waveguide modes in an explicit form. The main feature of the theory proposed in this paper is its applicability for
describing surface waves and waveguide modes, in which the field is concentrated inside the gradient layer and does
not exceed its boundary, avoiding contact with the nonlinear layer.

Methods. Analytical methods of the theory of optical waveguides and nonlinear optics are used.

Results. Atheoretical description of the waveguide properties of the interface between two media having significantly
different optical characteristics is carried out. The formulated model of a plane waveguide is applicable to media
having an arbitrary spatial permittivity profile. An analytical expression describing a surface wave propagating along
the interface between a medium having stepwise nonlinearity and a gradient layer with an arbitrary permittivity
profile is obtained. Additionally, analytical expressions for surface waves propagating along the interface between a
medium with Kerr nonlinearity (both self-focusing and defocusing), as well as graded-index media characterized by
exponential and linear permittivity profiles, are obtained.

Conclusions. The proposed theory supports a visual description in an explicit analytical form of a narrowly localized
light beam within such waveguides. It is shown that by combining different semiconductor crystals in a composite
waveguide, it is possible to obtain a nonlinear optical layer on one side of the waveguide interface and a layer with a
graded-index dielectric permittivity profile on the other.

Keywords: nonlinear optics, nonlinear waves, optical nonlinearity, Kerr nonlinearity, optical waveguide, graded-

index waveguide
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Pesiome

Lenu. TeopeTnyeckme nccnegoBaHns BOHOBOAHbLIX CBOMCTB rpaHuny, pasaena HeMHEeNnHO-oNTUYeCKNX U rpaav-
EHTHbIX Cpen, ABMSITCS BaXHbIMWU 151 UCNOJSIb30BAHMNA B ONTO3/IEKTPOHMUKE. KOMOMHUPOBAHHbBIE BOSTHOBOAbI, CO-
yeTaluwme CIoun C pasanyHbIMU ONTUHECKUMIN CBOMCTBaMMU, NPEACTaBAAOTCS Hanbosniee nepcnekTMBHbIMUK, MO-
CKOJNbKY A1 HUX MOXHO noaobpaTb ONTUMAalibHbIE XapakTEPUCTMKU C MOMOLLBIO LUMPOKOro psaa ynpaBnsaoLmx
napameTpoB. Llenb paboTbl — pa3paboTka Teopun KOMMO3UTHBLIX ONTUYECKU-HENMHENHBIX MPAANEHTHbIX BOJITHOBO-
[O0B C MPOU3BOJIbHLIM NMPOGUAEM, B PpaMKax KOTOPOM BOSMOXHO MOJSIyHEHME TOYHbIX aHANIUTUYECKMNX BbIPAKEHWUN
[N151 MOBEPXHOCTHbIX BOJIH U BOJTHOBOAHLIX MO/, B sBHOM Buae. OCHOBHOM 0COBEHHOCTbLIO NpeasaraemMoi B JaHHOWN
paboTe Teopumn SBASIETCA TO, YTO OHA NPUMEHUMA OJ15 ONMUCAHNSA MOBEPXHOCTHLIX BOJIH 1 BOSTHOBOOHbLIX MO, Nofe
B KOTOPbIX COCPEeA0TOYEHO BHYTPU MPAAVNEHTHOIO C/OS U HE BbIXOOMUT 3@ €r0 rpaHunLy, He KOHTaKTUPYIOLLYIO C HENW-
HEWHbIM CNIOEM.

MeToabl. Vicnonb3oBaHbl aHANUTUYECKME METOObl TEOPUM ONTUHECKUX BOSIHOBOLOB, HETMHENHOW ONTUKN.
Pe3ynbTaThbl. [TpOBEAEHO TEOPETUHECKOE ONCAHNE BONTHOBOAHbBIX CBOMCTB rPaHuLbl pa3gena gByx cpen, ¢ NpuH-
LMNUanbHO PasnnyHbiMM ONTUYECKUMU XapakTepuctukamu. ChopmynmpoBaHHas MOZENb MIOCKOr0 BOMHOBOAA
npUMeHMa ans cpep ¢ Npon3BOJIbHbIM pacnpenesneHeM NPOCTPaHCTBEHHOO NPOdUNa AU3NEKTPUYECKON MPOo-
HMuaemocTun. NMonyyeHo aHanuTuyeckoe BbipaXeHue, OMMUCbIBaloLLLEee MOBEPXHOCTHYIO BOJIHY, PacnpOCTpaHsio-
LLylOCS BOONb rpaHuLbl pasgena cpeapl Co CTyneH4YaTon HENMHEMHOCTbIO U FTPaANEHTHOMO CJI09 C NPOU3BOJIbHbLIM
npodunem AnNanekTpnYeckom nPoHNLAEeMOCTN. Takxe NoslydeHbl aHaIMTUYECKUE BbIPAXXEHUS OJ151 MOBEPXHOCTHbIX
BOJIH, pacnpOCTPaHSAIOLLMXCH BAOJIb FPaHMLbI pasaena cpebl C KEPPOBCKOW HENIMHENHOCTLIO (Kak caModOKyCcupy-
IoLWen, Tak n 4edoKyCcupyowen) ¢ rpagueHTHbIMU Cpeaamm, XxapakTepPUsyoLWMMNUC SKCNOHEHLUMATbHLIM U JINHEN-
HbIM MPOPUNAMN OUBNEKTPUYECKON MPOHMLAEMOCTHU.

BbiBoAbI. [TpennoxeHHas Teopurs NO3BOJISIET HAMMSAHO ONMcaTb B IBHOM aHaIMTUYECKOM BUAE Y3KO TOKaNnN30BaH-
Hbl€ CBETOBbIE MOTOKN B TakMX BOTHOBOAAX. [TokazaHo, 4TO CoYeTaHUE Pa3INyHbIX NOSYNPOBOOHUKOBbLIX KPUCTANI0B
B KOMMO3UTHOM BOJZIHOBOZE MO3BONSIET NOAYYNTb C OAHOM CTOPOHbLI OT BOSIHOBEQYLLENO NHTEepdenca HeMHENHO-
ONTUYECKUI CNON, a C APYron — CNOM C rpaaneHTHbIM NpoduiemM AN31eKTPMYECKON NPOHNLAEMOCTU.

KnioueBble cnoBa: HeNMHENHAs ONTMKa, HEIMHEHbIE BOJIHbI, ONTUYECKas HEIMHEMHOCTb, KEPPOBCKAsa HENVHEN-

HOCTb, ONTUYECKUIA BOJIHOBOA, NPaANEHTHbI BOSIHOBOL,

e Moctynuna: 13.12.2022 » Aopa6oTaHa: 17.02.2023 ¢ MNMpuHaTa k ony6nukosaHuio: 18.05.2023

Ana uutupoBaHua: CaBotyeHko C.E. Mogenu BONHOBOAOB, COYETAOWMX FPAAMEHTHbIE U HEIMHEMHO-0NTUYeckme

cnown. Russ. Technol. J. 2023;11(4):84-93. https://doi.org/10.32362/2500-316X-2023-11-4-84-93

MpospayHocTb pUHAHCOBOMN AeATeNIbHOCTU: ABTOP HE MMEET GUHAHCOBOW 3aMHTEPECOBAHHOCTM B NPEACTaBEH-

HbIX MaTepuanax nian MetToaax.

ABTOp 3aaBnseT 00 OTCYTCTBUM KOHPIMKTA UHTEPECOB.

Russian Technological Journal. 2023;11(4):84-93

85


https://doi.org/10.32362/2500-316X-2023-11-4-84-93

Models of waveguides combining gradient
and nonlinear optical layers

Sergey E. Savotchenko

INTRODUCTION

Waveguide structures are typically based on
differences in the optical properties of their layers [1, 2]. In
optoelectronics, waveguides whose layers have constant
refractive index values [3], those having a variable spatial
distribution profile (graded-index) [4], as well as those
providing a nonlinear optical response when the refractive
index depends on the light flux intensity [5], are widely
used. Combined waveguides combining such layers
appear to be the most promising for optoelectronics, since
optimal characteristics can be selected for them using a
wide range of control parameters [6, 7].

In recent years, theoretical studies on the waveguide
properties of the interfaces between nonlinear-optical
and graded-index media have intensified [8, 9]. In
particular, waveguide modes having a layered structure
consisting of a gradient layer with linear [10, 11] and
exponential [12, 13] profiles in contact with the nonlinear
Kerr medium have been obtained. Our recent works
present the results of theoretical studies on the waveguide
properties of structures combining pairs of different
gradient and nonlinear media. In particular, linear [14-19],
parabolic [20, 21], and exponential profiles [22, 23] of
the refractive index/dielectric permittivity of media in
contact with media of different nonlinearities, such as
stepwise [ 14, 22], Kerr [20] and its generalizations [16—18,
20, 21], as well as those of a photorefractive diffusive
type [21, 23], are considered. Symmetric three-layer
structures consisting of a linear-gradient layer in a
medium with Kerr nonlinearity [24] and in a medium with
photorefractive nonlinearity [25] are also described.

The paper proposes the theoretical description of
surface waves propagating along a flat media interface,
one of which has a nonlinear response, while the other is
characterized by a spatial gradient of dielectric permittivity.
The novelty of the work lies in the proposed theory of such
composite optically nonlinear graded-index waveguides
with an arbitrary profile, within the framework of which
analytical expressions for surface waves can be obtained.
The main feature of this theory is its applicability to the
description of surface waves and waveguide modes, in
which the field is concentrated inside the gradient layer
and does not go beyond its boundary not contacting with
a nonlinear layer. The proposed theory permits a clear
description in an explicit analytical form of the narrowly
localized light fluxes in such waveguides. Examples of
semiconductor materials that could be used for designing
waveguides of this type are also considered.

1. THEORY AND RESEARCH METHODS

A flat interface between two nonmagnetic media of
fundamentally different optical types is considered as
a simple waveguide structure. In particular, a medium

with a smooth change in the spatial profile of the
refractive index/dielectric permittivity (i.e., n = n(x) or
€ = g(x), respectively; x being the spatial coordinate in
the direction perpendicular to the contact plane x = 0)
is on one side of the boundary, and a non-linear optical
medium wherein the refractive index/permittivity
depends on light intensity / (i.e., n = n(l) or & = g(I),
I = |E|?; E being the amplitude of electric field strength)
is on the other side. It is assumed that the considered
media have no dielectric losses; consequently, all their
optical characteristics are valid values.

The origin is located in the yz plane such that the
x-axis is perpendicular to the interface located in the x =0
plane. We shall consider a transverse wave propagating
along the interface with a non-zero component of the
electric field strength: E, = y(x)exp(ifz — iwt), where
B = kn is the propagation constant; n = ck/® is the
effective refractive index; ¢ is the speed of light in
vacuum; o is a frequency; k£ = 2n/A is a wave number;
A is a wavelength; y(x) is the spatial distribution of
electric field strength in the direction transverse to
the interface. As is well known [1, 2], function y(x)
obeys the stationary equation (magnetic permeability is
assumed to be equal to one):

W' () + {e(x, 1) = n? Py (x) =0, (M

where the dielectric permittivity of the waveguide
system is written in the following form:

e (x), x<0,
e 1) = {SN (I). x>0, @)

For definiteness, the graded-index medium is located
in the left half-space and characterized by dielectric
permittivity £;(x), while the optically nonlinear medium
is located in the right half-space and characterized by
dielectric permittivity ey(/).

If the transverse field distribution is represented as:

_ WG (X), X< 0,
V)= {WN ) x50 3

then, considering (2), Eq. (1) splits into the following
two:

WG () + e (1) -y () =0,x <0, (4)

VR )+ ey (D= r2 Py (1) =0,x>0. (5)

Equations (4) and (5) should be supplemented
with boundary conditions describing the continuity
requirement for the field components at the interface:
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Yy (+0) =y 5(=0), wi(+0) =y (=0), (6)

as well as boundedness at infinity: |y(x)| — 0, |x| — oo.

Since the localization of the light beam energy
along the waveguide layer represents an important task,
the focus is on such waves for whom the depth of field
penetration is less than the thickness of the gradient layer.
It has been shown in a number of our works [14-22]
that, in certain intervals of the waveguide system
parameters, the field amplitude at distances of the order
of the gradient layer thickness may be much smaller
than the amplitude at the interface and can therefore
be neglected. Consequently, there is no need to use the
boundary conditions at the distance of the gradient layer
thickness in this case; the boundary conditions at the
interface are sufficient for use when describing narrowly
localized surface waves.

The solution of Eq. (4) may be written in the
following form:

F(g(x)

, 7
F(g(0)) @)

Vg (0) =wv,

where y,—field amplitude at the interface; F(g)—
special function with an auxiliary argument g(x) solving
Eq. (4) analytically for a given permittivity profile g;(x)
and satisfying the following equation:

F'g' +F'g" +{eq(x)—n?}k*F = 0. (8)

The explicit form of dependence g(x) is related to
the substitution of variables when reducing Eq. (8) to the
form for which it is known that the exact solution is
expressed through some special function. For example,
in the case of linear replacement g(x) = ax + b in (8), it
would be g’ = a and g"” = 0; then, it would be simplified
as aF"+{eq (x)—n*}k2F =0.

When choosing to write the solution in the form (7),
it is necessary to consider the requirement at infinity:
[F(g(x)| = 0, x| — 0.

We shall briefly summarize the basic provisions
of the theory of the composite waveguides under
consideration. The waveguide comprises an ultrathin
boundary separating the medium with a dielectric
permittivity graded-index and a nonlinear optical
medium. The transverse wave is localized so that
the field does not extend beyond the boundary of the
gradient layer. The electric field distribution in the
direction transverse to the interface is determined from
the stationary one-dimensional nonlinear equation to
satisfy the conjunction condition at the interface and the
disappearance at infinity condition.

The explicit form of the solution of Eq. (5) depends
on selecting the nonlinearity model of the medium.

We shall further consider the waves arising in such
waveguides with profiles narrowly localized along the
interface of the media using the examples of Kerr and
stepwise nonlinearities and the graded-index exponential
profile.

2. RESULTS AND DISCUSSION
2.1. Kerr nonlinearity

The most common form of nonlinear response of
an optical system is the Kerr response, for which the
dielectric permittivity depends linearly on the light
intensity:

ex(D) = ggy + 0, 9)

where g, —unperturbed dielectric constant (positive);
o—Kerr nonlinearity coefficient whose positive and
negative value corresponds to the self-focusing medium
and defocusing one, respectively.

Then, considering dielectric permittivity (9), Eq. (5)
may be written in the following form:

YR ) —gRwn () +ak?y (x) =0,  (10)

where q%l = k2 (n? —&)N)-

The solution of nonlinear Eq. (10) at n? > €Ny
satisfying the condition |y(x)| = 0, |x| = oo, may be
written as follows:

\E‘Q—N >0
o kcth(x—xN)’ ’

\VN(x): 2
— .q—N’ o< 0,
\/ o] kshgy (x —xy)

where the xy value characterizes the position of the
“soliton” center and is determined from the boundary
conditions (6). Substituting (7) and (12) into (6), the
following may be written:

(12)

2

where the effective permittivity of the gradient layer is
introduced, as follows:

EGeff = Flg(0) & (14)

Russian Technological Journal. 2023;11(4):84-93

87



Models of waveguides combining gradient
and nonlinear optical layers

Sergey E. Savotchenko

Similarly, after substituting (7) and (12) into (6), the
field intensity at the interface is obtained as follows:

2(n? —€yN —EGefr) /% >0,

Iy=y§ = 15)
O 2eg o +Egn — 1)/t 00 <0,

Asanexample, the exponential dielectric permittivity
profile is considered:

eg(x) =g, (g, — g,)e™", (16)

where ¢, and ¢, are dielectric constants (positive) at
the interface and at the end of the gradient layer of
characteristic thickness /4, respectively.

Substituting the profile (16) into Eq. (4), the
following may be written:

Y6+ a) exp(2x/ a)— gy (x) =0, (17)

where 12 = a’k* (e, — ¢,), > = K*(n* — ¢).

In this case, F(g(x)) = J (g(x)), where J (g) is the
Bessel function of the first kind, g(x) = Ve¥/¢; then Eq. (7)
defining the solution of Eq. (17) at n? > g, and satisfying
the condition |y(x)| = 0, x — —co may be written in the
following form:

VG = Vo (V) (D). (18)

The effective permittivity of the exponential gradient
layer is written as follows:

Jog) v
8Geff =5 1 - (19)
Jaq 7)) ak
Thus, using Egs. (3), (12), and (18), the wave
propagating along the interface of the self-focusing Kerr
nonlinear medium and the exponential gradient layer
may be written in the following form:

2% ~EgN ~ger) Jag (Ve

g T
)= . aq ") (20)
E.q—N’ x>0,
o kchgy (x —xy)

where the dielectric permittivity of the exponential
gradient layer is defined by Eq. (19).

As a second example, the linear dielectric
permittivity profile is considered:
egx) =gy + (g) — & )(x/h). (21)

where h is the layer thickness in the case of a linear
function.

Substituting profile (21) into Eq. (4), the following
may be written:

v () + gy —n? +(gp — g )(x/ W)k g (x) =0. (22)

In this case, F(g(x)) = Ai(g(x)), where Ai(g) is the
Airy function of the first kind, g(x) = —x/x; + & and
xg ={al kG (&g —e )33, & = —(gy — nDhixg(e, — &,).
Then Eq. (7) defining the solution of Eq. (22) at
g, < n* < g, and satisfying the condition |y(x)| — 0,
X — —oo may be written in the following form:

Vg (X)=yoAi(=x/x; +06)/Ai(d). (23)

The effective permittivity of the linear gradient layer

is written as follows:

EGeff = _IOCL[:—(S) (24)
L Ai(S)

Thus, using Egs. (3), (12), and (24), the wave
localized along the interface of the self-focusing Kerr
nonlinear medium and the linear gradient layer may be
written in the following form:

2(n? —gyn —€cor)  Ai(—x/ S
\/ ON ~€Geff) l(x.xL+) £<0
a Ai(3)
2 aN
o kcth(x—xN)’

y(x) = ’ (25)

>0,

where the dielectric permittivity of the exponential
gradient layer is determined by Eq. (24).

2.2. Stepwise nonlinearity

Let now a nonlinear medium whose dielectric
permittivity is described by the step function (the model
of the simplest nonlinear medium [26] or the “sharp
step” model [27]) contact the gradient layer:

ol = 1< 5
N &y, |E|> E,,

where E is the field value; when reached, the abrupt
(instantaneous) switching from one value of the
dielectric constant g, to another ¢, (&, > &,) occurs.
Thus, near the contact in the nonlinear medium where
|E| > E, there is a region (near-surface domain) of width
x, in which the dielectric constant has value ¢,, while
outside of it where |E| < E, the dielectric constant has
value g;. The position of the boundary of the near-surface
domain x is determined by the following conditions:

(26)

Yy (x5 +0) =y (x, —0) = E,
(27)
Wy (xg +0) =y (x, —0).
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As shown in [26], in the stepwise nonlinearity
model, Eq. (5) with permittivity (26) decomposes into
two:

WN () = (7 —gDkPyN (0 =0, [E| <E, (28)
W (0 + ey —nP)k2yy (1) =0, |E[> E. (29)

The solution of Eq. (28) at n? > g, is written as
follows:

Yy (x) = Ege %), (30)

where qlz =(n? —sl)kz, while the solution of Eq. (28)
at n* < g, is written in the following form:

(X)) = ycos(py(x — x,,))/cos(p,x,,), (31

where p% =(g, - n2)k2, while values x, x  are
determined from the boundary conditions.

Substituting solutions (7), (30), and (31) into
boundary conditions (6) and (27), the following may be
written:

X, =X, +q; /p%, (33)
S|
Iy=vg=E 7 (34)

where the dielectric permittivity of the exponential
gradient layer is determined by Eq. (19).

Thus, the surface wave propagating along the
interface between the medium with stepwise nonlinearity
and a gradient layer with an arbitrary profile may be
written in the following form:

>

1/2
[ g, ¢ J F(g(x))

EGefr T €p — 17 F(g(0))’

172
y(x)=Eg- [:2 _S;J cos(p, (x—x,,)), 0 < x <x, (35)
-

— X=X
e N0 %) s X,

where the position of the near-surface domain boundary
is determined by Eq. (33).

In [22], the case of contact between a medium with
abrupt nonlinearity and a medium with an exponential
dielectric permittivity profile is considered. In this work,
the impact of optical parameters of the corresponding
waveguide structures on the wave profiles and their
controlled localization is analyzed (and illustrated) in
detail.

2.3. Discussion

The resulting Eq. (20) for surface waves differs
from the one given in [14]. Wave (20) can propagate
at the effective refractive index (propagation constant)
varying arbitrarily in the admissible range of values.
In [14], the authors present and analyze the dispersion
equation linking the effective refractive index and the
optical characteristics of the waveguide, i.e., its value is
fixed at given values of the waveguide characteristics. In
particular, they analyze the dependence of the effective
refractive index n on the nonlinearity parameter al,
being the product of the Kerr nonlinearity coefficient on
the field intensity at the media interface.

As is known, the propagation constant is related to
the angle of incidence of the beam exciting the surface
wave, which can vary under experimental conditions.
Therefore, such a parameter should be considered as
controlling, i.e., varying in experiments on the selected
waveguide structure. In the work, Eq. (15) determining
the dependence of the nonlinearity parameter o, on the
effective refractive index n is obtained. In our opinion,
this dependence is more practical from the experimental
point of view.

The difference between the obtained Eq. (25)
describing the wave narrowly localized along the
interface of a self-focusing Kerr nonlinear medium and
the linear gradient layer should also be emphasized. The
surface wave profile obtained in [10, 12] transverse to
the interface of such media can go beyond the gradient
layer. The developed theory is suitable for describing
waves whose spatial intensity distribution is completely
concentrated in the gradient layer and does not go
beyond its limits.

The following are examples of materials on which
composite waveguides combining nonlinear optical
layers and gradient layers with a spatial distribution of
optical characteristics can be based.

In nonlinear optical crystals, localization of the light
beam occurs due to the nonlinear response of the medium.
Under certain conditions, field localization occurs not
only in a medium with self-focusing nonlinearity, but
also with defocusing nonlinearity [28].

The dielectric permittivity—or square of the
refractive index—depends on the square of the electric
field strength, i.e., linearly on the light intensity
(Kerr nonlinearity), which is characteristic of KDP
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and LiNbO, crystals at certain wavelengths. This
form of nonlinear response is observed in multilayer
Co/TiO, nanocomposite films in a wavelength range of
400-1000 nm at temperatures of 10-50°C [29]. In [30],
the Kerr effect strengthening in cobalt-based thin films
in the same wavelength range is noted.

It is indicated in [31, 32] that a high-intensity light
beam can change the optical characteristics of crystals in
narrow regions along the direction of its propagation. As
aresult, the formation of a near-surface layer with optical
characteristics different from the rest of the crystal is
observed. Such changes are caused by the nonlinear
response of the crystal depending on the intensity of the
light beam propagating along its surface. The theoretical
description of such phenomena is based on models such
as “sharp” stepwise nonlinearity [26, 33], “smooth”
stepwise nonlinearity [27], and saturable nonlinearity in
various formulations [34, 35].

As noted in Section 2.2, the model of “sharp”
stepwise nonlinearity describes the change in dielectric
permittivity abruptly from one constant value to
another when the intensity of the light beam reaches
a certain threshold value. Within the framework of
such a model, many authors have been able to obtain
in explicit analytical form the results applied to the
theoretical description of the features of surface wave
propagation [26], self-reflection [33], self-localized
optical pulses [27], and optical bistabilities [36]. This
dependence can be considered as a limiting case of the
model of “smooth” stepwise nonlinearity in the case
of a sharp increase in dielectric permittivity at a small
increase in the light beam intensity.

It is shown in [37] that the change in the dielectric
permittivity of a semiconductor with exciton-exciton
interaction in a certain spectral range may occur quite
abruptly. The authors [38, 39] noted that such behavior
can be observed in semiconductor crystals such as
CdS and CdSe crystals with low biexciton binding
energy within the range of approximately 0.5-3.0 MeV.
The authors explain this phenomenon by the fact that
coherent photons passing through the semiconductor
film excite coherent excitons with the same wave vector-
and phase values as the photons. This optical interaction
results in biexcitons determining both the polarization
of the crystal and the concentration of quasiparticles
responsible for its optical properties. Optical nonlinear
effects can be observed at relatively low intensities of
the incident light beam.

It should be noted that some media under intensive
illumination undergo rapid changes in their optical
properties: in particular, in semiconductor-doped
CdSSe and Schott OG 550 glasses [40, 41], ion-doped
GdAlO3:Cr3Jr crystals [42], and thin films formed
from the photochromic protein bacteriorhodopsin [43].
A practically discontinuous change of the refractive

index from one value to another depending on the
intensity of the light beam was observed in them in the
limit at small relaxation times.

On the other hand, many semiconductor
heterostructures used in modern optoelectronics exhibit a
dependence of the refractive index or dielectric function
on the spatial distance [3]. In particular, the refractive
indices of GaAs/GaAlAs [44, 45], InGaAs/InAlAs [46],
and InGaAsP/InP [47] semiconductor photonic crystals
are described by spatially graded-index profiles.
Therefore, these materials can be referred to as optically
graded-index media. It should be noted that the use of
gallium arsenide, as well as heterostructures based on
it such as Gal—-xAlxAs, Gal-xInxAs and Gal-xAlxN,
Gal—xInxN, seems very promising due to their enhanced
radiation resistance [48] in comparison with other
crystals used in semiconductor optoelectronics.

Spatial distributions of refractive indices are often
created by implanting ions into glasses, which induce
ion-exchange processes creating stress induction near the
surface due to the large difference between the ionic radii
of the exchanged ions. For example, graded refractive
index profiles are formed in BK7 glasses by introducing
K*-Na" ions and in lime-sodium glass by introducing
Ag*-Na" ions [49]. It should be noted that the profiles
obtained by thermal diffusion of metal ions into the glass
substrate are close to the exponential profile [50].

Thus, by combining different semiconductor crystals
in a composite waveguide, it becomes possible to obtain
a nonlinear optical layer on one side of the waveguide
interface and a layer with a graded dielectric permittivity
profile on the other.

CONCLUSIONS

In the present work, a theoretical description of
waveguide properties of the interface between two media
with fundamentally different optical characteristics
is presented. The formulated flat waveguide model is
applicable to media having an arbitrary distribution of
the spatial dielectric permittivity profile.

An analytical expression describing the surface wave
propagating along the interface between the medium
with a stepwise nonlinearity and the gradient layer with
an arbitrary dielectric permittivity profile is obtained.
Analytical expressions for surface waves propagating
along the interface of the medium with Kerr nonlinearity
(both self-focusing and defocusing) with graded-index
media characterized by exponential and linear dielectric
permittivity profiles are also presented.

The above analysis of materials shows that it is
possible to select semiconductor crystals on which
composite waveguides combining nonlinear optical
layers and gradient layers with spatial distribution of
optical characteristics may be based.
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The results obtained in this work may be of value

in designing elements of optical devices based on the
possibility to control the localization of light beams
along the waveguiding surfaces of the interface of
contacting media.
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Abstract

Objectives. When processing images of the Earth’s surface obtained from satellites, the problem of restoring a
blurry image of a moving object is of great practical importance. The aim of this work is to study the possibility of
improving the quality of restoration of blurry images obtained at the limit of the resolution of the camera.

Methods. Digital signal processing methods informed by the theory of incorrect and ill-conditioned problems were
used.

Results. The proposed method for restoring a blurred photographic image of a moving object differs from traditional
approaches in that the discrete convolution equation, to which the problem of restoring a blurred image is reduced,
is obtained by approximating the corresponding integral equation based on the Kotelnikov interpolation series rather
than on the traditional basis of the quadrature formula. In the work, formulas are obtained for calculating the kernel of
the convolution obtained using the Kotelnikov interpolation series. The discrete convolution inversion problem, which
belongs to the class of ill-posed problems, requires regularization. Results of traditional approaches to restoring
blurred images using the quadrature formula with Tikhonov regularization and the proposed method based on the
Kotelnikov interpolation series are compared. Although the quality of the blurred image restoration is almost the
same in both cases, in the quadrature formula the blur value is expressed as an integer number of pixels, while, when
using the Kotelnikov series, this value can also be specified in fractions of a pixel.

Conclusions. The expediency of discretizing the convolution describing the image distortion of the blur type on the
basis of the Kotelnikov interpolation series when processing a blurred image obtained at the limit of the resolution of
the camera is demonstrated. In this case, the amount of blur can be expressed in fractions of a pixel. This situation
typically arises when processing satellite photography of the Earth’s surface.

Keywords: blurred image of a moving object, resolution, image restoration, Tikhonov regularization, inverse
problem, Kotelnikov interpolation series, edge effect
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HAYHYHAA CTATbA

BoccraHoB/ieHHEe cMa3aHHOTO (pOTOrpapuIeCcKOro
U300paKeHHs IBHAKYIErocsi 00beKTa, MOJIy4aeMOro
Ha mpejgesie pa3perianined cnoco0HOCTH

B.5. ®enopos ©,
C.l. Xapnamos,
A.U. CtapukoBCKui

MUWP3A — Poccuiicknii TEXHOIOrm4eckuii yHmsepcutet, Mocksa, 119454 Poccus
@ AsTOp AN nepenvcku, e-mail: feodorov@mirea.ru

Pesiome

Llenu. 3agava BOCCTAaHOBNEHNS CMa3aHHOM0 N306paxeHns ABMXYLLErocs 06bekTa MMeET B0sbLIOE NPakKTUYeckoe
3HayeHue, B YaCTHOCTU, Npu 06paboTke M306paxeHU i NOBEPXHOCTU 3eMN, NOJlyYaeMbIX CO CNYTHUKOB. Llenbio
paboThl ABNSETCS MCCNEA0BAHME BO3MOXHOCTU NMOBLILLEHNS KAYECTBA BOCCTAHOBIEHNS CMa3aHHbIX M3006paxeHuit,
noslydaemblx Ha npeaene paspeLuaioLlleri cnocobHocTn gpoToannapara.

MeToabl. Vicnonb3oBaHbl MeToabl UndpoBo 06paboTkM CUrHANOB, METOLbLI TEOPUM HEKOPPEKTHBIX N NI0X0 00Yy-
CJIOBJIEHHbIX 3a4a4.

PesynbTatbl. [peanoxeH METOA BOCCTAHOBEHNS «CMa3aHHOr0» GoTorpadmnyeckoro n3obpaxeHus ABUXYLLErO-
csl 06beKTa, OTIMYAIOLMNACS OT TPAOWLMOHHbBIX MOAX0A0B TEM, YTO YPaBHEHME ANCKPETHON CBEPTKU, K PELLUEHWIO
KOTOPOro CBOAMUTCS 3a4a4a BOCCTAHOBJIEHMS CMa3aHHOIro N3006paxeHns, Nosly4aeTcs nyTem anmnpokcMmMmaumm co-
OTBETCTBYIOLLENO UHTErPaNbHOr0 YPaBHEHWS HA OCHOBE MHTEPMONSLMOHHOIO psga KotenbHrkoBa, a He Ha OCHOBE
KBaZpaTypHOI GOpMyIibl, Kak 3TO AenaeTcs TpaauUMoHHO. B paboTe nonyveHbl GopMynbl Af1st BbIYMCIEHUS aapa
CBEPTKM, NOJIy4aEMOWN C MPUMEHEHNEM NHTEPMONSALMOHHOrO psiaa KotensHukosa. Kak n3secTHo, 3azada obpalye-
HUS AMCKPETHOWM CBEPTKM OTHOCUTCS K KNACCy HEKOPPEKTHbIX 3afa4 1 TpebyeT perynspusauuun. JaHo cpaBHeHne
pe3ynbTaToB BOCCTAHOBEHNS CMa3aHHbIX M306paxeHuii (C MCNOJIb30BAHMEM PErynsapusaLnmm no TUXoHoBY), OCy-
LLLECTBNIIEMOrO Kak TPagULMOHHBIM NMyTeM, T.e. C MPUMEHEHNEM KBaapaTypHOU GpopMysibl, Tak 1 NpeanaraembiM
€cnocob0oM, OCHOBbIBAOLLMMCS HA UHTEPNONSLMOHHOM psaae KoTenbHukosa. MokasaHo, YTO Ka4eCTBO BOCCTAHOB-
JIEHNS CMa3aHHOro N306paxeHns B 000MX Crydasix Nosy4yaeTcs npakTuyeckn oamHakosbiM. OfHAKO MCNONb30Ba-
HWe kBaapaTypHoi hopMysbl MpeanonaraeT, 4To BENYMHA «CMas3a» BbIpaXeHa LesfibiM YACIOM NUKCENEN, B TO Bpe-
Msi Kak B CJlydae ncrnosnb3oBaHus psaa KoTenbHMKoBa 9Ta BENIMYNHA MOXET 334aBaTbCsA U A0SIIMU NUKCENS.
BbiBoApl. MNoka3zaHo, YTO AMCKPETU3ALLMI0 CBEPTKM, ONUCHIBAIOLLEN NCKaXKEHNE N30OPaAXeHMs TUNa «CMas», Lere-
Cco06pa3HO OCYLLECTBNSATL HA OCHOBE MHTEPMOJIALUMOHHOMO psiaa KoTenbHrKoBa B ciydae, KOrzia OCyLLECTBSETCS
obpaboTka cMa3aHHOro M306paxeHus, NoJslydyaeMoro Ha npegene paspeluaioleri cnocobHocTy doToannapara.
9710 06YCNOBMEHO TEM, YTO B STOM CJly4ae BENMYMHA «CMa3a» MOXET COCTaBNATb A0NM nukcens. Takas cutyaums
XapakTepHa, Hanpumep, Ans CNyTHUKOBOM GOTOCHEMKM NOBEPXHOCTU 3EMNN.

KnioueBble cnoBa: «cMas» n3o0bpaxeHns ABMXYLLErocs 06bekTa, paspeLuatoLas cnocobHOCTb, BOCCTAHOBIEHNE
1n306paxeHns, TUXOHOBCKas perynapusaums, obpatHas 3agaya, MHTEPNoNsAUNOHHbIA psa KoTenbHMKOBa, KpaeBon ad-
dekT

¢ Moctynuna: 05.12.2022 » flopa6oTaHa: 09.03.2023 ¢ MpuHaTa kK ony6nnkosaHuio: 06.06.2023

Anga uytnposanua: ©enopos B.B., Xapnamos C.I"., Ctapukosckuii A.V. BoccTtaHoBneHne cmasaHHoro gotorpadpuye-
CKOro n3obpaxeHus ABrxKyLLerocs o0bekTa, nosy4aeMoro Ha npeaene paspeluatoLlenn cnocodbHocTu. Russ. Technol. J.
2023;11(4):94-104. https://doi.org/10.32362/2500-316X-2023-11-4-94-104

MpospayHocTb hMHAHCOBOW AeATENbHOCTU: ABTOPbI HE UMEIOT PUHAHCOBOI 3aMHTEPECOBAHHOCTM B NPEACTaB/EH-
HbIX Matepuanax unm MeToaax.

ABTOpPbI 3aBASOT 06 OTCYTCTBUM KOHMIMKTA MHTEPECOB.
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INTRODUCTION

The problem of restoring a blurred image of amoving
object has been quite well studied!' [1-14]. Thus, in the
case when the velocity of the moving object is known
a priori, its solution is reduced to an inversion of the
discrete convolution. This is obtained by approximating
the corresponding integral convolution by replacing
the integral with a quadrature formula (typically the
trapezium quadrature formula). However, another
possibility, proposed in this work, is based on the
replacement of the integrand by its Kotelnikov
interpolation series. In this case, the integrand function
expresses the dependence of the brightness of the image
point on its coordinates.

If we consider an image whose smallest details
are significantly larger than the pixel size, then, when
restoring it after blurring, the value of blurring can be
set to the accuracy of the pixel size, i.e., expressed by
an integer number of pixels. In this case, as we will
show, the result of restoration is almost independent
of the way in which the convolution was discretized.
However, this is not the case when it is necessary to
restore a blurred image obtained at the resolution limit
of the camera, i.e., when the smallest details of the
image are close to the pixel size. In this case, it may
be necessary to express the amount of blur in fractions
of a pixel in order to maximize resolution. In practice,
this may imply the need to interpolate the blurred image
prior to its restoration, i.e., to virtually represent it as
if by smaller pixels. By doing this, it will be possible
to express the exact value of blur by a whole number
of these smaller pixels and then apply a traditional
restoration method.

However, such approaches are associated with
additional consumption of computer memory. For
example, if the pixel size has to be reduced by a factor
of 10, then the size of the corresponding image array
will increase by a factor of 100.

The proposed method of integral convolution
approximation based on the Kotelnikov interpolation
series allows blur to be specified in fractions of a pixel:
consequently, no interpolation of the image implying
additional consumption of computer memory is required.

METHOD
Basic integral equation
A basic integral equation linking the brightness of

points of the blurred image Q(x, y) with the brightness of
points of the restored image P(x, y) has the form:

I Gruzman 1.8, Kirichuk V.S., Kosykh V.P., Peretyagin G.I.,
Spector A.A. Digital Image Processing in Information Systems:
Tutorial. Novosibirsk: NSTU; 2002. 352 p. (in Russ.).

T
O(x,y)= wsz(x —v.Ly— vyt)dt,
0

where (x, y) are Cartesian coordinates of the current
point; (v,, vy) are Cartesian coordinates of the image
velocity on the CCD matrix surface (by assumption all
image points move with the same velocity); w is the
pixel size; T is the exposure time [1-3].

If the vertical component of velocity is absent, then
we have a Fredholm integral equation of the first kind of
convolution type:

2vxT
0 ="~ [ Px-t)de M

X0

Discretization of the convolution based on the
quadrature formula

By replacing the integral in Eq. (1) with the
trapezium quadrature formula, we obtain

2 n
0(x) =~ ¢, P(x - kw),
Y k=0

where ¢, =c¢,=0.5,¢c,=... =c, | = 1 are the coeflicients
of the quadrature formula; n = v /w is the amount of
image shift during exposure time, expressed as an
integer number of pixels; k € {0, ..., n}.

Or, since within a single pixel the brightness must be
considered constant, we have

min{n,m} _ 2

w
O(my~ Y. —c¢ P(m—k), )

=0 Vx
where m is the pixel number; m € {0, ..., M — 1};

M is the number of pixels in one row, k € {0, ..., m};

O[m] = Q(mw); P[m] = P(mw).
Then the equality in (2) will be considered as exact.
Convolution (2) can also be written in matrix form

Q=A-P, 3

where, for example, if M = 8 and n = 3, the Toeplitz
matrix A would have the form:

(0.5 0.0 0.0 00 0.0 0.0]
1.0 05 0.0 00 00 0.0
w2|1.0 1.0 05 0.0 0.0 0.0
v. |05 1.0 1.0 05 0.0 00/
00 05 1.0 1.0 05 0.0
100 00 05 1.0 1.0 05
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Convolution discretization based
on the Kotelnikov interpolation series

Assuming that the maximum spatial frequency in
the Fourier transform of the image P(x) does not exceed
1/2w, the subintegral function in (1) can be represented
by the Kotelnikov interpolation series:

P(x) = f P[k]sinc(i—k}
w

k=—0

Inserting this expression into (1), we obtain

2 +00
0 == Plk] j smc(———— jd&
X k=—o0
or
Olml= Y. Plklalm—k]= Y alk]Plm—k].
k=—o0 fk=—0

However, since the horizontal dimensions of the
image are limited to M pixels, we arrive at an approximate
equality (which we will further assume to be exact):

M-1
Olm]~ Y. Plklalm kI, (4)

k=0

where the kernel of this discrete convolution is defined

by the formula
- kD + Si(nk)J. 5)

w2 v.T
alk]= [S{n[
w

a[k]
CoOo=~=MN
momowmowm

-20 -10 0 10 20

-10-5 0 5 10
k

Corresponding diagrams are shown in Fig. 1.

As we can see from the above diagrams, the
convolution kernel (4) approaches the convolution
kernel (2) as the amount of image displacement for the
exposure time increases. In the case of convolution (4),
the shift value can be expressed not only by an integer
number of pixels, but also by fractions of a pixel. In the
case of convolution (2), however, this value is always
expressed as an integer number of pixels.

Convolution (4) can also be written in matrix form:

Q=A-P. (6)

However, here, unlike case (3), the Toeplitz matrix A
will no longer be a lower triangular matrix (it will not
have zero diagonals).

Simulation of a blurred image
(direct problem solving)

For numerical experiments on blurred image
restoration, it is necessary to have the images blurred
in the right way. It is possible to obtain such images
using relations (2) or (4), considering function P[m] as
given and function Q[m] as unknown. The mentioned
relations can be reduced to a cyclic convolution, which
is effectively computed (and reversed) on the basis of
the fast Fourier transform (FFT). For example, Figs. 2
and 3 show the original image and the horizontally
blurred 20 pixels image obtained in this way,
respectively.

When simulating a blurred image, the essential
point is the presence or absence of transient edges in the
blurred image. In the horizontally blurred image shown
in Fig. 3, such transient edges (left and right) are present.
Each of these transient edges comprises a strip of width

-10 0

10 20
k

Fig. 1. Diagram of the kernel of the discrete convolution (4) obtained using the Kotelnikov interpolation theorem
and corresponding to different values of the image blur Ax = vxT/w
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Fig. 2. Source image

Fig. 3. Simulated blurred image with uncropped edges (horizontal blur size—20 pixels)

equal to the amount of image displacement, whose
brightness gradually decreases to zero.

However, since the prototype of the obtained image
is like an infinite ribbon with no edges at both ends,
the real blurred photographic image will have no such
edges. Therefore, in order to conform the obtained
blurred image to reality, its edges should be cropped.

RESULTS

Results of blurred image restoration without the
application of regularization

Reversal of the simulated blurred image, as well as
obtaining the solution of the direct problem, is feasible
on the basis of FFT. Thus, a discrete convolution of the
form (2) or (4) can be represented as a cyclic convolution
by augmenting each of the finite sequences included in
the convolution with the required number of zeros

M-1
Qlm]= Y Plk]a[m—k], (7

k=0

where Q, P, and a are arrays of length equal to length(P) +
+ length(a) — 1 obtained from the corresponding arrays
0, P, a (included in (2) and (4)) by adding the required
number of zeros.

Then, to reverse this convolution a so-called inverse
filter can be used, whose effect in the frequency domain
is as follows:

FIP]= ﬁf[o],

where F[-] denotes the discrete Fourier transform; 1/F[a]
is the so-called transfer function of the inverse filter.

If in this case the transient edges of the simulated
blurred image are not cut off, the restoration result will
be almost perfect even without the use of regularization.
An example of an image restored in this way is shown in
Fig. 4. Experiments show that, in order to obtain this
result, the length of tails of the Kotelnikov kernel should
be not less than 3 in cases where the edges of a blurred

v
image Ax =——=20 remain uncropped. The length of

tails refers to the number of counts of the kernel with
negative indices, which is also equal to the number of
counts with indices greater than Ax.

However, as already noted, the real blurred image is
distinguished by the fact that it has no transient edges.
If, in accordance with reality, the resulting transient
edges are cut off, the result of restoration (without
regularization) will be extremely poor. A corresponding
example of the result of restoration is shown in Fig. 5.

It is possible to try to correct the situation by
performing a preliminary restoration of the cropped
edges. Such restoration can simply entail the addition of
two vertical bars equal to the width of the blur to the left
and right of the cropped image, whose pixel brightness
of the horizontal rows will increase/decrease (by
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Fig. 4. Blurred image with uncropped edges restored with an inverse filter using the Kotelnikov kernel
and without regularization

Fig. 5. Blurred image with uncropped edges restored with an inverse filter using the trapezium quadrature formula
and no regularization

continuity) according to a linear law. Figure 6 shows
an example of a simulated blurred image with cropped
transient edges, while Figs. 7 and 8 depict the results of
its restoration after the restoration of the cropped edges.

As can be seen, the result of restoration by reversing
the discrete convolution with the Kotelnikov kernel
turned out to be much better. However, as shown by
numerical experiments, the quality of the restoration
significantly depends on how many counts in the tails
of the Kotelnikov kernel, defined by formula (5), are
taken into account. In this case, only counts with indices
from 0 to 20 (with a blur value of 20 pixels) were taken
into account, i.e., the tails of the kernel were completely

discarded. In general, we cannot claim that the treatment
of the discrete convolution with the Kotelnikov kernel
without the application of regularization in all cases
guarantees a satisfactory result.

As can be seen from the examples, although edge
restoration slightly improves the result of image
restoration, its quality is still generally unsatisfactory. The
reason is that the inversion of discrete convolutions (2)
or (4) can be considered as a solution of a system of
linear algebraic equations (SLAE) of the form (3) or (6)
respectively.

Errors of restoration (and moreover the complete
absence of such restoration) should be considered as

Fig. 6. Simulated blurred image with cropped transient edges at a horizontal blur value of 20 pixels
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Fig. 7. Blurred image with cropped edges restored with an inverse filter using the Kotelnikov kernel
and no regularization

s

Fig. 8. Blurred image with cropped edges restored with an inverse filter using the trapezium quadrature formula
and no regularization

errors in the setting of initial data (i.e. errors in several
extreme values Q[0], ..., O[M — 1]). The estimate of
the relative error of the obtained solution is known to
be proportional to the relative error of the right part of
SLAE with the proportionality coefficient equal to the
conditionality number of SLAE matrix. This number,
whose value depends both on the matrix size and on the
value of blur, is typically quite large. Thus, even a small
relative error of initial data can lead to very significant
relative errors of the obtained solution. To mitigate this
phenomenon, the Tikhonov regularization method is
usually used in the convolution reversal [1-3].

Results of blurred image restoration by inverse
filtering with Tikhonov regularization

The image restoration problem is known to be very
sensitive to errors of initial data (the solution of the
Fredholm 1-grade integral equation (1) belongs to the class
of incorrectly posed problems). Therefore, in the presence
of any significant errors in the initial data, the convolution
reversal requires the application of regularization.

The transfer function of the Tikhonov regularized
discrete inverse filter has the form:

A[m]
| Alm] 2 +a 2P [m]’

where 4= F[a], W? is the stabilizing function of the order
p=0,1,2,...; ais the regularization parameter (o > 0,
with o = 0 there is no regularization; this parameter
can be chosen, for example, experimentally); array a is
defined in Eq. (7) [1-3].

Stabilizing function of zero order is W0 = F([1, 0, ..., 0]),
i.e., identically equal to 1. The first-order regularizing
function is defined as W2 = F([1, -2, 1,0, ..., 0]), i.e.,
the Fourier transform of the 2nd-order finite-difference
filter. Regularizing functions of higher orders are
the degrees of 2. The results of restoration with
edge restoration and application of regularization of
horizontally blurred image by 20 pixels are shown in
Figs. 9 and 10.

As we can see from the obtained results, the quality
of the blurred image restoration is equally good when
using the quadrature formula as in the case of using the
Kotelnikov series.

Results of numerical experiments
on image restoration at blur values expressed
in fractions of a pixel

Let us now consider the situation when we need to
restore a blurred image obtained at the resolution limit
of the camera, i.e., when the instantaneous images of the
smallest details of the moving image are close to the size
of a pixel. In this case, we will consider a test image
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Fig. 9. Blurred image after cropped edge restoration, restored via inverse filter
using the Kotelnikov kernel (a =103, p=1)

Fig. 10. Blurred image after cropped edge restoration, restored using an inverse filter
using the trapezium quadrature formula (a= 1072, p=1)

consisting of parallel strips of decreasing width down
to the size of one pixel (in the image space) as a model
of the subject. Figure 11 shows a momentary image of
such a test image (taking into account the finiteness of
pixel size of the camera CCD matrix). Figure 12 shows
a horizontally blurred image by 5.5 pixels of the same
test image.

Figure 13 shows the restored blurred image with
uncropped edges using the inverse filter using the
Kotelnikov kernel and no regularization. To obtain
the best restoration result for a given value of blur
of the image, the tail length of the Kotelnikov kernel
should be chosen experimentally. Thus, the result
shown in Fig. 13 is obtained with a tail length equal
to 2.

As we can see from comparison of Fig. 14 and 15,
the contrast of the restored blurred picture of the test
image using the Kotelnikov kernel is higher than when
using the quadrature formula. This is not surprising,
since the value of blur is equal to 5.5 pixels: when using
the quadrature formula, only the shift by an integer
number of pixels can be taken into account. Thus, in
case of using the quadrature formula, the inverse filter
has been adjusted to a blur value equal not to 5.5, but
to 6 (because when using the quadrature formula there is
no possibility to consider the fractional part of the blur
value).

111l

Fig. 11. Instantaneous (unblurred) picture of the test
image, obtained at the resolution limit

gl

Fig. 12. Horizontally blurred image of the world by
5.5 pixels (the edges are not cropped)

111l

Fig. 13. Blurred picture of a test image with uncropped
edges, restored with an inverse filter using the Kotelnikov
kernel and no regularization
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(118

Fig. 14. Result of the cropped blurred picture
restoration of the test image with the inverse filter using
the Kotelnikov kernel with preliminary restoration
of the cropped edges (a=1073,p = 1)

i

Fig. 15. Result of the cropped blurred picture restoration
of the test image with uncropped edges using the inverse
filter using the trapezoid quadrature formula
with preliminary restoration of the cropped
edges (a=1072,p=1)
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Abstract

Objectives. Following the imposition of sanctions against the Russian Federation, which included a ban on the
supply of foreign electronic equipment—including automation systems—to Russian enterprises, the continuing
development of science and technology in Russia became a question of ensuring technological sovereignty according
to the principle of import substitution. According to plans developed by the Ministry of Industry and Trade of the
Russian Federation, the policy of import substitution, including automation systems, will ensure the replacement of
imported equipment with domestic counterparts.

Methods. Approaches underlying the joint project of MIREA — Russian Technological University and Environmental
Industrial Policy Center to solve the problems of import substitution are described. Various substitution strategies
available in the world experience, as well as objective and subjective obstacles to their implementation in Russia,
including the insufficiency of domestic regulatory legal acts and previously formed attachments to imported
technologies and regulatory frameworks, are considered. Distinctive features of contemporary external relations are
adduced to the necessity and urgency of developing technological sovereignty. The main functional requirements
for a software and hardware platform for developing modern automated control systems (ACS) for mechanical
engineering applications, as well as the required capabilities of an engineering center for solving applied problems
of overcoming import dependence, are described. The components of the production of capital goods (engineering)
and its role in the product life cycle are shown.

Results. The selection of a pilot engineering object comprising a sectional glass-forming machine, along with a
software-hardware complex including elements of industrial electronics and ACS, is justified. The main functional
elements of the ACS and their interrelations are shown.

Conclusions. The results confirm the necessity of achieving complete import substitution for the creation of digital
products. Prospects for cooperation with interested organizations are shown.

Keywords: product life cycle, technological sovereignty, import substitution, mechanical engineering, software and
hardware platform, glass-forming machine, automated control system, reverse engineering
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Pesiome

Llenu. Mocne BBeaeHus caHkumii npotns Poccuiickoih @epepaumn v 3anpeta NnocTaBki MHOCTPAHHOW 3/1eKTPOH-
HOM TEXHWUKU, B T.4. CAUCTEM aBTOMATU3ALMNN, POCCUNCKUM NPEeanpPUSaTUAM, BXXHENLLEN 3a4a4el PasBuUTUS HayKu
TexXHUKN B Poccum aBnsieTcs obecnevyeHne TeXHONOrm4eckoro cysepeHuteta. OamH n3 «KMprnmymkos» B GyHOaAMEH-
Te peLleHns JaHHOoM 3aia4m — 3To uMnopTo3amelleHne. CornacHo niaHam, paspabdotaHHbiM MYHUCTEPCTBOM NpPo-
MBILLNEHHOCTU 1 Toproenu Poccuiickon denepaumm, Kypc Ha UMNOPTO3aMeLLEHNE MOMOXET NMPOU3BECTU 3aMEHY
MMMNOPTHOro 060pyA0BaHNS OTEYECTBEHHBLIMM aHaIoramu.

MeTopabl. OnucbiBalOTCS NOAXOAbl, MOMOXEHHbIE B OCHOBY COBMeCTHOro npoekta PTY MUP3A n HUN «LL3MMM»
Nno peLLeHnIO 3a4a4 MMNopTo3ameLleHns. PAacCMOTPEHbI MELWMECH B MUPOBOM OMbITE CTPATErMn 3amMeLLeHNs,
a Takxe 0O6bEKTVBHbIE 1 CYOBEKTMBHbIE NPENATCTBUS AJ15 €ro NpoBeaeHns B Poccumn, cpean KOTOpbIX HeA0CTaTou -
Hast GYHKLMOHAIbHOCTb HOPMATMBHO-MNPABOBbIX aKTOB 1 CHOPMUPOBAHHAS MPUBA3AHHOCTb K UMMOPTHBIM TEXHOJO-
rmsam n npasunam. NokazaHa 0CO6EHHOCTb COBPEMEHHbIX BHELLIHMX B3AaUMOOTHOLLEHMI Poccumn kak npuynHa Heoo-
XOAMMOCTU 1 CPOYHOCTN GOPMMPOBAHMS TEXHONIOIMYECKOro cyBepeHuTeTa. OnncaHbl OCHOBHbIE GYHKLIMOHAsbHbIE
TpeboBaHMsa K NporpaMMHo-annapaTHon nnaTtdopmMe Afs NOCTPOEHUS COBPEMEHHbLIX aBTOMATU3UPOBAHHbIX CU-
ctem ynpaeneHnsa (ACY) ansg mMawmnHOCTPOEHMUS, a TakxKe BO3MOXHOCTU UHXUHUPUHIOBOIO LIEHTPA s peLlleHmns
NPVKNagHbIX 3a4a4 N0 NPEOAOEHNIO MMMOPTO3aBUCUMOCTU. [1oka3aHbl COCTaBHbIE YaCTU NPOM3BOACTBA CPEACTB
NPOM3BOACTBA (MALLUMHOCTPOEHNS) U €0 POJb B XXU3HEHHOM LMKIIE NPOAYKLUMNN.

PesynbTatbl. O60CHOBaH BbIGOP MUIOTHONO 06BbEKTA MHXMHUPUHIA — CEKLMOHHOM CTEKNIO(MOPMYIOLLEN MaLLVHbI,
npegMeTa paspaboTky — NPOrpaMMHO-annapaTHOro KOMIMJEKCA, BKTIOYAIOLLErO 3/1eMEHTbI MPOMbILLIIEHHOM 3NeK-
TpoHukM 1 ACY, nokasaHbl OCHOBHbIE DYHKLMOHANbHbIE 9nemMeHTbl ACY 1 BO3HUMKAIOLLME MEXAY HUMWN CBA3.
BeiBoabl. [oaTBEPXAAETCS, YTO B CO3A4aHUN UMOPOBLIX NPOAYKTOB HEOOXOAMMO [OOUTHCS MOSIHOMO MMMNOPTO3a-
MeLLeHus. [NpeacTaBneHbl NepPCneKTUBbl COTPYOHNYECTBA C 3aMHTEPECOBAHHBIMY OPraHM3auusMu.

KnioueBble cnoBa: XXM3HEHHbIN LMK npoaykuun, TEXHONOrM4eCKnin CyBEPEHUTET, MMMNOPTO3aMeLleHne, Malln-

HOCTpPOEHue, nNporpamMmMmHO-anmnapaTtHas nnaﬂbopma, CTeKﬂO(bOpMyIOLLI,aﬂ MallnHa, aBTOMaTtnu3npoBaHHaaA cCcuUctemMa
ynpasJieHnd, peBepC-NHXNHNPUHT
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npospaquocn: d)MHaHCOBOVI AedaTesibHOCTuU: ABTOpr HEe NnMeloT q)l/lHaHCOBOI7I 3anHTEepecoBaHHOCTW B nNpeacTaB/leH-

HbIX MaTepunasiax nin MmetTogax.

ABTOpPbI 3a9BASIOT 06 OTCYTCTBUM KOHMIMKTA MHTEPECOB.

INTRODUCTION

From the point of view of classical economics, the
expenditure of resources on import substitution cannot
be considered highly efficient. This is explained by the
fact that the customer of the process will be forced to
spend money to re-learn the existing mode of production.

The reasons prompting the Russian Federation to
import substitution policy in 2023 were not so much
fundamental, stemming from the opportunity to increase
domestic economic potential, as situational, caused by
sanctions, which created an existential threat to the state
and its economy [1]. The prevailing environment of
hostile or suspended relations with yesterday’s economic
partners dictates the need and urgency to localize the
full range of products. At the same time, critical types
of production activities need to be oriented exclusively
to the domestic market, recreating production chains
within the country [2].

In 2022, a comprehensive block of urgent measures
was introduced in response to the sanctions policy,
which, although contradicting the concept of import
substitution, made it possible to avoid the risks of
a catastrophic fall in production and consumption. Thus,
while allowing parallel imports without the permission
of rights holders and zeroing import duties merely
changed the form of import dependency, they appear
to have represented a necessary temporary solution,
not only in terms of creating a window for the creation
and consumption of domestic products, but also in
terms of allowing the characteristics of domestically

manufactured goods to be improved as compared with
their imported equivalents. This provides a basis on
which the imperative to create technological sovereignty
can be formulated.

CAPITAL GOODS PRODUCTION AS THE BASIS
OF THE TECHNOLOGICAL SOVEREIGNTY OF THE
COUNTRY

Under contemporary conditions, a particular
country generally specializes in the production of
those products where it has an advantage in terms of its
possession of factors of production [3]. Comparative
cost theory [4, 5] considers that a country cannot have
a competitive advantage across the entire spectrum of
locally produced goods, which are also available on
global markets. Under sanctions, however, the need for
domestic production increases regardless of the presence
or absence of competitive advantages.

An analysis of the industrial life cycle diagram
depicted in Fig. 1 shows that the sector of manufacture
of technical means of production or mechanical
engineering, which has an impact on the whole chain
of transformations (redistribution) of the substance—
from the extraction of raw materials to the disposal of
the product. Obviously, synchronization of multivector
substitution is required—manufacture of the means
of production and consumption items. Ultimately, the
need for consumption should ensure the effectiveness
of import substitution of the technical means of
production.

Capital goods production

Extraction

materials (initial processing)

and Production
rocessing ! of components and L
P of raw 9 semi-finished products

Production Recycling
of consumer goods > and final
(higher processing) disposal

t

t |

Fig. 1. Diagram of the industrial product lifecycle
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Capital goods production

Physical element (mechanics, electrics, electronics, pneumatics, hydraulics)

Plastic and rubber Metal products, Other elements
) . of prefabricated
products including fasteners
structures
Industrial Industrial Production
assembly testing sample
4

Digital element (software products)

Automated control
systems

Supervisory control
and data acquisition
system (SCADA)

Predictive analytical
systems

Fig. 2. Interaction of industrial elements in the production of capital goods

The mentioned sector consists of two industrial
elements (Fig. 2): physical (machines, machining
workstations) and digital (data collection, process
control). The digital element is implemented in
the physical by means of software and hardware
platforms (SHP) to ensure the proper functionality of
automatic control systems, relying on actuators (valves,
servo drives, etc.). The supervisory control and data
acquisition (SCADA) system is used to control complex
production equipment, which centralizes the functions
of actuators, as well as providing production statistics for
automated control systems (ACS) of the technological
process and for predictive analytical systems.

As well as constituting a national security goal,
the development of mechanical engineering represents
a fundamental condition for further growth and
development of the country. Even taking into account
the reduction already occurring over the past 8 years,
the continuing dependence on imports for 50-90% of
equipment components represents the main constraint
on the development of domestic production and ensuing
economic growth.!%3%5  This determines import
substitution priorities, without which the associated
processes are likely to occur haphazardly and lacking
proper efficiency [1].

An import substitution phase was experienced
by the majority of newly industrialized countries

during the period between the 1950s and 1970s [6].
This was concomitant with the economic assumption
that the economic situation of commodity-exporting
countries (developing countries) will tend to deteriorate
if they do not resort to an import-substitution policy
during the process of industrialization (Prebisch—Singer
hypothesis [7]). While South American countries
mainly concentrated their efforts on saturating domestic
markets, Southeast Asia tended to be more export-
focused. While the export strategy turned out to be
more effective [8], this could only be achieved if the
national currency is constantly weakened, which tends
to lead to a decrease in the added value of the product,
high domestic inflation, or restrictions on the growth of
living standards [9].

In Russia, import substitution (where it was
implemented) was based on an export strategy [10].
In November 2015, the State Council of the Russian
Federation adopted basic decisions on this issue. As part
of the recommended actions, it was proposed to:

e support the process of import substitution with
financial resources, mainly through changes in
taxation, as well as with funds from the Industrial
Development Fund and the Federal Corporation for
the Development of Small and Medium Business,
including project financing and the provision of state
guarantees;

! Order of the Ministry of Industry and Trade of the Russian Federation No. 2486 dated 07.07.2021. https://rulaws.ru/acts/Prikaz-
Minpromtorga-Rossii-ot-07.07.2021-N-2486/. Accessed April 04, 2023 (in Russ.).

2 Order of the Ministry of Industry and Trade of the Russian Federation No. 2913 dated 02.08.2021. https://rulaws.ru/acts/Prikaz-
Minpromtorga-Rossii-ot-02.08.2021-N-2913/. Accessed April 04, 2023 (in Russ.).

3 Order of the Ministry of Industry and Trade of the Russian Federation No. 3273 dated 20.08.2021. https://rulaws.ru/acts/Prikaz-
Minpromtorga-Rossii-ot-20.08.2021-N-3273/. Accessed April 04, 2023 (in Russ.).

4 Order of the Ministry of Industry and Trade of the Russian Federation No. 2882 dated 30.07.2021. https://rulaws.ru/acts/Prikaz-
Minpromtorga-Rossii-ot-30.07.2021-N-2882/. Accessed April 04, 2023 (in Russ.).

5 Order of the Ministry of Industry and Trade of the Russian Federation No. 2881 dated 30.07.2021. https://legalacts.ru/doc/prikaz-
minpromtorga-rossii-ot-30072021-n-2881-ob-utverzhdenii/. Accessed April 04, 2023 (in Russ.).
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e completely focus the system of public procurement
on the purchase of domestic equipment, applying
special incentives to stimulate Russian production
facilities;

e create a system of centralized management of import
substitution and related control, which would allow
blocking the purchase of foreign products if Russian
analogs are available.

In pursuance of these tasks, several laws and
regulations (L&R) were enacted, in particular,
RF Government Decree No. 2087 and RF Government
Decree No. 2098 dated February 18, 2022. While
acknowledging their obvious advantages, we would like
here to draw attention to some of their disadvantages.
For example, the criterion of effectiveness stipulated in
RF GD No. 209 is the number of created sets of design
documentation, which cannot be said to reflect economic
effectiveness. While RF GD No. 208 seems to offer
a better mechanism, it lacks mechanisms for the vertical
integration and aggregation of development objects
according to various attributes; moreover, each component
is developed by separate teams, which greatly increases
the unit costs of product development as a whole [11].

Local development of software and electronics is
supported in Russia. Import substitution programs are
additionally implemented within the framework of the
national project Small and Medium Entrepreneurship,
where the division of efforts occurs in two directions:
deployment of serial production, as well as the
production of unique equipment and the creation of new
technologies facilitating the introduction of know-how
and science-intensive capital goods [12].

The purpose of the enacted L&R is to support the
deployment of domestic production to create products
that replace imported analogs and surpass the latter in
their consumer characteristics, as well as leading to the
development of new technologies (Fig. 3) [13]. For the
Russian economy, this concerns not only products, but
also technologies and institutions (rules), whose import
has largely determined the continuing dependence
on global engineering development centers. This
development strategy was imposed not only on industry,
but also in education and science, whose development
is tied to external assessments and standards: the result
was the “implicit sanctions model” [1] implemented long
before the beginning of the present confrontational era.

etal.
Stage Type of technology Type of improvement
Prospective Intention
Introduction
Bringing it up

Working out New
Replication

Upgrading

to best practice

. Improvement
Transient . -
(increase of efficiency)

Old

- Significant changes
(traditional)

are not possible

Disappearing

Cessation

Fig. 3. Evolution of technologies according
to O.S. Sukharev [14]

The formed attachments to imported technologies
and standards represent one of the main obstacles to their
replacement. Since this managerial effect is related to the
core of technological content, domestic developers need
to create such a core and put it into action in the face of
fierce competition with the currently functioning—albeit
at the expense of parallel imports—infrastructure [1].
As a rule, manufacturing industries try to exclude from
their daily activities the risks associated with the need
to improve skills, carry out research and development,
and develop other time-consuming innovations. This
explains the inertial reaction to the imposition of
sanctions, since it is always easier to obtain parallel
imports than to force elements of a complex system to
localize technology and equipment.

In the context of import substitution, this represents
a fundamental limitation. While technological substitution
provides an opportunity to create your own product, it will
continue to reduce the competitive potential of the individual
industry and the economy as a whole if current patterns of
economic orientation to the imported product are not altered.
Therefore, centers of competence for overcoming import
dependence become engineering centers, representing
elements of innovative development [15].

Under contemporary conditions, the main focus
of import substitution projects should be not be aimed
at updating fixed assets, thus merely replicating the
already achieved technological level, but instead focus
on creating a basis for the rapid development and
modernization of the real sector of the economy.

For most areas of manufacture of technical means
of production, the creation of automatic and ACS

6 State Council commissions discussed the idea of creating a unified service for import substitution. https://tass.ru/ekonomika/14848255.

Accessed April 04, 2023 (in Russ.).

7 On the granting of subsidies from the federal budget to the autonomous non-profit organization “Agency for Technological
Development” to support projects involving the development of design documentation for components required for industries. Decree
of the Government of the Russian Federation No. 208 dated 18.02.2022. http://static.government.ru/media/files/zISr7dzERAaYQYON2

HBwbN4FoBahIM6Y.pdf. Accessed April 04, 2023 (in Russ.).

8 On providing grants in the form of subsidies from the federal budget for the implementation of projects to create and (or) develop
engineering development centers on the basis of educational organizations of higher education and scientific organizations implementing
projects related to the development of components. Decree of the Government of the Russian Federation No. 209 dated 18.02.2022.
http://government.ru/docs/all/139438/. Accessed April 04, 2023 (in Russ.).
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presents a significant challenge. The current uncertainty
in maintaining the operability of production equipment
in this area is a consequence of its having been
characterized by its reliance on foreign microelectronic
and software solutions over the past decades. Thus,
the insufficient development of the Russian industrial
controllers, peripherals and development tools means
that problems of localization of mechanical engineering
cannot be promptly solved.

The problem of creating domestic SHP solutions,
comprising a set of hardware and software used to
monitor and control production processes, maintain
feedback, and actively influence the course of the
process when it deviates from the declared parameters,
as well as regulate and optimize the controlled process, is
especially acute. Comprising a branched structure with
distributed I/O and centralized signal processing, an SHP
must ensure the physical interconnection of actuators
and sensors of technological equipment. Depending on
the type, the signal lines are connected to analog and
discrete signal input/output modules, which are in turn
connected to a programmable logic controller (PLC)
via a fieldbus. To increase fault tolerance, two industrial
PLC modules supporting hot redundancy can be used. In
the event of a cable break or failure of one of the remote
I/0 devices, a minimum restoration time of the entire
system should be required. Through industrial protocols
such as Modbus, Industrial Ethernet, etc. The PLC
provides information communication with the central
control system, possibly via a fault protection system.

Integrated application development tools (e.g.,
Codesys, ISAGRaf, etc.) supporting all 5 IEC 61131-3
programming languages (LD, FBD, IL, ST, SFC). Thus,
the PLC is responsible for receiving information from
the sensors in real time through the industrial network,
converting it and exchanging with other components
of the automation system, as well as controlling
actuators. Further data exchange between controllers
and operator stations takes place via the backbone
network. The operator level includes servers and user
automated workstations for monitoring the operational
technological and production process and, if necessary,
sending commands to change parameters.

In mechanical engineering, SHP is implemented
in the form of development and implementation of
applied software and hardware complexes (SHC) with
different degrees of universalization. The MIREA —
Russian Technological University and Environmental
Industrial Policy Center began a joint project to
establish the functionality of such platform on the
example of engineering the ACS of a glass-forming
machine (GFM) (Fig. 4). Unlike the physical element

9 National Standard of the Russian Federation. Programmable
Controllers. Part 3. Programming languages. https://docs.cntd.ru/
document/1200135008. Accessed April 04, 2023 (in Russ.).

of the equipment, where there are objective restrictions
to achieving 100% independence (for example, natural
rubber, comprising a component of many rubber
products, cannot be produced in Russia for climatic
reasons), the potential for import substitution of
the digital element has almost no limitations and is
recognized as a development priority for reasons of
production and information security in compliance with
the requirements of the best available technologies.

The object of engineering was selected on the basis
of scientific experience, close relations with industry
enterprises, first of all in the field of compliance with
the best available technologies. In cooperation with
one of the largest enterprises of the glass industry,
an eight-section GFM became available, for which
a reverse-engineering program is in the process of being
developed (Fig. 5). Our potential joint development
of the ACS GFM, which relates to import substitution
in the field of mechanical engineering (manufacture
of technical means of production), is on the priority
list of industrial policy due to mechanical engineering
comprising a fundamental condition for the growth and
development of the country’s economy.

ACS is typically considered in terms of a holistic
solution for ensuring the automation of technological
processes. The concept of “automated,” as opposed
to “automatic,” emphasizes the need for human
participation in individual operations, both in order
to maintain control over the process and due to the
complexity or inexpediency of automating individual
operations. ACS ensures safety of operations by means
of highly reliable alarms, interlocks and protections
having a minimum response time, exact fulfillment of
process regulations, elimination of erroneous actions of
operating personnel, maintaining the reliable operation
of equipment, and preventing emergency situations.

ACS level includes the development of a control
algorithm that collects information from the primary
sensors and actuators, processes the received information,
automatically regulates (maintaining process parameters
at the set value), manually and/or automatically controls
electric drives and process equipment, transmits
information from controllers and automation systems
to the upper level. Industrial networks are used for
information communication of all subsystems.

Within the framework of works on import
substitution, the main goal consists in the development
of ACS (software application part), implementation
of the technical means of automation for the existing
Russian fleet of sectional SFM based on the Russian
element base and use of applied and system products
from the register of Russian software!?. The next step

10 https://reestr.digital.gov.ru/. Accessed April 04, 2023
(in Russ.).
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Digital element (software products)
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systems and data acquisition analytical
system (SCADA) systems
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Test bench of the engineering center

Fig. 4. Engineering center competencies

consists in the adaptation of technological equipment of
the machine, including control panels, sensors of media
parameters, electromechanical valves, servomotors,
stepper motors, pumps, etc., with gradual transition to
the use of emerging Russian products. The result of the
system development will be the GFC SHC, combining
application software, providing algorithms of trouble-
free control of actuating mechanisms and control of
machine parameters. The software will be implemented
on section control PLCs (sectional controllers), devices
for setting of synchronous pulse sequences by the central

controller, speed and position control of frequency
converters through SCADA (Fig. 6).

SCADA is a software tool whose purpose is to
automate the control of technological processes, with
the adjustment of parameters being carried out in
real time. The operator receives comprehensive and
reliable information about the objects and performs
the necessary actions with the help of efficient means.
In industry, the functionality of monitoring, control,
archiving of the received data, alerting, and reporting,
are in demand. One of the key tools of the software

¢ Creation of design and working documentation, taking into
account expected improvements, launch of the pilot batch,
testing, mass production

Product
* Search for manufacturers, suppliers, work on reducing
Effort the cost of an element/assembly part/finished product,
distribution expansion of cooperation
® Prioritization of the method of import substitution
of an element based on technical requirements
Ranking and economic opportunities, assessment of the
expected improvements
« Creation of equipment specification,
Cataloging primary systematization

Element-by-element disassembly

of the object of comparison

* |nitial determination of form
and material, creation of draft
assembly documentation

Fig. 5. Hierarchical diagram of reverse engineering
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Fig. 6. Functional diagram for the development of the ACS bench. I0—input/output;
IDE—integrated development environment

package consists in the hierarchy of access levels. The
most common SCADAs on our market were products
manufactured by Siemens!!, Aveva'?, GE Digital'3 and
other companies. Currently, the functionality of Russian
analogs implemented on the platform of Astra Linux!'4
system is being improved, including support for object-
oriented production models.

In the course of experimental (seminatural) tests of
system algorithms carried out on the electromechanical
bench, the fastest and cheapest stage of prototyping
and testing of ACS algorithms of one section uses the
elements of a digital twin to virtually simulate the work
of other sections.

In the development of the systems created on the
basis of the comparison object, the planned development
of versions of the SHC adapted to different versions of
the GFM will involve varying degrees of localization of
the production of elements of the physical element of the
machine. The solution of the tasks requires the combined
efforts of interested parties. At the stage of SHC
development, financing is provided by own funds. Since
the current cost of such systems occupies a significant
proportion of the cost of equipment, a substitute product
has a significant commercial potential.

Importance is attributed to the possibility of providing
practical training to students of Russian education

11 https://www.siemens.com/global/en.html. Accessed April 04,
2023.

12 https://www.aveva.com/. Accessed April 04, 2023.

13 https://www.ge.com/digital/. Accessed April 04, 2023.

14 https://astralinux.ru/. Accessed April 04, 2023 (in Russ.).

institutes and the personnel of enterprises on the basis of
the Engineering Center. To reduce familiarization time,
the SCADA interface is designed to be visually similar
to that used in the existing GFM.

CONCLUSIONS

Based on the results of research on import dependence
overcoming and creating a technological sovereignty,
the authors came to the following conclusions:

1. Development of the ACS GFM platform is related
to import substitution in the field of mechanical
engineering, which is on the priority list of Russian
industrial policy.

2. Parallel imports are a temporary mitigation, but not
asolution to the problem. Critical components, which
include the production of electronic components and
software, can and should be locked into the domestic
market, recreating production chains within the
country.

3. Since technology comprises not only equipment, but
also carriers of knowledge, a key role is played by
personnel training. Engineering centers thus become
elements of innovative development, having the
potential to provide additional education for students
and industry specialists.

4. Technological sovereignty must be based on
technologies and products that are similar or superior
to the world’s best examples and practices.

5. Developers of technology and equipment must
cooperate and coordinate their efforts to maximize
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the efficiency of both innovation and reverse-
engineering. Since we are talking about the
manufacture of the means of production rather than
mass consumption products, it is inappropriate to
develop the same elements (physical and digital)
in parallel by different organizations. Combining
production orders and their long-term planning
will reduce the cost of productive machines, which
will affect the economy of mass-market products.
. Although the development and implementation
of ACS of technological processes offer strong
prospects for monetization, the initial stage of
research in the absence of innovative investors
is usually carried out at the expense of self-
financing. The existing methods of state support
are insufficiently coordinated with each other and
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