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Abstract

Objectives. In recent years, there has been growing scientific interest in the creation of intelligent interfaces for
computer control based on biometric data, such as electromyography signals (EMGs), which can be used to classify
human hand gestures to form the basis for organizing an intuitive human-computer interface. However, problems
arising when using EMG signals for this purpose include the presence of nonlinear noise in the signal and the
significant influence of individual human characteristics. The aim of the present study is to investigate the possibility
of using neural networks to filter individual components of the EMG signal.

Methods. Mathematical signal processing techniques are used along with machine learning methods.

Results. The overview of the literature on the topic of EMG signal processing is carried out. The concept of intelligent
processing of biological signals is proposed. The signal filtering model using a convolutional neural network structure
based on Python 3, TensorFlow and Keras technologies was developed. Results of an experiment carried out on an
EMG data set to filter individual signal components are presented and discussed.

Conclusions. The possibility of using artificial neural networks to identify and suppress individual human
characteristics in biological signals is demonstrated. When training the network, the main emphasis was placed on
individual features by testing the network on data received from subjects not involved in the learning process. The
achieved average 5% reduction in individual noise will help to avoid retraining of the network when classifying EMG
signals, as well as improving the accuracy of gesture classification for new users.

Keywords: digital signal processing, frequency filtering, electromyography, machine learning, neural networks,
interfaces, gesture manipulation
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HAYYHAA CTATbA

IIpumeHeHue podaCTHOM HellpoceTeBOH PUIbTPALIUMN
B 3a/1a4aX MOCTPOCHUA UHTEJICKTYAJbHbIX HHTEePdeiicoB

A.B. Bacunbes ©,
A.O. MenbHUKOB,
C.A. JlecbkoO

MUP3A — Poccuiicknii TeExHOI0rn4eckni yamsepceutet, Mocksa, 119454 Poccus
@ AsTOp ANa nepenmcku, e-mail: bysslaev@gmail.com

Pesiome

Llenu. B nocnegHve rofbl BO3POC HayYHbIA MHTEPEC K MOCTPOEHUIO MHTENNEKTYaNbHbIX MHTEPdENCOB ANs ynpas-
JIEHUS KOMMbIOTEPOM Ha OCHOBE OMOMETPUYECKMX AaHHbIX. OOHUM N3 NCTOYHUKOB TaKMX OAHHBIX CIYXUT CUrHanN
anekTpomMuorpadum (AMrI). CurHan SMIN MOXHO MCNONb30BaTb A KlaccudurKaumm XecToB pyK YyesoBeka. ITo
NO3BOJISET OPraHN30BaTb MHTYUTUBHO MOHATHBIN MHTEPDENC «4enoBek — KoMMbloTep». OCHOBHbIMY NpobneMamm
npwv MCNoNb3oBaHUK curHanoB OMI™ ABASIOTCA HANWMYME HENIMHENHBIX LLYMOB B CUTHANE U 3HAYNTENBHOE BIVSIHNE
MHOVBMUAYanbHbIX 0OCOOEHHOCTEN Yenoseka. Llenb paboTbl — nccnepoBaHve BO3MOXHOCTEN NPUMEHEHUS HEAPOH-
HbIX ceTel ons GunbTpaumm MHAMBUAYaNbHbIX KOMMOHEHT curHana SMr .

MeTopabl. Vicnonb3oBaHbl MaTeMaTU4eCKMe MeToapl 06paboTKy CUMHANOB U METOAb! MALLMHHOMO 0OYYeHNS.
PesynbTathl. [TpoBeaeH aHanM3 nccnenoBaHunii no tTemMe 06padotkn IMI-curHanos. MpennoxeHa KOHUENUUs NH-
TennekTyanbHo 06paboTkm Buonornyeckmx curHanoB. PaspaboTtaHa Moaenbs GunbTpaumMm curHana, nocTtpoeHa
CTPYKTypa CBEPTOYHOWN HEIMPOHHOW ceTn Ha OcHoBe TexHonoruin Python 3, TensorFlow n Keras. lNMpoBeaeH akcnepu-
MEHT Ha Habope aaHHbIX OMI™ no dunbTpaumm MHAMBUAYANbHBIX KOMMOHEHT CUrHanNa.

BeiBoabl. [poaeMOHCTpUpoBaHa BO3MOXHOCTb NMPUMEHEHNSI UCKYCCTBEHHbBIX HEMPOHHbIX CETEN ONs BbISBIEHUS
1 NOAABNEHUS MHAMBUAYAJbHBIX 0COOEHHOCTEN YenoBeka B G1onornyecknx curHanax. Mpu oby4eHnm cetm OCHOB-
HOW yrnop Aenancsa Ha MHAMBUAYyasbHble 0COOEHHOCTUN, TECTUPYS CETb Ha AAHHbIX, MOMYYEHHbIX OT CYOBEKTOB, HE
y4yacTBylOLLMX B Npouecce 06y4yeHust. JoCTUrHyTO YMEHbLUEHNE UHOVBUAYANIbHOTO LyMa B cpeaHeM Ha 5%. Ons
pelueHuns 3aa4m knaccubukaumm curdana AMIT gaHHbI pe3ynbTaT NOMOXET n3bexartb nepeobyveHns ceTu 1 no-
BbICUTb TOYHOCTb KNlaCcCUPUKALLMM XXECTOB A HOBbIX NMOJIb30BaTENEN.

KnioueBble cnoBa: undposas 06paboTka curHana, 4actotTHasa GunbTpaums, anekTpoMmmorpadust, MallMHHoe 00y-
YeHVe, HEMPOHHbIE CeTU, MHTEePdENCHI, ynpaBieHne xectamu

e MocTtynuna: 17.06.2022 ¢ flopa6oTaHa: 22.09.2022 ¢ MpuHaTa k ony6nukosanuio: 09.02.2023

Ana uutupoBaHus: Bacunees A.B., MenbHukoB A.O., Jlecbko C.A. MNMpumeHeHne pobacTHOW HellpoceTeBoin dusb-
Tpauun B 3agavyax MOCTPOEHUS MHTENNeKTyasnbHblX nHTepdencos. Russ. Technol. J. 2023;11(2):7-19. https://doi.
org/10.32362/2500-316X-2023-11-2-7-19

Mpo3payHocTb pUHAHCOBOM AeATENbHOCTU: ABTOPbI HE UMEIOT PUHAHCOBOM 3aMHTEPECOBAHHOCTN B MPEACTaBEH-
HbIX MaTepuanax nin Metoaax.

ABTOpPbI 3a9BASAOT 06 OTCYTCTBMM KOHDIMKTA MHTEPECOB.

INTRODUCTION this is what standardizes the interaction and determines

the boundaries of the functionality of working with the

One of the key steps in software design is the choice  software. Thus, interface concept is closely related to the

of a method to communicate with an individual. For  ysability of software systems. First of all, the usability is
this, unified structural, hardware, and software tools are  associated with a graphical user interface. The interface

used, which are necessary for the interaction of various s considered usable if the user needs the least amount
functional elements ofthe system. A set Of SUCh elements Of time to use the information System. The Second

is referred to as an “interface”. The interface between  parameter that affects the usability is, of course, the
an individual and software is especially important since  simplicity and time needed to train a new user to work
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with the information system. A good interface should
be intuitive and have as few hidden dependencies as
possible, as well as a minimal learning curve. In addition
to the graphical interface, an information system may
also have some command-program interface, which is
a set of messages (commands) that can be perceived by
the software system and processed using the application
programming interface (API). The usability of this type
of interface is evaluated by the number of commands
that need to be used to perform the targeted action on the
system. At the same time, it is desirable that commands
for different target actions not be repeated (duplicated).
These requirements impose a serious responsibility
on interface developers when designing interfaces for
software products and systems.

In the modern digital space, a human (user) is
transformed into an interactive system possessing
a rapidly expanding set of its capabilities. However,
the range of interactivity varies from system to system.
For example, in the aviation or aerospace industry,
where the working conditions of a user operating with
an information system are constrained by physical
conditions, interactivity can be described as limited.
On the other hand, everyday interactive systems, such
as multimedia devices and gaming complexes, do not
impose significant physical restrictions on the set of
interactions of an individual (user) with an information
system.

In order to improve the efficiency and usability
of information systems, researchers are constantly
looking for new ways to organize interfaces. Among
the factors that reduce the usability of information
systems, we can distinguish between technical, physical,
and informational varieties. Technical factors refer to
the quality of technologies applied both in software
development (network speed, amount of memory) and
in hardware (for example, the quality of a computer
monitor or camera). Physical factors mean the physical
environmental conditions during the use of the software
system, such as humidity, light, visibility, the possibility
of physical movements, etc. Information factors are
understood as the development of the interface of the
software system that ensures ease of use in general, for
example, the size of buttons in the graphical interface,
the ability to enter text, the ability to save data, etc.

Interfaces can be divided into several categories:
text, graphic, voice, video and hybrid. To improve
usability, each of these approaches should be
considered. Currently, interfaces based on audio and
video information received from various external
sensors are being actively developed. Among the
difficulties of using video, the following factors can be
distinguished: extraneous noise, poor visibility, physical
obstacles between the camera and the subject, the lack
of the appropriate angle for shooting, or a lack of verbal

communication (silence mode). Nevertheless, interfaces
based on audio or video can greatly expand the scope
of software systems. Moreover, while a text-based or
graphical interface necessarily requires an input console
or a screen plus input devices (keyboard), an audio- or
video-based interface requires only a microphone and
avideo camera. This allows a user to free his or her hands
and improve the quality of the user experience when
working with the system, using hands as an additional
control channel. In order to overcome the discussed
limitations of interfaces based on video information and
preserve their advantages, it is required to use a new
type of interface either hybrid or biological. Biological
interfaces are widespread in medicine. It should be
noted, however, that in medicine, an individual interacts
with information systems mostly passively, allowing the
device to retrieve and process the information received
through the interface. At the same time, the potential of
using biological interfaces is much wider. They can be
used to build complete information systems with a high
level of usability.

Measurements of biological signals, such as
electromyography (EMGQG), electroencephalography
(EEG), etc., can be used as additional information
exchange channels. In recent years, innovative research
has been carried out on the development and use of clothes
containing various sensors and transducers [1, 2], which
allow a person’s physiological activities to be recorded.
Such studies commonly use items of clothing that
contain sensors for recording EMG signals [3, 4]. EMG
allows you to record the electrical activity that occurs
when the muscle fibers are excited. Clothes containing
EMG sensors are in demand in many areas: from any
physically active activity (e.g., construction work and
sporting activities) to the calmest (e.g., office work).

EMG signals are used to diagnose neuromuscular
diseases, in psychophysiology, in the study of motor
activity, in studies of higher nervous activity, to evaluate
the results of prosthetics and orthopedics, and in
engineering psychology. Among other things, research
into the possibility of organizing a silent interface, that is,
an interface that does not require voice input and allows
controlling the information system through articulation,
has recently gained popularity.

The present work is focused on the use of EMG
signals as a basis for a human-computer interface.
Much research is aimed at analyzing the EMG signal
for developing smart prosthetics systems [5, 6] and
systems controlled by gestures [7]. Besides the EMG
signal, ultrasonic scanners can be used to solve the
problems of gesture classification [8]. A particular
problem identified by researchers involves the difficulty
of recovering specific control units in the EMG signal,
along with a high dependence of classification accuracy
on the specific person with whom the experiment is
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carried out [9, 10]. To solve such problems, methods of
decomposition [11] and clustering of EMG signals are
used in order to identify the muscle groups involved in
a particular hand gesture [3]. Signal conversion methods
used to minimize noise include the method of principle
components, auto-encoders, etc. [12, 13].

1. LITERATURE OVERVIEW

In a number of studies devoted to the classification
of the EMG signal, the problem of its filtering is raised.
In most of the publications only frequency filtering is
used, but other approaches are researched as well. The
most effective method is the preliminary clustering of
EMG signals in order to isolate motor units. However,
this approach leads to irreversible signal distortion and
does not apply to filtering.

In[14], the authors developed a system for identifying
muscles using needle EMG for prosthetics. The main
characteristics of this model are the following: the use of
needle EMG (16 sensors) and kinematic gloves, signal
preprocessing with low (10 Hz) and high (100 Hz)
frequency filters, and the use of artificial neural
networks. The data set consists of 5 movements with
10 repetitions of each movement. The input data for the
neural network are correlation matrices. The advantage
of the model is the compactness of a fully connected
neural network (3 hidden layers). The disadvantages of
the model include relatively low accuracy (90.1% for
the test set) and the need to use kinematic gloves. The
negative impact in model evaluation is due to the low
accuracy of signal recognition from a number of muscles
for the data set. The authors note that classification
errors may be due to insufficiently accurate labeling of
reference data.

In [15], the authors conducted an experiment to
compare statistical approaches to classify an EMG signal
with machine learning models. The task of the researchers
was the binary classification of the EMG signal. The
goal was to recognize meal intervals in a person’s
daily activities. The comparison was made between
SVM [16], RandomForest [17], LogisticRegression [18],
XGBoost [19], LightGBM [20], LSTM [21], and
Conv-LSTM models [22]. The advantages of the
work include an extensive comparison of statistical
methods and machine learning methods. An accuracy
of 94.76% was achieved for the balanced dataset for
statistical methods and 95.35% for the unbalanced
dataset. XGBoost turned out to be the most effective
statistical method for classifying the EMG signal.
The use of LSTM-type neural networks has improved
the classification accuracy up to 97%, however, the
researchers note the problem associated with the need for
a large amount of data to train this type of networks, as
well as insufficient data for machine learning methods,

data pollution by cumulative actions, poor Bluetooth
connectivity, features of right-handers and left-handers.

In [3], the authors developed a device for reading
an EMG signal powered by solar energy. The main
characteristics of the developed model are ultra-low
power consumption and an intelligent EMF sensor
localization system on a user’s wrist. Data for the
experiment were collected from 20 people and included
15 unique hand movements. Accuracy of 95.3% was
achieved when classifying 15 gestures. The position
of sensors on a person’s wrist is one of the problems
for this kind of tasks. EMG signal analysis methods are
highly sensitive to the position of sensors. Therefore, the
model needs to be retrained every time the position of the
sensors changes. This problem can be solved by locating
sensors on the wrist using intelligent data processing
from capacitive sensors. In order to analyze EMG
signals, clustering of all wrist muscles into 8 groups
was performed. To adjust the position of the bracelet
on the wrist, calibration based on data from 15 sensors
using convolution was used. To classify gestures, a
convolutional neural network with two convolution
layers with the rectified linear unit (ReLU) activation
function was used. It is noted that it is such small number
of layers allows solving the problem of retraining. The
disadvantage of the method is a significant drop in the
accuracy of the classification of movements in a static
position (a decrease in accuracy by 3%). Also, gestures
describing fine motor skills of fingers were not included
in the work.

In [23], a model for classifying gestures based on
ultrasound was developed. An ultrasound representation
of the muscles of the forearm was used to classify
gestures.

2. NATURE OF THE EMG SIGNAL

EMG is a method for studying the bioelectric
potentials that arise in the skeletal muscles of humans
and animals during excitation of muscle fibers.

There are three types of EMG:

1) EMG using needle electrodes that are inserted into
the muscle;

2) stimulation EMG;

3) EMG using skin electrodes.

Needle EMG provides the most accurate
representation of the electrical activity that occurs during
muscle stimulation but requires physical penetration into
human muscle tissue. The invasive nature of the method
is a limitation for use as a basis for an information
system interface.

Stimulation EMG is a type of non-invasive EMG
that uses skin surface electrodes to assess the conduction
of an impulse along peripheral nerves in response to
stimulation with a low-intensity electrical current. This
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Fig. 1. EMG signals in the time and frequency domains

type of EMG is used, in particular, to diagnose diseases
of the peripheral nervous system.

Surface EMG is a type of EMG in which skin
surface electrodes are used. Unlike stimulation EMG,
this type does not involve stimulation of the nervous
system but, on the contrary, consists only in recording
electrical activity during active excitation and relaxation
of muscle tissues.

With weak muscle contraction, either the potential
of a single motor unit or the potential of many motor
units is recorded. With an average strength and strong
muscle contraction, interference EMG is observed, in
which it is almost impossible to identify the potentials
of individual motor units. For people at rest, who do
not have problems in the area of the nervous system,
usually either no electrical potential activity is detected
or electrical potentials of individual muscle fibers are
recorded.

In a simple case, we will consider the following
scenario: a muscle reacts to a single action with
a single contraction. In this case, three phases can be
distinguished:

e latent period (from 2-3 to 10 ms), lasting from
the moment of applying irritation to the start of
contraction;

e shortening or contraction phase (40-50 ms);

e relaxation phase (about 50 ms).

The device for recording an EMG signal includes
electrodes that pick up muscle potentials, an amplifier of
these potentials, and a recording device.

The main parameters of the EMG signal are:

e amplitude (1 pV —50 mV),

e frequency (0.5-500 Hz).

To analyze the EMG signal in more detail, it
is presented as a decomposition of frequencies and
amplitudes obtained using the Fourier transform.

Any part of a muscle can contain muscle fibers
belonging to 20-50 motor cells. As a result of movement,

many motor units are excited. The cumulative action
potential can be recorded using EMG equipment and will
be presented in the time domain in the following form:

+n(t)

S(1)= 3 SAPMC () +n(0)=3_ 3 k; -
j

Joi J

where SAPMCJ. is the sequence of the action potential of
the motor cell; £; is the amplitude factor for the muscle
of the jth motor cell; fis the shape of the action potential;
0.. is the time of occurrence of SAPMC; a, is the scale
clllange n(t) is the additional noise.

In this work, we use the signal obtained with
a single-channel surface EMG. The use of a single-
channel system makes it possible to simplify signal
registration by ignoring the time synchronization of data
from parallel EMG channels.

The main problem when using EMG signals as
a control interface is their variability and instability,
primarily due to external interference, -electrode
displacement, skin sweating, and muscle fatigue.

Attempts to eliminate the influence of muscle fatigue
consist in the use of switching devices when the signal
changes, or the use of static methods such as filtering.

The success of the implementation of the device
control interface is determined by the degree of reliability
of the decoding of muscle biopotentials in the registered
EMG signal during the planned movement. An accurate
determination of the motion type is hindered by the low
signal-to-noise ratio in the measuring system.

Signal distortions can occur due to the side effect of
the signals of the electrical activity of the heart, shifts of
the electrodes relative to the designated position, changes
in muscle biopotentials, noise from electronic devices,
ambient electromagnetic radiation, and similar factors.

To date, a common method for determining the types
of movement is the use of various classifiers.
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3. PROBLEM STATEMENT

To build an efficient interface based on EMG
signals, it is necessary to solve a number of problems.
First, it is necessary to clean the signal from noise,
which is recorded during excitation of human muscles.
Secondly, the signal must be classified in some way
so that the received actions or patterns can be used
to create control actions by the information system.
In this work, we will solve the problem of cleaning
the signal from noise. The main problem is the non-
linear nature of the noise. By noise, we mean some
non-linear component of the signal, which depends
on the parameters of recording the EMG signal from
a biological object. The amount of noise depends on
such parameters as the level of voltage in the laptop
electrical network, the parameters of the signal
amplifier, the quality of the electrodes, the quality of
the preparation of the skin surface for installing EMG
electrodes, etc.

A signal X is a sequence of samples x; (i = I,_N). It
is assumed that this signal may contain non-linear noise
Z., which can be suppressed using a filter:

I=X xh,

where I is a useful signal, X is a noisy signal, h is
a neural network filter.

We compared data for one type of gesture from two
subjects (Fig. 2). As can be seen from the figure, these
signals differ from each other not only in the phase of the
signal, but also in the shape. Neural network filtering is
used to minimize these differences.

The purpose of neural network filtering is to get rid of
the individual component of the signal, which varies from
person to person. This type of distortion is called individual
noise. Individual noise is understood as a non-linear
component of the signal, which can be defined as follows:

Z=X-1,

where Z is individual noise.

Signal from the first subject

Class 0 EMG signal for two subjects

60 —— Subject 1
- Subject 2
40 4
_g; 20 -
3 o L
IS
<

150 200 250 300 350 400
Time
Fig. 2. EMG signal for one gesture received from two
different subjects

0 50 100

The task is to find the filter parameters h, which will
minimize the difference in signals describing the same
gesture class, but received from different subjects. Such
a task can be described as:

X % h—X, x h) — min,
where i is the subject index, & is the gesture class number.
3.1. Signal processing block-diagram

After receiving the EMG signal from the sensors,
filtering is carried out in two stages. At the first stage,
a low-bandpass filter (up to 50 Hz) and a high-bandpass
filter (more than 1.5 MHz) are used. These filters allow
you to get rid of the noise generated by electronic
equipment and external static electric field. The signal
processing block-diagram is shown in Fig. 3.

3.2. Datasets

When planning the experiment, two databases
containing EMG data were considered suitable for
building an information system with gesture-based
control. The experiment required a data set containing
EMG signals received from the forearm region when

Unprocessed Frequency Neural network Filtered
signal filtering filtering signal l
The same
signal
Signal from the second subject
Unpr_ocessed » Fr(_equ(_ancy Neur.al ngtwork FiI_tered T
signal filtering filtering signal

Fig. 3. Block-diagram of neural network filtering
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making a set of hand gestures. When working with the
information system, each of the gestures can be used as
a control action when.

3.2.1. Ninapro Data

This database is available for academic purposes
on a dedicated website! [24]. The goal of the project is
to develop a family of algorithms that can significantly
increase dexterity and reduce learning time for
a controlled SEMG prosthesis. The project’s challenge
is how to provide patients with a cheap, easy to use
prosthesis that can be controlled in a natural way.

The data set consists of bioelectrical muscle activities
collected under special conditions using differential
SEMG electrodes. Currently, data are available for
67 healthy subjects and 11 amputees.

The Ninapro data collection process was designed to
be easily repeated for obtaining new data from different
research groups.

3.2.2. RF-Lab. Digital Signal Processing
Laboratory (DSP) RTU MIREA

The project database contains EMG signals sampled
from the forearm area. Six subjects participated in data
collection. Each subject consistently repeated one of
the 9 hand movements (gesture) 79 times. The signals
recorded for each gesture were written into a 400-sample
vector. The total number of signals is 2820 [9]. The data
set includes gestures of the following classes:

o wrist up (class 0);
wrist down (class 1);
clenching all fingers (class 2);
clenching the index finger (class 3);
clenching the middle finger (class 4);
clenching the ring finger (class 5);
clicking the thumb with the middle finger (class 6);
unclenching all fingers (class 7);
turning the hand to the left (class 8).
The following components were used to register
the signals: Arduino Leonardo (Arduino AG, China),
ECG-EMG Arduino Shield (OLIMEX LTD, Bulgaria),
single-channel surface electrodes and USB Type-A /
USB Micro-B.

As a result, 79 vectors of 400 units in length were
used for each gesture which provided a window in which
the action potential was captured. Thus, it includes
only the most important data that are needed for the
classification task, thereby reducing the consumed
computing resources and increasing the accuracy.

As part of this work, the RF-Lab? dataset was used
as it is focused on building a human-machine interface
with gesture control.

' http://ninapro.hevs.ch/. Accessed June 15, 2022.
2 https://rf-lab.org/. Accessed June 01, 2022.

3.3. Filtration quality assessment

To assess the quality of the signal, the standard
deviation of the EMG signals is analyzed. For each type
of movement, the value of the standard deviation of the
signal for all subjects is calculated (Fig. 4).

1001 — Subject 0
Subject 1
) —— Subject 2
S 80 —— Subject 3
5 — Subject 4
GS) 601 —— Subject 5
©
<4
3]
2 401
8
n
201

100 150 200 250 300 350 400
Time

0 50

Fig. 4. Standard deviation for gesture classes
for each subject

When filtering the signal, it is necessary to reduce
the standard deviation of the EMG signal within each
gesture class. As an example, the standard deviation was
calculated for a class 0 gesture before and after filtering
using a frequency filter (Fig. 5).

35
30
25
20
15
10

— Before filtering
— After filtering

Standard deviation

0 50 100 150 200 250 300 350 400

Bpewms

Fig. 5. Comparison of the standard deviation of the EMG
signal amplitude before and after frequency filtering

It can be seen from the figure that frequency filtering
reduces the standard deviation of the signal over the
entire segment; therefore, this method is used to evaluate
the efficiency of signal filtering in our experiment.

4. DEVELOPED MODEL
OF A NEURAL NETWORK

Digital filters are widely used today in various areas
of signal processing, both technical and biological, which
include the EMG signal. Mathematical models of digital
filters can be described using vectors and numerical
matrices. For a binary signal, the numbers in the matrices
can be binary. There are two types of filters: finite pulse
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Fig. 6. Comparison of the activation function of ReLU (left), LeakyRelLU (center), and PReLU (right).
ais a parameter of the PReLU activation function; y is an input signal

response and infinite pulse response. The filter must
suppress the harmonic components of the original signal in
one frequency band (stop band) and pass them in another
frequency band (pass band). In most cases, in extremely
complex problems of signal analysis, classical techniques
based on the Fourier transform and wavelet transform are
used to construct the feature space. Due to the complexity
of understanding the nature of the signal, the features of one
task may be completely unsuitable for another task, and it is
required to construct a feature space from scratch. The EMG
signal falls into the category of signals with a complex nature,
for which standard filters are not suitable for processing. It
can be represented as a time series [25]. Therefore, to build
a filter for the EMG signal, it may be appropriate to use
intelligent models. One of the most effective intellectual
models at the moment is neural networks.

To solve the problem, we will use a neural network
type that includes convolution layers. Such networks are
called convolutional networks. As an activation function,
it is proposed to use parameterized ReLU (PReLU).
The use of this activation function is an achievement
in machine vision that has allowed for surpassing the
human level in ImageNet® image recognition tasks. The
error back propagation and update process for PReLUs
is simple and similar to traditional ReLUs. The main
difference between PReL U and ReLU is that this function
does not zero out negative input signals. Instead, negative
input signals are multiplied by some non-zero factor,
which allows negative values to be taken into account in
network training and signal processing. A comparison of
the PReLU activation function with a regular ReLU is
shown in Fig. 6.

As part of the National Data Science Bowl (NDSB)
Kaggle competition, the PReLU activation function
made it possible to reduce overtraining due to the
element of randomness in the work. When comparing
the classification accuracy of two convolutional artificial
neural networks with different activation functions on data
sets (images used to test the quality of pattern recognition
algorithms) CIFAR-10, CIFAR-100%, and NDSB?®,

3 https://www.image-net.org/. Accessed June 09, 2022.

4https://www.cs.toronto.edu/~kriz/cifarhtml. Accessed June 10,
2022.

5 https://www.kaggle.com/competitions/datasciencebowl/
overview/about-the-ndsb. Accessed June 10, 2022.

results were obtained that indicate that for all sets the
modified functions ReL U family activations have surpassed
traditional functions. RReLU is significantly superior to
other activation functions on the NDSB dataset because
on this dataset, the activation function avoids overtraining
as this dataset contains less training data. To train machine
learning models, modern cloud infrastructure tools such as
Docker® and Amazon Azure’ were used [26].

In the experiment, the Python 3.8 programming
language and the Keras 2.9.0% library were used when
building a neural network model. The architecture of the
neural network developed for filtering the EMG signal
is shown in Fig. 7.

conv2d_26_input: InputLayer

'

conv2d_26: Conv2D

l

dropout_6: Dropout

'

conv2d_27: Conv2D

'

flatten_11: Flatten

:

dense_11: Dense

Fig. 7. Convolutional neural network architecture

The developed model contains two convolutional
layers. A matrix of 20 % 20 serves as input data for
the network, which is a raw EMG signal consisting of

Shttps://www.docker.com/. Accessed June 10, 2022.

7https://azure.microsoft.com/en-us. Accessed June 10, 2022.

8 https://github.com/keras-team/keras/releases/tag/v2.9.0.
Accessed June 10, 2022.

Russian Technological Journal. 2023;11(2):7-19

14


https://www.image-net.org/
https://www.cs.toronto.edu/~kriz/cifar.html
https://www.kaggle.com/competitions/datasciencebowl/overview/about-the-ndsb
https://www.kaggle.com/competitions/datasciencebowl/overview/about-the-ndsb
https://www.docker.com/
https://azure.microsoft.com/en-us
https://github.com/keras-team/keras/releases/tag/v2.9.0

Robust neural network filtering
in the tasks of building intelligent interfaces

Anton V. Vasiliev,
Alexey O. Melnikov, Sergey A. Lesko

400 samples. The first layer contains 64 feature maps
of size 5 x 5 and the PReLLU activation function (with
parameter a = 0.02). The second convolutional layer
contains 32 feature maps of size 3 x 3. Then there is
a rectification layer and a fully connected output layer
with a dimension of 400, which corresponds to the
dimension of the input signal. Such a dimension at the
output of the network allows the output signal to be used
on a par with the input signal, expecting that the output
signal will retain useful information about the subject’s
wrist movement pattern. The model was trained using
Microsoft Azure® cloud computing power [26].

5. IMPLEMENTATION OF THE MODEL
AND ASSESSMENT OF THE OBTAINED RESULTS

In the experiment, a data set was used collected by
the team of the DSP Laboratory (RF-Lab) [9], containing
the data of one channel of the EMG signal received from
6 subjects. Each subject performed 9 different hand gestures.

5.1. Experiment structure

To train the neural network, the dataset was
transformed as follows. First, it was divided into
3 parts: training, validation and test sets. The training set
comprised 60% of the total data and included data from
four of the six subjects. The validation set contained
20% of the data, including data from the same four
subjects. The test sample contained the remaining 20%
of the total data and included data from two subjects
not participating in training. This approach was used to
demonstrate the validity of the resulting model on data
from subjects that the model did not see during training.
Each training example consisted of the original signal
as input and the paired signal as the target value. The
paired (target) signal was selected in such a way that it
belonged to another subject. The neural network was
trained using the Adam optimization algorithm [27], the

9 https://azure.microsoft.com/en-us. Accessed June 01, 2022.

Result of neural network filtering
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Fig. 8. Comparison of the standard deviation before
and after neural network filtering for each signal class

number of training epochs was 25. The mean squared
error [28] was used as the error function.

5.2. Results

After training, the resulting model was evaluated on the
remaining two subjects from the data set. Comparisons were
made for each signal class separately (such as wrist movement).
As an indicator of the effectiveness of the developed model,
the standard deviation of the signal before and after filtering
was measured. Its values before and after filtering are shown
in Fig. 8. The measurements were carried out for signals of
each class separately. As can be seen from the figure, the
signals for gestures with class 6 (clenching the ring finger) and
8 (unclenching all fingers) have the greatest deviation.

As can be seen, on average, the reduction in the
standard deviation is 5% for the signals received during
the movement of the hand. The best result was obtained
for movements with classes 4 and 5. An increase in the
standard deviation was recorded for signals with classes
2 and 8. A decrease in the standard deviation was achieved
for signals belonging to classes 0, 1, 3,4, 5, 6, and 7.

The results obtained allow us to speak about the
possibility of using neural network filtering in the tasks
of cleaning individual signals. The filtering result for the
class 0 gesture is shown in Fig. 9.

EMG signal before and after filtering

— Before filtering
After filtering

Amplitude

150 200 250 300 350 400
Time

0 50 100

Fig. 9. Signal standard deviation before and after neural network filtering
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Fig. 10. Standard deviation for different gestures
for each subject from the sample
Table 1. Comparison of the filtering result for different signal classes
Signal class 0 1 2 3 4 5 6 7 8
Change in the value
of standard deviation 3.93 3.1 -1.33 2.16 3.95 6.03 0.99 0.07 —2.41
after filtering
CONCLUSIONS

We also compared the standard deviation between
different gestures for the same subject before and after
filtering. The data obtained show that the difference
between gestures remained almost at the same
level (Fig. 10).

As can be seen from the results, the developed
neural network filtering model is able to compensate for
individual components in the EMG signal. The obtained
indicators of signal quality improvement are shown in
Table 1.

In this work, a study of approaches and methods for
the development of neural network filters for biological
signals was carried out. The proposed scheme for filtering
biological signals takes the presence of individual signal
components into account. A model was developed and
a convolutional neural network for intelligent filtering
was trained. Over the course of the study, an efficient
convolutional neural network architecture for filtering
the EMG signal was identified.
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An experiment on filtering a single-channel EMG
signal showed the effectiveness of the proposed model.
By using neural network filtering, the influence of
individual noise in the EMG signal can be reduced by
an average of 5%.

In further studies, it is planned to evaluate the effect
of neural network filtering on the accuracy of gesture
classification using an EMG signal.
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Abstract

Objectives. Snapshots of data can be stored in a holographic medium at varying depths. Data can be written via
a spiral data channel in spinning holographic media in the form of circular disks like CDs or DVDs. This data is then
read by shining a reference beam through the refraction following writing. However, holographic storage is distinct
from CD/DVD media in the sense that information is encoded in all three dimensions. Two-dimensional data is written
using a single laser beam that spirals around the material. Prototype holographic storage solutions use minuscule
cones formed by individual snapshots or pages to store one million pixels. As compared with magnetic disks and
tapes, which have a finite lifespan of 50 years at most, the longevity and dependability of optical media storage is
advantageous for long-term archiving. Holographic technology allows for the portability of data-intensive media such
as broadcast or high-definition video. However, the shelf life of holographic media remains low due to its sensitivity
to light. The primary goals of most storage devices are more storage space and faster data transport. Holographic
storage devices have the potential to outperform traditional optical storage devices both in terms of capacity and
performance. The present paper aims to evaluate the current international research trends in Holographic Data
Storage (HDS) and produce a graphical mapping of co-authorship and countries.

Methods. The major outputs of the dataset were authors, document type, publication, institution, nation, and
citations. After exporting 1052 data sources, HistCite software was used to analyze the citations; visualization
mapping was carried out using VOSviewer software and R programming language for the analysis of the author-
country-title association on Holographic Storage Devices.

Results. The most prominent authors, papers, journals, organizations, and nations in the field of HDS were identified
in HistCite. Then, four clusters were investigated using VOSviewer based on author keywords, citation collaboration
networks among different organizations, countries, and the HDS co-authorship network.

Conclusions. During the study period from 2000-2020 (21 years), 4636 authors contributed to 1052 publications.
The highest number of publications was in 2009, with a linear adjustment of R2 = 0.0136. The most prolific author,
Lee J., published 3.14% of the articles on this subject. In terms of country distribution, Japan took first-place ranking,
claiming 16.54% of the total number of articles. The “holographic” keyword was used in 62.55% of the articles.

Keywords: holographic, data, storage, bibliometric, HistCite, VOSviewer
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HAYYHAA CTATbA

bubauomMeTpuyecKuil aHAJIU3 JJUTEPATYPbI
10 roJIorpapu4ecKoMy XPAHEHHUIO JAHHBIX

K. Kumar 1: @, R. Parameswaran 2
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2 | lenTpansbHas 6ubnnoteka, beHapecckuii uHayncTcknii yHmsepcutert, Bapanacu-221005, NHavs

@ AsTOp AN nepenucku, e-mail: kumarkkutty@gmail.com

Pe3iome

Llenn. MomeHTaslbHble CHUMKM OaHHbIX MOXHO XPaHUTb Ha rosiorpaduyeckrx HOCUTENSAX Ha PasfiniHOn rnybuHe.
OHM MOryT 6bITb 3anMcaHbl N0 CNMPanbHOMY KaHany Nepeaayn aHHbIX Ha BpallaoLmecs ronorpaduyeckme HocuTe-
N B BUAE KPYIMbIX ANCKOB, NOX0XKX Ha CD vnu DVD. Nocne 3annucu gaHHbIeE MOXHO CYMTaTb YepPe3 NpoCBeYnBaHne
OMNOPHLIM JTy4OM Npu nomoLum pedpakumm. B otnnume ot CD/DVD HocuTenen, B ronorpaduyeckrx 3anoMmHaoLwmx
YCTPOMCTBax MHPOPMaLMa KOONPYETCS BO BCEX TPEX N3MEPEHUSX. [IBYyMEPHbIE AAaHHbIE 3aMNCLIBAIOTCS C MOMOLLIbIO
OJHOIr0 N1a3epHOro Jlyya, KOTOPbI 3akpyynBaeTCs No cnupanu Bokpyr matepuana. [naa Toro 4tobbl COXpaHUTb OAMH
MWJISIMOH NUKCENEN, MPOTOTUMBI PELLEHNI 19 FONorpadnyeckoro XpaHeHns JaHHbIX UCMOJIb30BaIM KPOLLEYHbIE KO-
HyCbl, 06pa30BaHHble OTAENbHBIMU CHUMKaMM AaHHbIX WY cTpaHuuamu. Mo cpaBHEHMIO C MarHUTHBIMU OMCKaMin
1 KacceTamu, CPOK Cy>X0Obl KOTOPbIX OrpaHnyYeH MakcumMmym 50 rogamm, ONroBEYHOCTb Y HAOEXHOCTb ONTUYECKNX
HocuTenen HGopMaLmMn UMEET IBHOE NPEeVMYLLLECTBO NP A0NrOCPOYHOM apXmMBMpoBaHuu. Fonorpaduyeckas Tex-
Honormns obecneyrBaeT NePeHOCUMOCTb HOCUTENEN C 6ONbLLIMM 06BbEMOM AaHHbIX, TAaKMX KaK TenenporpamMmmbl Uim
BNOEO BbICOKOW YeTkocTu. OfHaKo CpoK rOAHOCTU rosiorpaduyeckmux HOCUTENE 0CTaeTCsa HU3KUM M3-3a UX YyB-
CTBUTENbHOCTU K cBeTY. OCHOBHbIMM LIENIIMI MCMOJIb30BaHNS 6ONbLUNHCTBA YCTPONCTB XPaHEeHWS AaHHbIX IBASIOTCS
yBennyeHre obbema namaTn 1 6onee GbicTpas nepenaya naHHbIX. Fonorpaduyeckre 3anoMmHaloLmMe yCTponcTea
NOTEeHUMANIbHO MOTYT MPEB30MTU TPAANLMOHHBIE ONTUYECKME YCTPOMCTBA Kak MO EMKOCTHU, TaK 1 N0 NPOU3BOANUTEb-
HocTu. Llenb HacToswer paboTbl — OLLEHUTb aKTyaslbHble MeXAYHapPOAHblE TEHAEHLUMM NCCNea0BaHNn B 061acTu ro-
norpaduryeckoro xpaHeHus AaHHbIX U COCTaBUTbL rpadryeckoe 0ToOBpaxeHe COaBTOPCTBA U CTPaH.

MeTopbl. [na aHann3a 6bi1a ocylecTBieHa Bbibopka AaHHbIX, B KOTOPYIO BOLUAW @BTOPbI, TUM, KOIMYECTBO Ny-
6nvkaunii, ydpexaeHue, ctpaHa, KonmyecTBo U MecTo uuTupoBaHuii. Mocne akcrnopta 1052 MCTOYHUKOB AAaHHbIX
ONs aHanu3a uMTaT MCnoJsib30Banock NporpaMmmHoe obecneyerne HistCite; Bnayannsaums Obisia BbiNOJIHEHA C UC-
noJsib30BaHMEM NporpaMmMHoro obecneveHus VOSviewer n s3bika NporpaMMnupoBaHus R ans aHanmsa accoumnaumm
«@BTOpP — CTPaHa — Ha3BaHne» O roiorpadryeckoM XPaHeHU OAHHbIX.

PeaynbTtaTtbl. [Mpn nomowm HistCite 6binn onpenenexHbl Hanbosee 3Ha4YMMble aBTOPbI, CTaTby, XypHabl, OpraHm3a-
LM 1 CTpaHbl B 06/1aCTW rofiorpadmnyeckoro XxpaHeHns AaHHblx. 3atem, ncnonbays VOSviewer, Mbl UccnenoBanu ye-
Thip€ KfacTepa, OCHOBAHHbIX HA aBTOPCKMX K/OYEBbLIX CNI0BAX, CETAX COTPYAHNYECTBA MO LIUTUPOBAHUIO MeXay pas-
JINYHBIMW OPraHN3aunsIMm, CTPaHaMU, a Takxke CETAMU COaBTOPOB, MULLYLLIMX O FONOrpadryeckoM XpaHEHUN AAHHbIX.
BbiBoabl. 3a nepuog nccnegosarus ¢ 2000 no 2020 rr. (21 ron) 4636 aBTopoB Hanucanu 1052 nybnukauum. Ham-
6onbluee KONMYecTBo Nybankauuii 6eino usaaHo B 2009 r. ¢ koadduumeHToM aetepmuHaumm R2 = 0.0136. Hau-
6onee NpoayKTMBHbLIN aBTop, [xer Jin, onybnukosan 3.14% cTtateit Nno ronorpaduyeckoMy XpaHeHUo AaHHbIX.
C TOYKM 3peHns pacnpoCcTpaHeHns No cTpaHaMm NepBoe MeCcTo B pelTuHre 3aHana AnoHus ¢ 16.54% ot obuiero
Kkonun4yectea ctaten. Knoyeroe cnoBo «roaorpadumyeckmine MCnonb3oBanoch B 62.55% craten.

KnioueBble cnoBa: rosorpaduyeckmin, naHHble, XpaHunuiie, bnbnnometpudeckunia, HistCite, VOSviewer
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npoapaquocn: d)MHaHCOBOVI AedaTesibHOCTU: ABTOpr HEe NMetoT d)VIHaHCOBOI;I 3anMHTEepPeCcoBaHHOCTW B nNpeacTaB/1ieH-

HbIX MaTepunanax nin MmetTogax.

ABTOpPbI 3a9BASAOT 06 OTCYTCTBMM KOHMIMKTA MHTEPECOB.

INTRODUCTION

Since the advent of the digital age, the wealth of
knowledge available to the general public has grown
exponentially. This shift has been largely due to
declining data storage costs and the increasing storage
capacities of smaller devices. Although capable of
satisfying current storage needs, the data storage
industry will need to invest in new technologies if it
wants to keep up with rising demand. Magnetic and
classical optical data storage technologies store bits of
information as individual magnetic or optical changes
on a recording media. However, both approaches
are starting to reach physical limits beyond which it
becomes impossible to encode and thus store individual
bits. A novel and promising high-capacity option
is optical data storage that is distributed through the
bulk of a medium as opposed to being limited to its
two-dimensional surface. Significant progress toward
practical utilization of holographic data storage (HDS)
technology due to the recent emergence of cheaper
supporting technologies and major findings from various
research initiatives, which has generated conceptual
breakthroughs [1]. The high density of holographic
3D memories is obtained by superimposing numerous
holograms inside the same volume of the recording
material. Thus, data storage across three dimensions
becomes a practical option for next-generation memory
storage [2]. Given the expected development of such
systems at a comparable cost with current technology,
along with the optimization and standardization of
storage media, HDS could one day overtake magnetic
and traditional optical data storage solutions as the
industry standard for high-capacity data storage [3].
A comparable HDS system can store the equivalent of
data from over 1000 CDs, as well as offering benefits
over and above those of a traditional storage system.
Based on the research collated here, HDS represents a
novel three-dimensional data storage system offering
significant advantages over conventional read/write
memory systems. Some fundamental characteristics
of HDS will be discussed along with an examination
of potential uses for HDS in modern computing
systems. Since the primary focus of this paper is to
examine the current state of HDS research around
the world, we present a visualization network map to
show relationships between authors and their home

countries, along with their most frequently used terms,
as well as referenced sources and the authors who most
frequently cited them.

Brief introduction
to holographic data storage

Holographic data storage comprises a high-volume
data storage technology that creates holograms of each
data instance. Like traditional optical storage devices,
it stores high volumes of data in single volume also
called 3D Storage [4]. Both write-once and rewriteable
holographic media are possible (changes are reversible),
the latter using crystal photorefractive impact. The
memory architecture is comprised of a blue-green argon
laser, beam splitters, reflectors, LCD board, lenses,
lithium-niobite crystal, and a charge-coupled device
camera. The blue-green argon laser shaft splits into two
beams: a signal beam, which goes straight ahead, and a
reference beam, which is controlled by a beam splitter.
LCD screens reflect signals into lithium-niobite crystals.
The reference beam showed crystal from a new angle.
When the two beams meet, the signal beam would
hologram information [1, 5, 6].

Uses of HDS

Data mining: HDS can be used to identify patterns
more rapidly. Large databases with hidden patterns
benefit from data mining. However, data mining on PCs
places a heavy burden on data storage systems, whereas
holographic memory could speed up data mining by
improving access and storage [7].

Petaflop operations: a computer’s processing speed
with HDS is 1000 trillion floating point operations/s.
Holographic memory frameworks speed up data
access. Holographic memory can handle massive data
requirements and be used instead of 10ns DRAM, hard
drives, CD ROMs, and rock-mounted petabytes of
storage [8].

Benefits of HDS

One terabyte can be stored in holographic memory.
Unlike the fastest hard disk, which typically offer data
access times of 5-10 ms, data recovery takes place in
the microsecond range. For example, HDS can transport
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Table 1. HistCite indicators

Ser. No. Indicator Definition
All records from an author, source, or other category, or all records, have a total score.
1 TLCS/TGCS TLCS = Total Local Citation Scores.
TGCS = Total Global Citation Scores
2 Recs The number of records where a given item is found is shown in the “number of records” column
3 LCS The number of citations to work within the collection is represented in the Local Citation Score
4 GCS The Global Citation Score shows all Web of Science Core Collection citations
5 LCR Local Cited References shows a paper’s reference list’s number of collection-wide citations

a film in under a minute and two pages can be compared
optically in holographic capacity without data recovery.
HDS is also motionless. Thus, mechanical constraints
like erosion can be removed [2]. Another advantage of
HDS is the ability to recover data from damaged media.

A variety of research frameworks have been proposed
for HDS [9, 10]. Various linked applications of HDS
analyzed by researchers include digital holograms [11],
deep learning [12, 13] modulation code [14], digital
watermarking [15], convolutional neural networks [16],
and data compression methods [17]. Other research
sets out to explore such aspects of HDS as fundamental
issues [18], holographic memory [19], and bit error
prediction [20], as well as focusing on holographic
grating [21], fluid dynamics [22], and optical storage [23].
To the best of the present authors’ knowledge, there is no
published bibliometric analysis of the holographic data
storage literature. As a result, the purpose of the present
work is to present a comprehensive bibliometric analysis
of HDS studies, indicating current research trends by
emphasizing significant research contributions. Our
analysis is based on publishing data, citation distributions
and statistics, regional and institutional productivity,
research topics, impact journals, and keyword frequency.
This work will pave the way for future HDS research by
outlining research gaps and obstacles in extended storage.

METHODOLOGY

On June 17,2021, the Web of Science core collection
database was accessed alongside a comprehensive web
search using the phrases “holographic data storage”,
“high capacity”, “magnetic and optical data storage
systems™. The dataset was refined by document type,
language, and duplication criteria. Authors, document
type, publication, institution, nation, and citations were
the major outputs of the dataset. After extracting data from

I Clarivate. Web of Science Core Collection. Web of Science
Group. 2021. https://clarivate.com/webofsciencegroup/solutions/
web-of-science-core-collection/. Accessed July 05, 2021.

1052 sources, we used HistCite? to examine references,
VOSviewer software3 to create maps for analysis, and the
R programming language to examine the connections
between authors, nations, and titles in the Holographic
archive. A visualization mapping was produced on the
basis of co-authorship country, co-occurrence author
keywords, and co-citation cited sources. The process of
selecting publications is depicted in Fig. 1.

Duplicate — 21
Excluded — 53

Other
Final

Languages — 32
Analysis — 1052

Web of Science Core
Collection Search
Results — 1105 (HDS)

Fig. 1. Holographic data storage publications

Indicators in HistCite

The HistCite program is used in historiography
analysis to organize bibliographic collections obtained
by querying the Web of Science’s Science Citation Index
(WoS). It presents a visual display of the most influential
publications on a subject chronology, as well as the
evolution of articles, authors, and journals. The current
contribution is based on version 12.3. Table 1 lists the
HistCite indicators [24] employed in this study.

RESULTS

Over the previous 20 years, the number of published
papers related to HDS has increased worldwide as
shown in Fig. 2. The highest number of publications
was 8.56% in 2009; the largest number of worldwide

2 Garfield E. HistCite®. Bibliographic Analysis and
Visualization Software. https://garfield.library.upenn.edu/histcomp/.
Accessed July 05, 2021.

3 Van Eck N.J., Waltman L. VOSViewer. (Visualizing
Scientific Landscapes). 2010. https://www.vosviewer.com. Accessed
October 06, 2021.
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Fig. 2. Growth of HDS publications with citations

citations (14.82%) and local citations (14.03%) occurred
in 2004. A linear adjustment of the observed variables
R?=0.0136 yielded a percentage of average years from
the publication of 11.2%, average citations per document
of 16.59%, and average citations per year of 1.49%.

As can be seen in Table 2, the 1052 publications had
a total of 2236 authors. There were 51 single-authored
works and 2185 collaborative works. The most cited
author, Lee J., has 33 records (3.14%), a total citation
score of 16, and a total citation score of 180 from all over
the world. There were two researchers with the highest
overall local citation scores: Jin G.F. (29 records, 2.76%)
and Yang H. (27 records, 2.57%); their global citation
totals were 28 and 260, respectively.

The authorship-collaboration network generated by
VOSviewer is depicted in Fig. 3. Minimum documents

Table 2. Highly productive ten authors on HDS

with five authors were chosen for the co-authorship
graph approach; of those, 157 met the criteria. A total of
17 authors are evenly distributed throughout four groups
(red, green, blue, and yellow). Tan X. has 13 links,
61 total link strength, and 20 documents, making up the
majority of cluster-1 co-authorship patterns.

Figure 4 depicts a Sankey diagram of the Authors
(left) between Countries (middle) and Titles (right)
relationship in HDS literature. The study revealed which
titles HDC authors had published most frequently, along
with the specific HDS research areas (keywords). An
analysis of top authors, titles, and keywords reveal that
three authors Lin S.H., Belendez A., and Gallego S.,
representing the three nations Japan, China, and the
United States, had a strong association with the HDS

EEINT3

research keywords “holographic”, “storage”, and “data”.

Ranking Author Recs % TLCS TGCS
1 LeeJ. 33 3.14 16 180
2 Jin G.F. 29 2.76 28 260
3 Yang H. 27 2.57 4 11
4 Tan X.D. 26 247 104 734
5 He Q.S. 25 2.38 25 205
6 Pascual L. 24 2.28 71 387
7 Belendez A. 22 2.09 71 392
8 Cao L.C. 22 2.09 25 210
9 Sheridan J.T. 22 2.09 78 798
10 Ishii N. 20 1.90 10 80
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Table 3. Distribution of HDS document types

Ser. No. Document type Recs % TLCS TGCS
1 Article 960 91.25 1226 13160
2 Proceedings Paper 60 5.70 134 1668
3 Review 27 2.57 100 2460
4 Editorial Material 2 0.19 5 22
5 Review; Book Chapter 2 0.19 2 64
6 News Item 1 0.10 16 79

Table 4. Distribution of HDS records by country

Ranking Country Recs % TLCS TGCS
1 Japan 174 16.54 382 3528
2 USA 123 11.69 401 4735
3 China 96 9.13 87 2530
4 Germany 51 4.85 120 2538
5 South Korea 38 3.61 55 789
6 Ireland 31 2.95 108 1169
7 Spain 28 2.66 81 1207
8 UK 27 2.57 67 1431
9 Taiwan 23 2.19 106 548
10 Canada 18 1.71 31 1074

According to Table 3, HDS documents are broken
down into six distinct article types, with journals making
up the vast majority (91.25%). In total, 1226 HDS
documents have a local citation score, while the total
number of HDS documents having a global citation
score is 13160. There are a total of 16 citations in the
local area, and 79 citations in the global arena, making
this item the one with the lowest citation score.

HDS publications featured contributions by
researchers from 40 different countries. Table 4 covers
all countries that contribute to the effectiveness of
HDS research publications. Japan tops the list with
174 (16.54%) publications, 382 total local citation
scores, and 3528 total global citation scores. It is
followed by the United States in second place with
123 (11.69%), 401 total local citation scores, and a total
global citation score of 4735, while China is in third
place with 96 (9.13%), a total local citation score of 87,
and a total global citation score of 2530.

Figure 5 depicts a citation of the countries network
graph created using the full counting approach and
a minimum of five countries’ papers. Only 27 of the
50 countries fit the criteria. Six clusters grouped 26 countries

as follows: Cluster 1 (red color, 8 countries)—Belgium,
Canada, Denmark, England, Latvia, Netherlands, Poland,
andRussia; Cluster2 (green color, 6 countries)—Bulgaria,
Germany, Ireland, Italy, Spain, and Ukraine; Cluster 3
(blue color, 5 countries)—Australia, South Korea,
Switzerland, Tiirkiye, and USA; Cluster 4 (yellow
color, 3 countries)—Hungary, India, and Japan;
Cluster 5 (purple color, 3 countries)—France, China,
and Singapore; Cluster 6 (light blue color, 1 country)—
Taiwan.

Overall, 1343 different keywords were used by
researchers who contributed to 42 different HDS research
publications. Table 5 has 658 (62.55%) documents, the
majority of which are holographic studies; the total
local citation score for these records is 1031; the total
global citation score for these records was 7717; the last
position is held by ‘System’ with 96 (9.13%) records,
which have a local score of 130 and a global score of 740.
The number of occurrences of the minimum set of five
keywords is shown in Fig. 6. In Cluster 7 (orange), the
term “Holographic Data Storage” appeared 105 times,
was linked 30 times, and had an average link strength
of 76.
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Fig. 5. Citation from different countries on HDS research
Table 5. Predominant author keyword in HDS research

Ranking Word Recs % TLCS TGCS
1 Holographic 658 62.55 1031 7717
2 Storage 428 40.68 866 5501
3 Data 397 37.74 775 4722
4 Optical 139 13.21 206 2765
5 Recording 129 12.26 176 1364
6 Using 114 10.84 135 1231
7 Based 104 9.89 113 1763
8 Photopolymer 102 9.70 285 2030
9 Phase 101 9.60 159 1246
10 System 96 9.13 130 740
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Table 6. Most productive institutions in HDS related publications

Ranking Institution Country Recs % TLCS TGCS
1 University of Alicante Spain 18 1.71 70 408
2 University College Dublin Ireland 18 1.71 63 698
3 National Chiao Tung University China 14 1.33 97 418
4 Tsinghua University China 14 1.33 18 226
5 Harbin Institute of Technology China 13 1.24 23 334
6 Sony Corporation Japan 13 1.24 83 312
7 Beijing Institute of Technology China 11 1.05 10 258
8 University of Bayreuth Germany 11 1.05 40 501
9 University of Birmingham United Kingdom 11 1.05 10 660
10 Wakayama University Japan 11 1.05 21 516

Table 6 lists the names of 630 different institutions,
each of which has contributed to at least five different
HDS publications. The list was topped by the
University of Alicante in Spain, which had 18 records
(1.71%), 70 total local citation scores, and 408 total
worldwide citation ratings; University College Dublin
was second, with 18 records, 63 total citation scores,

and 698 total global citation ratings. Figure 7 depicts
the HDS citation cooperation network, which organizes
83 organizations into 7 clusters; here, the “National
Chiao Tung University” (Cluster 5, purple) is the most
productive citation collaboration organization with
31 publications, 38 links, and a total link strength
of 211.
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Table 7. Journal productivity in HDS

Ranking Journal Recs % TLCS TGCS
1 Japanese Journal of Applied Physics 119 11.31 22 375
2 Applied Optics 112 10.65 350 2151
3 Optics Express 65 6.18 98 846
4 Optics Communications 48 4.56 67 488
5 Optics Letters 47 4.47 186 1295
I e R T R
7 Optical Engineering 30 2.85 41 324
8 Journal of Optics A-Pure and Applied Optics 20 1.90 21 270
9 Optical Review 20 1.90 13 61
10 Microsystem Technqlogies-Micro-and Nanosystems-Information 17 162 3 12

Storage and Processing Systems

Table 7 is a list of all peer-reviewed journals that
have published at least 15 articles in the last two years.
There are a total of 119 published papers (11.31%)
published in the Japanese Journal of Applied Physics
(1.471 impact factor), which have been cited a total of
22 times locally and 375 times globally. The Applied
Optics journal (1.961 impact factor) is in second
position with 112 (10.65%) publications, 350 total local
citations, and 2151 global citations; Optics Express
Journal (3.669 impact factor) is in third place with
65 (6.18%) publications and a total of 98846 global
citations.

HistCite graph marker (Fig. 8) exhibited the most
cited 50 articles (nodes) with 82 links (relationship
among articles by local citation score) with a maximum
of 62 and a minimum of 7 citations. These publications
had well-integrated citation mapping, implying the
notability of published HDS works that referencing them.
It can be noted that most citations were made during the
first twelve years of the study period (2000 to 2011).
A strong separation between one inspired research work
(number 182) and multiple linkages was revealed by
the HistCite citation mapping (numbers 194, 226, 25,
and 46). The top five citations are detailed in Table 8.
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2000 43 2 36 20 25 27 24
2001 a1 84 a7 78 64 66 59 46
2002 9
2003 2 136 133
2004 170] | 173 194 189 182 79 [:74 178 [180
2005 @l 226 219 | 230 4 24
2006 298 271] [285] sd | 304 27
2007 359 387 33 29) 375 328
2010 557
2011 591
Fig. 8. Total local citation score mapping for HDS
Table 8. Top five citations in HDS
Record Author Title Source Year DOI LCS | GCS
132 Hesselink L., Orlov S.S., Holographic data Proceedings 2004 http://doi.org/10.1109/ 62 258
Bashaw M.C. storage systems of the IEEE JPROC.2004.831212
J 2 . ” | high-capacity Applied http://doi.org/10.1364/
194 Sundaram P., Hesselink L., . . 2004 36 135
holographic disk Optics A0.43.004902
OkasR., Kwan D, data-storage system
Snyder R. ge sy
. . Collinear Applied http://doi.org/10.1364/
226 Horimai H., Tan X.D., LiJ. holography Optics 2005 AO.44.002575 36 221
Ashley J., Bernal M.P,,
Burr G.W., Coufal H., IBM
25 Guenther H., Hoffnagle J.A., | Holographic data Journal of 2000 http://doi.org/10.1147/ 33 219
Jefferson C.M., Marcus B., storage Research and rd.443.0341
Macfarlane R.M., Development
Shelby R.M., Sincerbox G.T.
Lawrence J.R., O'Neill E-T,, | TRotopolymer hitp://doi.org/10.1078/
4 | Sheridan J.T. holographic Optik 20011 0030-4026-00091 27| 186
recording material

The present research employed Local Cited
References (LCR), which displays the number of
citations in a paper’s reference list to other papers in
the collection, to predict where the field of holographic
data storage is headed. Article rankings according to
LCR are displayed in Table 9. A good example is the
26 articles cited by “Holographic polymer materials

with diffusion development: principles, arrangement,
investigation, and applications ”” by A.V. Veniaminov and
U.V. Mabhilny. This suggests that articles using similar
data are both highly relevant to the topic and likely to
be current articles; moreover, in recent years there have
been numerous publications on the topic, resulting in
more frequent mentions.
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Table 9. Top future direction articles in HDS

Ranking | Record Author Title Source Year DOI LCR
Holographic polymer materials
| 750 Veniaminov A.V., | with diffusion development: Optics and 2013 http://doi.org/10.1134/ 2%
Mabhilny U.V. principles, arrangement, Spectroscopy S0030400X13120199
investigation, and applications
Phase-image-based sparse-gray- . .
Das B., Joseph I, . Applied http://doi.org/10.1364/
2 524 Singh K. level data pages for holographic Optics 2009 AO.48.005240 19
data storage
Nobukawa T. o .
> Orthogonal polarization encoding . s
3 939 Barada D, for reduction of interpixel cross Optics 2017 hitp://doi.org/10.1364/ 17
Nomura T., talk in holoeraphic data stora Express OE.25.022425
Fukuda T. olographic storage
Malallah R,, A review of hologram storage and
4 921 LiHY. Kelly D.P, self-written waveguides formation Polymers 2017 http://doi.org/10.3390/ 16
Healy J.J., in photopolymer medi polym9080337
Sheridan J.T. photopolymer media
Bruder FK., From the surface to volume: Angewandte
5 501 Hagen R., Rolle T., | concepts for the next generation Chemie- 2011 http://doi.org/10.1002/ 15
Weiser M.S., of optical-holographic data-storage | International anie.201002085
Facke T. materials Edition
CONCLUSIONS that future bibliometric software will be created to permit

The present article contributes to an understanding
of the HDS literature by grouping publications into
clusters and identifying new research streams. Using
HistCite, the study reveals the most prominent authors,
papers, journals, organizations, and nations in the field
of HDS. Then, using VOSviewer, we investigated four
clusters based on author keywords, citation collaboration
networks among different organizations, countries, and the
co-authorship network of HDS. Further, the relationship
between authors, countries and titles on HDS literature
was established using the R programming language.
Finally, the study analyzed the Total Local Citation
Score Mapping for HDS, Top 5 citations and subjects of
future research on HDS using HistCite software. HDS
is a new concept that has become a big phenomenon
in today’s digital world. The most significant issue in
the study was that during citation mapping and cluster
analysis, only publications having a minimum of seven
and a maximum of sixty-two citations were included.
Regardless of their proportional contribution, recent
papers could not demonstrate their true potential in this
manner. Since more than 4.75% of the publications in
this study (50 of 1052) were published within the last
decade (2000-2011), the bibliometric analysis should be
carried out again in the future to recognize new structures
having made a mark in the field. Second, non-WoS source
databases are not supported by HistCite. As a result, this
investigation concentrated entirely on WoS publications,
yielding articles from respected journals. As a result, there
may be a bias against non-WoS journal papers and high-
quality publications may present information not found
in our study that may sway HDS opinions. It is feasible

the inclusion of smaller journal publications. Using
bibliometric meta-analyses, researchers will be able to
compare the construct influences in WoS and non-WoS
works, as well as applying them to a wider range of fields.
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Abstract

Objectives. The study aimed to investigate contemporary models, methods, and tools used for analyzing complex
social network structures, both on the basis of ready-made solutions in the form of services and software, as well as
proprietary applications developed using the Python programming language. Such studies make it possible not only
to predict the dynamics of social processes (changes in social attitudes), but also to identify trends in socioeconomic
development by monitoring users’ opinions on important economic and social issues, both at the level of individual
territorial entities (for example, districts, settlements of small towns, etc.) and wider regions.

Methods. Dynamic models and stochastic dynamics analysis methods, which take into account the possibility
of self-organization and the presence of memory, are used along with user deanonymization methods and
recommendation systems, as well as statistical methods for analyzing profiles in social networks. Numerical modeling
methods for analyzing complex networks and processes occurring in them are considered and described in detail.
Special attention is paid to data processing in complex network structures using the Python language and its various
available libraries.

Results. The specifics of the tasks to be solved in the study of complex network structures and their interdisciplinarity
associated with the use of methods of system analysis are described in terms of the theory of complex networks, text
analytics, and computational linguistics. In particular, the dynamic models of processes observed in complex social
network systems, as well as the structural characteristics of such networks and their relationship with the observed
dynamic processes including using the theory of constructing dynamic graphs are studied. The use of neural networks
to predict the evolution of dynamic processes and structure of complex social systems is investigated. When creating
models describing the observed processes, attention is focused on the use of computational linguistics methods to
extract knowledge from text messages of users of social networks.

Conclusions. Network analysis can be used to structure models of interaction between social units: people,
collectives, organizations, etc. Compared with other methods, the network approach has the undeniable advantage
of operating with data at different levels of research to ensure its continuity. Since communication in social networks
almost entirely consists of text messages and various publications, almost all relevant studies use textual analysis
methods in conjunction with machine learning and artificial intelligence technologies. Of these, convolutional neural
networks demonstrated the best results. However, the use of support vector and decision tree methods should also
be mentioned, since these contributed considerably to accuracy. In addition, statistical methods are used to compile
data samples and analyze obtained results.

Keywords: social networks, modeling of social processes, oriented graphs, multilayer convolutional neural network,
computational linguistics, clustering
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Mogesn 1 MeTOAbI AHAJIU3A CJI0KHBIX ceTell
U COIUAJIBLHBIX CETEBBIX CTPYKTYP

10.MN. Nepoea @, B.P. Mpuropses, [.0. XXykos

MUP3A — Poccuiickunii TexHosiorndeckuii yameepeutet, Mocksa, 119454 Poccus
@ AsTOpP AN19 nepenvcku, e-mail: perova_yu@mirea.ru

Pe3iome

Llenu. Lenbio cTatbn SBASETCH UCCNE0BaHME COBPEMEHHBIX MOAENEN U METOA0B aHaIM3a CII0XHbIX COLMaNbHbIX
CeTeBbIX CTPYKTYP Y NPUMEHSAEMbIX A9 3TOr0 MHCTPYMEHTOB, Kak Ha OCHOBE rOTOBbIX PELLEHUI B BUAE CEPBUCOB
1 NporpaMmHoro obecneyeHuns, Tak 1 cpeacTB pa3paboTky COOCTBEHHBLIX MPUIOXEHUI C NCMONb30BaHNEM A3blKa
nporpamMmmupoBaHusa Python. Takne nccnefoBaHns No3BONSIOT MPOrHO3MPOBaTb HE TOJIbKO AMHAMUKY OOLLECTBEH-
HbIX MPOLLECCOB (M3MEHEHME COLMANbHbIX HACTPOEHWUI), HO N TEHAEHLUMN COLMANbHO-3KOHOMMYECKOrO Pa3BUTUS
3a cHeT MOHUTOPMHIA MHEHWUI NOb30BaTENEN NO BaXKHbIM 3KOHOMUYECKUM U COLMasnbHbIM BOMPOCAM Ha YPOBHE
OTAEbHbIX TEPPUTOPMAbHBIX 06pa3oBaHuii (paioHOB, NocesnieHnii HeGObLLVX FOPOAOB U T.4.) U PEMMOHOB.
MeTopabl. PaccMOTpeHbl 1 NOAPOOHO ONMCaHbl AMHAMNYECKNE MOLENM U METO bl aHaNM3a CTOXacTUYECKON ANHA-
MWKN UBMEHEHUSI COCTOSTHUN, YYUTbIBAIOLLME MNPOLLECCHI CAMOOPraHnU3aummn U Hann4me NamsaTn; MeToapl AeaHOHU-
MMN3aLMn NONb30BaTENEN; PEKOMEHAATENbHbIE CUCTEMbI; CTAaTUCTUYECKNE NCCNeN0BaHNS, UCMOMb3YIOLLME METO-
Obl aHanusa npodunen B counanbHbIX CETSX; METOAb!I YACTEHHOIO MOAENMPOBAHUS AN aHANN3a CNOXHbIX CeTen
1 NpoTekKaLLMX B HUX npoueccoB. Ocoboe BHMMaHVE yaeneHo 06paboTke AaHHbIX B CTOXHbIX CETEBbIX CTPYKTYpax
cpencTteamm A3blka Python n npumeHeHmnto ero 6ubnmnoTex.

PesynbTaTtbl. OnncaHa cneumduka pelaemMbix 3a4a4 Npy UCCAEA0BAHNU CIOXHbIX CETEBBLIX CTPYKTYP N UX MEX-
OVCLUMMNIIHAPHOCTb, CBA3aHHAs C MCMOIb30BaHNEM METOLOB CUCTEMHOIO aHann3a, TEOPUN CIOXHbIX CETEN, TEK-
CTOBOW @HANUTUKN 1 KOMMNbIOTEPHOW IMHFBUCTUKW. B 4aCcTHOCTK, nccnenoBaHbl AMHAMUYECKME MOAENM MPOLLECCOB,
HabnoAaeMbIX B CNOXKHbIX COLMAnbHbIX CETEBLIX CUCTEMAX, CTPYKTYPHbIE XapakTeEPUCTUKM TaknX CETEN 1 X B3au-
MOCBSI3b C HabnogaeMbIMU AVMHAMUYECKMMI NPoLEeccamMu, B T.4., C UCMNOJIb30BaHNEM TEOPUM NOCTPOEHNUS ANHA-
Muyeckux rpados. ccnenoBaHo NPUMEHEHME HEMPOHHbBIX CETEN AN NMPOrHO3MPOBAaHMS 9BOAOLUM ANHAMUYECKNX
npoLeccoB, HabAaEMBIX B CIIOXHbLIX COLMAbHbIX CUCTEMAX, U UX CTPYKTYPbI. 3HAYNTENBHOE BHUMAHWE YAENEeHO
NPUMEHEHWNIO METOA,0B KOMMbIOTEPHOM IMHIBUCTUKM, YTO HEOOXOAMMO AJ15 U3BJIEYEHUS 3HAHWIA U3 TEKCTOBLIX CO-
006LeHNN NoNb30BaTENEN coumarbHbIX CETEN NPY CO30aHUN MOJENEN, ONMCHIBAOLLMX HabNoAaEMbIE NPOLLECCHI.
BbiBoabl. CeTEBOM aHanM3 NOMOraeT CTPYKTYPMpPOBaTb MOAENN B3AMMOLENCTBUS MEXAY COLMaNbHbIMU eAMHMLA-
MU: IIOAbMU, KONIIEKTUBAMW, OpraHn3aumamm u 1.4, No cpaBHEHWIO C APYrMMy METOAaMN CETEBOM NOAX0A UMEET
OAHO HEOCMNOPMMOE NPENMYLLLECTBO: OH MO3BONSET ONEPUPOBATHL AAHHBIMW HA PA3HbIX YPOBHSIX MCCNEA0BaHNS — OT
MUKPO- 0 MaKpOypOBHSi, 06ecrneynBaeT NpeeMCTBEHHOCTb 3TUX AaHHbIX. YCTAHOBNEHO, YTO NPaKTUYECKM BCE UC-
ClieloBaHNs UCNOJb3YIOT METOAbI PAOOThI C TEKCTOM, T.K. OOLLEHME B COLMANBbHBIX CETSIX MOYTU MOSIHOCTLIO COCTOUT
N3 TEKCTOBbIX COOOLLEHNA 1 Nybnnkaumin. B 60bLLUMHCTBE UCCNen0BaHWiA NCMONb3YOTCA TEXHONOMM MaLLUHHO-
ro oGy4eHust 1 UCKYCCTBEHHOIO UHTeNNekTa. Jlydwmnin pesynbtat nokasanm CBEPTOYHbIE HENPOHHbIE ceTu. 13 nc-
NoNb3yeMblX METOAOB TaKXe CneayeT BblAENNTb METOA ONOPHbIX BEKTOPOB U AEPEBO PELLUEHUN, T.K. UMEHHO OHMU
nokasblBanun caMyto BbICOKYIO TOYHOCTb. [1ns cocTaBneHns BbIGOPOK AaHHbIX U NPaBUIbLHOIO aHanmM3aa nosly4eHHbIX
pe3ynbTaToB NPUMEHSANCH CTATUCTUHECKNE METObI.

KnioueBble cnoBa: coumanbHble CETU, MOAENMPOBAHME COLMalbHbIX NMPOLECCOB, OPUEHTUPOBAHHbIE rpadbl,

MHOrocnonHas CBepTo4Hada Hel7|p0HHa9| CeTb, KOMIMbIOTEPHAA IMHIBUCTUKA, KJlaCcTepmn3auund
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npospatmocn: cbvmaucoaoﬁ AeaTesibHOCTU: ABTOpr He NMetT d)MHaHCOBOP’I 3anHTEepPeCoOBaHHOCTW B nNpeacTaBieH-

HbIX MaTepunanax nnm MmetTogax.

ABTOPbI 3a9BNSI0T 06 OTCYTCTBUM KOHGMIMKTA MHTEPECOB.

INTRODUCTION

The study of social networks and the modeling
of the processes observed in them is a very important
scientific and practical task, since it allows predicting the
dynamics of changes in the sentiments of their users and
thereby ensuring the management of social processes in
the interests of stable economic development.

The present review sets out to characterize the
specifics of the research area, formulate its main
objectives, indicate any links with other sciences,
and give a brief overview of the main approaches
and resources used. Dynamic models of complex
social systems and network structures are discussed
along with the characteristics of complex networks
and observed processes, including those based on
graph construction and data analysis using the Python
programming language. In addition, issues involved
in the use of neural networks to make the necessary
evolution forecasts processes observed in complex
social systems and network structures are discussed.
Considerable attention in the review is paid to methods
of computational linguistics used for extracting
knowledge from text messages of social network
users when creating models that describe the observed
processes.

SOCIAL NETWORKS
AND THEIR GENERAL PROPERTIES

A social network comprises a structure together with
a set of objects and relations defined in relation to it. In
terms of the number of users, the largest social networks
include Facebook! (banned in Russia), VKontakte?,
Odnoklassniki.ru?, YouTube?, etc. The term “social
network” refers to the concentration of social objects
that can be considered in terms of a network (or graph),
whose nodes are objects, and whose links are social
relations [1]. Today, the term “social network™ denotes
a wider concept than that implied by its original purely
social aspect: the term covers, for example, many
information networks including the world-wide web

I https://www.facebook.com/. Accessed December 07, 2021.
2 https://vk.com/. Accessed September 20, 2022 (in Russ.).
3 https://ok.ru/. Accessed September 20, 2022 (in Russ.).

4 https://www.youtube.com/. Accessed September 20, 2022.

itself. Formally, any complex social network structure
can be represented by a graph G =(V, E), where V is the
set of graph vertices, and E is the set of graph edges. In a
social network graph, the vertices are the participants (or
actors), while the edges indicate the existence of
relationships between them. Relations can be either
directed (directed graph) or undirected. In the theory of
complex networks, there are three main areas: the study
of statistical properties that characterize networks; the
creation of network models; predicting the behavior of
networks and the processes observed in them when their
structural properties change, including, as a result of
destructive impacts on them.

Social network analysis (SNA) is widely used in a
number of applications and disciplines. Some common
applications of network analysis include data collection
and accumulation, network propagation modeling,
network and sample modeling, feature and user behavior
analysis, community-provided resource support,
location-based interaction analysis, social sharing
and selection, recommendation systems development,
as well as link prediction and object analysis. In the
private sector, firms use social media analysis to
support activities such as customer interaction and
analysis, marketing, and business intelligence. The
public sector’s use of SNA includes the development
of leadership participation strategies, analysis of
individual and group participation, use of the media,
and community-based problem solving.

SNA thus represents an efficient system for
discovering and interpreting public online connections.
These can be explored using a range of analytical
techniques, ranging from simple centrality measures
to multilevel modeling. If data collection formerly
represented a task that required a lot of effort and time,
today’s electronic networks have somewhat simplified
this task. This happened through the use of passive
data (such as web pages and mail store data). However,
due to the increase in efficiency leading to a limitation in
data collection, it became necessary to determine criteria
for determining relationship significance. Solving
such problems requires high-level technical skills, in
particular, knowledge of programming languages or
related programs.

Given these issues and limitations, studies propose
more efficient and reliable data collection methods in
such networks. In addition, issues such as spoof node
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detection, as well as fake nodes and links, need to be
studied.

In order to solve many applied problems currently in
practice, sets of ready-made SNA tools are typically used.
However, these have some limitations; in particular, they
do not allow the development of new approaches and
models for studying the observed processes. A detailed
description of the tools and methods used in SNA can be
found in the review [2].

When analyzing the structure of complex networks,
as in graph theory, individual node-, entire network-,
and network substructure parameters are studied.
Nevertheless, some questions, such as the planarity
of a graph for the theory of complex networks, are
of little practical interest. Among topical problems
in the study of complex networks, the following
can be distinguished: determination of cliques in
the network (cliques are subgroups or clusters in
which nodes are more strongly interconnected
than with members of other cliques); selection
of components (parts of the network) that are not
interconnected, but whose nodes are connected within
these components; identifying blocks and jumpers (a
node is called a jumper if, when it is removed, the
network breaks up into unconnected parts); selection
of groupings comprising clusters of equivalent nodes
having the most similar link profiles.

KEY AREAS OF RESEARCH IN COMPLEX
NETWORKS AND APPLIED TOOLS

The theory of complex networks is a complex
scientific area at the intersection of such sciences as
discrete mathematics, graph theory, algorithm theory,
nonlinear dynamics, the theory of phase transitions,
the theory of percolation, and many others. Therefore,
in order to successfully analyze and model complex
networks, basic knowledge from all these areas is
required. There are a large number of publications,
including, for example, textbooks’, which cover
theoretical aspects of complex networks: characteristics,
algorithms, models, search and ranking problems. The
publications also provide information necessary for
mathematical and computer modeling and analysis of
complex networks.

The theory of complex networks covers the
following problems:

1) study of standard characteristics of graphs of complex
networks of different nature—random graphs,
scale-free networks, small world networks, etc.;

2) determination and study of new characteristics
of complex networks (for example, elasticity and
survivability under destructive influences);

5 Snarsky A.A., Lande D.V. Modeling of complex networks.
Textbook. Kyiv: NTUU KPI; 2015. 212 p. (in Russ.).

3) study of various “physical” processes on complex
networks—diffusion, epidemic processes in society,
the spread of various flows (for example, traffic in
computer networks or vehicle flows in transport
networks);

4) a very important direction in terms of application—
methods for restoring, protecting and destroying
networks, and solving issues of their optimization;

5) search for implicit or latent connections between
participants, which can be very important for
identifying members of criminal communities.

It should be noted that for the study of complex
networks and identification of the main patterns of the
processes occurring in them, methods are used that were
first created for the study of natural science problems, in
particular, methods of theoretical physics.

The theory of complex networks as a field of
discrete mathematics studies the characteristics of
networks, taking into account not only their topology,
but also statistical phenomena, the distribution of
weights of individual nodes and edges, the effects of
leakage, percolation, and conductivity in such networks
of current, liquid, information, etc. It turned out that the
properties of many real networks differ significantly
from the properties of classical random graphs.

The study of such parameters of complex networks
as clustering, mediation, or vulnerability is directly
related to the theory of survivability, since these are
the properties that determine the ability of networks to
maintain their operability in the event of a destructive
effect on their individual nodes or edges (connections).
Despite the fact that the theory of complex networks
includes various networks—electrical, transport,
information, the greatest contribution to the
development of this theory was made by the study of
social networks.

Due to a significant increase in the volume of textual
information generated by Internet users and the need
for automatic processing of texts in natural language
in order to determine the state of the nodes of complex
social networks (for example, opposition or loyalty),
computational linguistics has now received a significant
impetus for its development.

The task of computational linguistics can be
formulated as the development of computer programs
for automatic processing of texts in natural languages in
order to extract knowledge, cluster texts into semantic
groups, annotate, etc.

The source material for extracting the necessary
linguistic information can be collections and corpora of
texts. A corpus of texts is a collection of texts collected
according to a certain principle of representativeness (by
genre, authorship, etc.), in which all texts are
marked up, i.e., are equipped with some linguistic
markup (annotations)—morphological, accent,
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syntactic, etc.® Currently, there are at least a hundred
different corpora—for different natural languages and
with different markup. In Russia, the most famous is
the National Corpus of the Russian Language’. Labeled
corpora are created by linguists and are used both for
linguistic research and for tuning (training) models and
processors used in computational linguistics using well-
known mathematical methods of machine learning.

Computational linguistics shows quite tangible
results in various applications for automatic processing
of texts in natural languages. Its further development
depends on both the emergence of new applications
and the independent development of various models
of the language, in which many problems have not yet
been solved. The most developed are the models of
morphological analysis and synthesis. Syntax models
have not yet been brought to the level of stable and
efficient modules, despite the large number of proposed
formalisms and methods. Even less studied and
formalized are models of the level of semantics and
pragmatics, although automatic processing of discourse
is already required in a number of applications. Despite
this, the already existing tools of computational
linguistics itself, the use of machine learning and text
corpora can significantly advance the solution of these
problems.

It should be noted that computational linguistics
is not only used to analyze information in complex
social systems in order to determine the state of nodes,
but also itself uses the achievements of the theory of
complex networks. The first step in applying the theory
of complex networks to text analysis is to represent
this text as a collection of nodes and links, thereby
building a language network. There are different ways of
interpreting nodes and links, which leads, respectively, to
different representations of the network of the language.
Nodes can be connected to each other if the words
corresponding to them are next to each other in the text,
belong to the same sentence, are connected syntactically
or semantically. The preservation of syntactic links
between words leads to the image of the text in the form
of a directed network, where the direction of the link
corresponds to the subordination of the word.

The study of graph properties of complex networks
is becoming increasingly popular due to the growing
availability of scientific and social data presented in graph
form. Because of this, many researchers have focused on
developing improved graph neural network models. One
of the main components of a graph neural network is the
aggregation operator required to generate a graph-level
representation from a set of node-level embeddings. The

¢ Boyarsky K.K. Introduction to computational linguistics.
Textbook. St. Petersburg: NIU ITMO; 2013. 72 p. (in Russ.).

7 https://ruscorpora.ru/. Accessed September 20, 2022
(in Russ.).

aggregation operator is of crucial importance, since it
should, in principle, provide an isomorphism-invariant
representation of the graph, that is, the representation of
the graph must be a function of the nodes of the graph,
considered as a set.

In [3], the DeepSets aggregation operator based on
self-organizing maps (SOM) is considered to transform
a set of node-level representations into a single graph-
level. The adoption of SOM allows computation of
representations of nodes that embed information
about their mutual similarity. Experimental results on
several real datasets show that the proposed approach
provides improved predictive performance compared to
conventional summing aggregation and many modern
graph neural network architectures presented in the
literature.

In the framework of paper [4], the architecture
of convolutional neural networks was considered,
including the types of layers used and the principles
of their operation, settings, and training features. The
possibility of searching and preventing information
leaks from corporate information systems on the Internet
is described. The architecture of convolutional neural
networks for the primary processing of information
on Internet pages is proposed: the types of layers that
make up the network, their purpose and mathematical
representation, as well as the hyperparameters used are
described. The paper [4] presents the architecture of the
network and the model of its training. The possibility
of using networks of this type for solving problems
of detecting leaks of confidential data is described,
as well as existing solutions and approaches are
analyzed. Approaches are considered that enable using
convolutional neural networks to solve the problems of
classifying web pages containing news and information
sources, navigation and information sources based on
their text content.

As an example of a finished system, we can
refer to Bidirectional Encoder Representation
Transformers (BERT) [5]—language representation
model, which is designed for preliminary training of
deep bidirectional representations on simple unmarked
texts by combining the left and right contexts in all
layers. This allows you to tune a pre-trained BERT
model with just one additional output layer and get the
most up-to-date results for a wide range of tasks.

Standard language representation models that existed
before BERT, such as the OpenAl GPT (Generative Pre-
Trained Transformer)® were unidirectional. This limited
the choice of architectures that could be used for pre-
training. For example, in OpenAl GPT, each token could
only serve the previous token (from left to right) in the
internal attention layer of the model. Tokens are intended

8 https://openai.com/api/. Accessed September 20, 2022
(in Russ.).
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for electronic identification, which are provided to the
user after successful authorization. In a sense, a token is
an electronic key to access something.

This approach creates a number of limitations,
therefore, for pre-training BERT, a masked language
model is used, in which a certain number of tokens in the
input data are randomly masked. The model then has to
predict the original meaning of the masked words based
on the context. This provides the ability to combine left
and right contexts, which in turn allows a bidirectional
view model to be pre-trained.

There are two stages in using BERT.

1. Preliminary training. The model is trained on
unlabeled data by performing various tasks.

2. Fine tune. The model is loaded with pre-trained
parameters and trained on labeled data from
subsequent tasks.

Besides theoretical methods, numerical simulation
is often used to analyze complex networks and the
processes occurring in them. In addition, one of the most
powerful and widely used tools for analyzing complex
networks is data processing using the Python language
and the libraries available for it [7-12]. A special
package (Python-networkX) has been developed for the
Python programming language—a toolkit for creating,
manipulating and studying complex networks, which
allows you to determine many of their characteristics.
Here we can also mention the NATASHA® tools—an
open library for the Python programming language,
which allows you to extract structured information from
texts in Russian. NATASHA has a concise interface and
includes extractors for names, addresses, amounts of
money, dates, and some other entities.

The Python language and the libraries written for it
can be used to effectively solve a wide range of tasks for
analyzing various data:

e multidimensional lists (matrices);

e tabular data, when data in different columns can be
of different types (strings, numbers, dates, etc.). This
includes data that are typically stored in relational
databases or in files with commas as separators;

e data presented in the form of several tables
interconnected by key columns (what in SQL is
called primary and foreign keys);

e cqually spaced and not equally spaced time series.
This list is far from complete. A significant portion

of datasets can be converted to a structured form more
suitable for analysis and modeling. In cases where this
fails, it is possible to extract a structured set of features
from the data set. For example, a selection of news
articles can be converted into a word frequency table, to
which sentiment analysis can then be applied.

9 https://pypi.org/project/natasha/. Accessed September 20,
2022.

ANALYSIS OF NETWORK STRUCTURES
AND FORECASTING THE DYNAMICS
OF SOCIAL PROCESSES

A review of published papers shows that SNA
methods are useful tools for creating a complete picture
of public sentiment. These methods are cheaper to
implement than population survey methods and provide
more data, since in surveys not all people express their
real point of view. Based on this, it is possible to study
the behavior of modern society in the era of the spread
of social networks.

Considering the dynamic approach, namely, the
direction in the study of social networks, in which the
objects of research are changes in the network structure
over time, it can be noted that structural analysis and
analysis of the behavior of connections in social networks
is necessary in order to determine the most important
peaks, connections, communities and emerging regions
of the network. Such an analysis allows an overview of
the global evolutionary behavior of the network.

Community discovery in dynamic networks no
longer requires complex mathematical heuristics.
Using a simple comparison of time slices, it is
possible to determine dynamically changing temporary
communities of users of social network structures. The
study of these dynamic communities makes it possible
to significantly simplify the analysis of the dynamics of
a complex system of social interactions as it develops
over time.

In[13], the authors present the fundamental structures
of dynamic social networks based on a high-resolution
dataset describing a densely connected population of
1000 first-year students at a large European university.
The authors look at physically short interactions
measured using Bluetooth, supplemented with
information from telecommunications networks (phone
calls and text messages), online social networks, and
geolocation and demographic data.

Human social communities are overlapped by
individuals participating in several communities (in
complex network theory, such nodes are -called
jumpers). During the week, meetings of the subjects
of the created structure are held (such structures are
called kernels). It can be both a meeting of friends
outside the university, and all students. In a network
of short physical interactions, meetings require that all
participants be present at the same time and that they
be in physical contact.

The location of members of kernels can also be
predicted. The object that helps to do this is the kernels
themselves. By observing the usual routes of the people
who make up the kernel and their behavioral habits, it is
possible to predict the geographical location of a person
in the next time interval with high accuracy (on average
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in 93% of cases). This high accuracy proves that human
mobility patterns are regular. It is also worth noting that
kernel members have fewer location states than other
individuals, resulting in lower values of information
entropy on average.

The fact that geospatial exploration occurs as part
of a social group but limited to specific time frames
shows the complex interplay between time, location,
and social context, and thus supports the hypothesis
that sometimes, when people are most unpredictable in
the geospatial domain, they exhibit predictable social
behavior.

Linking the results of paper [13] to the literature on
dynamic community detection, it can be noted that there
are many methods that would allow the discovery of
collections in everyday life, but in paper [13] it is used
a simple matching of graph components to emphasize
that emerging social structures are so obvious that these
complicated methods are not needed.

Thus, the authors of [13] give a quantitative
assessment of long-term patterns encoded in the
microdynamics of a large system of interacting
individuals, characterized by a high degree of order and
predictability.

Let us consider one more work devoted to dynamic
models [14]. Recent developments in the field of
social networks have shifted the focus from static to
dynamic representations, requiring new methods for
their analysis and modeling. While social networks
are shaped by a variety of processes, two specific
mechanisms have been found to play a central role in
their emergence and evolution. The first is the strategy
of activation of social ties, that is the selection process
leading to the creation of a new connection or the
activation of an old one. It is clear that the activation
of social ties is not accidental. Empirical observations
show that people tend to allocate most of their social
activities towards pre-existing strong ties, while
allocating fewer interactions to create new social
relationships or maintain weak ties. In other words,
over time, some connections are used frequently in
repetitive interactions, while others are not. The second
mechanism is a surge of activity, that is, the activity of
separate individuals develops through heterogeneous
distributions of time between events. In addition, the
propensity of individuals to participate in a social act
per unit of time is also heterogeneous. In fact, empirical
measurements on real datasets capturing various types
of social dynamics show that activity is not uniformly
distributed among people. In other words, not only
do individuals exhibit heterogeneous propensities for
social activity, but their activation is also explosive,
and this explosive activity can significantly affect
the evolution of networks. Although the study of
these mechanisms has been the focus of a number of

publications, a general framework for modeling is
still lacking. Such a structure would make it possible
to give an analytical characterization of how the
interaction of heterogeneous patterns of activity and
the mechanisms of selection of connections shape the
evolution of social networks and, in turn, the processes
occurring in them. To do this, the authors introduce
a model of time-varying networks, which allows you
to simultaneously control the relative strength of the
burst of activity and the strategy for activating the
connection. The asymptotic behavior of the model is
solved analytically and a non-trivial phase diagram is
found that governs the interaction of two processes. In
particular, one observes the regime in which the surge
controls the evolution of the network, and another area
where the dynamics is completely determined by the
process of selection of links. If the reuse of previously
activated connections is strong enough and people tend
to preferentially contact the same social circle, the
spike leads to an amplification mechanism even in the
presence of divergent time intervals between events,
without having any effect on the evolution of the
network. Thus, the structure proposed by the authors
can be used to classify the temporal features of real
networks and can give a new idea of the influence of
social mechanisms on the processes of distribution in
social networks.

In the paper [15] recommender systems are
discussed. There are decision-making situations in the
context of Internet information overload, when people
haveanoverwhelming number ofchoices available, such
as products to buy on an e-commerce site or restaurants
to visit in a big city. Recommender systems (reciprocal
recommender systems, RRS) emerged as a data-driven
personalized decision support tool. They are able to
process user related data, filter and recommend items
based on the user’s preferences, needs and/or behavior.
Unlike most traditional recommendation approaches,
where items are inanimate objects recommended to
users and success is determined solely by the end user’s
response to the recommendation received, in RRS
users become objects recommended to other users.
Therefore, both the end user and the recommended user
must accept the compliance recommendation in order
to ensure successful RRS performance. The operation
of RRS not only makes it possible to predict accurate
preference estimates based on user interaction data, but
also makes it possible to calculate mutual compatibility
between pairs of users by applying processes for
combining one-way preference information of each
user.

In [16], the assessment of public opinion and
public sentiment is carried out using a method based
on a lexicon inherited from the classical approach to
the analysis of public sentiment. The neural network

Russian Technological Journal. 2023;11(2):33-49

39



Models and methods for analyzing complex networks
and social network structures

Julia P. Perova,
Vitaly R. Grigoriev, Dmitry O. Zhukov

determines the keywords which are later verified by
subject matter experts. The program first analyzes the
articles and documents and finds how often different
words appear in the articles. After that, the program
highlights the most frequently occurring words and
makes them keywords. Based on them, the program
builds a lexicon that is characteristic of the public mood
based on news articles.

The program described in [17] uses the method of
analyzing topics from a social network, which, in addition
to collecting, processing and sorting information, also
measures the time elapsed between publications so that
later, based on these data, to create a time scale. Thus, as
a result of the work of the program, a graph is obtained,
according to which one can trace the growth and decline
in the popularity of certain topics discussed in social
networks. You can also trace what moods in society
accompany these events and what is the time period of
active discussion of certain topics.

The authors of paper [18] discuss a method for
studying political climate in society using SNA, which
was carried out using the search for keywords in the text
that were previously entered into the program database.
The main purpose of creating this program is to trace
what made certain political parties popular and what
topics are discussed the most. Also, using the program,
you can find out how many people support a particular
political party.

The SNA technique using neural networks is
presented in [19]. It was used during presidential
campaigns in order to trace the mood in society. This
technique can be used as a replacement for traditional
methods of public emotions analysis, because it has
the ability to find and analyze radical opinions that is
impossible to do with traditional methods.

The authors of [20] use the method of collecting
and processing data from Twitter!? (banned in Russia)
accounts to determine gender, age, political preferences,
and approximate place of residence. Machine learning is
used to process the data, with the help of which the authors
of the paper were able to collect information from users
of the Twitter (banned in Russia) social network based on
their posts, subscriptions and account information.

In[21], the authors discuss a method for determining
a user’s political preferences by analyzing user records
belonging to different political groups. Through
voluntary surveys of people belonging to different
political groups, the program analyzes the language
that is inherent in each of the groups and highlights
its keywords for each of the groups. Based on these
words, the program will later analyze the user’s profile
on the Twitter (banned in Russia) social network and,
on this basis, determine which of the political groups
the user belongs to. Based on the survey, in addition to

10 https://twitter.com/. Accessed December 07, 2021.

political preferences, the gender and age of a person are
determined, so that later it would be possible to compile
statistics by comparing the gender, age and political
preferences of users. After the survey, accounts left by
users are analyzed to remove accounts belonging to
other people who did not take part in the survey. Then,
the last 3200 records are analyzed from the users’ page.
Based on these records, databases of keywords specific
to a particular political group are compiled. Based
on these databases, charts are created that show how
often they occur in the records of people belonging to
this group. Also, when the program analyzes people’s
records, their mood is revealed.

The paper [22] is a comprehensive analysis of the
trace that each of us leaves daily on the Internet. We
make purchases, communicate; many familiar things
have long gone online. Every action that takes place on
social networks does not go unnoticed. Each of us has a
so-called digital footprint—the actions that we perform
on the Internet and which remain there. This can be
both our public information, which we ourselves leave
on our pages on social networks and our non-public
actions, information about which still remains on the
network and can be extracted from there. The authors
argue that this digital footprint reveals a lot about the
user. In total, they identify 14 different demographic
characteristics that they were able to establish using
such social tracking.

Data is easy to collect and use when the user
posts it on their profile, but if they prefer to remain
secretive, there are so many ways to find out this
information. The authors cite a few of them: you can
analyze smartphone log files, likes on a social network,
browser search history, frequency of hashtags, and
many more things.

The authors also inform that according to many
studies, people tend to communicate with those with
whom they are in the same social group, and all members
of this group often have similar behavioral traits and
manner of communication. This opens up a huge scope
for study.

Social networks and other services that we use
collect our personal information. In most cases, we
agree to this, but can a social network collect any
information about a user who is not registered with it?
The paper [23] considers the shadow profile hypothesis,
according to which a social network can collect, based
on the public information of users of this network
and data from their phone books (if, for example, the
user himself provides access to the social network)
information about those people who are not registered
in this social network. The paper proves the fact that
a shadow profile as a structure can be created, and the
larger the social network, the more accurate the shadow
profile data will be.
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In the study [24], the authors use a large amount
of information about the user account: the time of
publication of each of the entries and the frequency of
their publication; the number of publications containing
geodata; reposts of records of other users; the number
of liked publications; the number of responses to
publications of other users; the number of mentions
of other users; the number of publications containing
media data and the average amount of media data per
publication; the date the account was created; the number
of followings and followers and many other data and
ratios related to account information. This is an example
of a comprehensive and complete study of a profile in
a social network, which does not include the analysis
of the media data itself and the analysis of the user’s
friends/followers. It should most accurately predict the
user’s age based on a large amount of information. This
paper also describes in more detail the algorithms for
creating a sample, training a neural network, and directly
analyzing user profiles.

Since, as the network grows, the search for
similarity between nodes in the network is a time-
consuming process for optimization, the researchers
in [25] use swarm algorithms to solve the problems
of link prediction and community detection. Swarm-
based optimization techniques used in SNA are
compared in this paper with community analysis and
connection analysis. As a future area of application,
swarm-based optimization methods can be extended
to the use of deep learning neural networks, especially
for updating gradients when creating models of such
networks.

A social network is a social structure with a set of
social actors and social interactions between them. The
study of the dynamics of these structures can be used
to explain local and global economic patterns that are
important for development. In [26], the discussed topic
is the development and analysis of automatic control
systems for making decisions about oil projects. Before
deciding to invest in an oil project, engineers describe
the project by providing sufficient economic data.
Based on this data, a decision can be made to conduct
a professional analysis to determine if the project is
feasible. To automate the manual process and overcome
the shortcomings of traditional evaluation methods (for
example, expert evaluation depends on the quality of
the choice of experts themselves), a back propagation
neural network is used in the economic evaluation of oil
projects.

A huge amount of work was carried out using
analysis from the social network Twitter (banned
in Russia). In the paper [27], the authors discuss the
analysis of a community with extremist views using
SNA and neural networks. According to the results
of the study, it is proved that it is possible to analyze

the community and find people associated with it, and
possibly to predict the plans of this community in order
to prevent terrorist activities.

The paper [28] refers to the definition of the
personal qualities of users of the social network
Twitter (banned in Russia) based on the records they
made, as well as on the basis of their subscriptions.
The program takes into account gender, age, education
and political preferences to obtain a more accurate
result of the study. Thus, on the basis of users’ records
and subscriptions, it is possible to determine the area
of his or her interests, after which it is possible to draw
up a chart showing the dependence of gender, age, etc.
on the area of interest, and track which user groups
prevail in a particular group of interests.

The study [29] again uses the collection of user data
from about 1500 sites and the comparison of these data
with the data of their accounts on the Twitter (banned
in Russia) social network. Based on these data, a more
accurate demographic model of users is built. The
program analyzes the interests of users, using not only
the data of their social networks, but also the data of
the Quantcast.com'! service, which allows collecting
more accurate information. As a result, a table of user
demographics and communities of interest to which they
belong is made up.

The authors of [30] compare the data of users of the
social network Twitter (banned in Russia) with political
preferences. The program, based on demographic data
and political preferences of a person, compiles statistics
that show which groups of the population support which
parties. This can be judged by the combination of such
variables as gender, age, income, race, etc.

In [31-34], SNA is carried out in order to track the
political mood of the population. Thus, thanks to SNA,
it is possible to map support for various political parties,
track public mood and find out the rating of political
parties in different periods before and after elections,
while associating these levels of support with various
events that took place around the party.

The authors of [35, 36] carry out analysis using
machine learning and text sentiment, which are one of
the main tools of SNA, especially for the restoration of
demographic characteristics, which requires knowledge
in the field of machine learning and computational
linguistics. When studying computational linguistics,
one can find many different methods of analyzing written
text besides sentiment analysis. Many of them, perhaps,
will expand the toolkit for SNA or improve existing
algorithms. With the help of machine learning methods,
it is possible to automate the analysis process and make
it much more convenient.

11 hitps://www.quantcast.com/. Accessed September 20,
2022.
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The studies described in [37-41] are aimed at
analyzing profiles in social networks using gender
classification, which solved the problem of face
recognition using neural networks, algorithms
that work using emoji emoticons in the source
text, and determining the age and gender from
a photo.

In [42], the authors describe a method for analyzing
SMS messages in order to classify senders by gender and
age. For the study, the authors used several algorithms
with different structures of neural networks, as well
as various methods of working with natural language,
trying to achieve the best result. Ultimately, the best
result for determining the age was shown by the support
vector machine—an accuracy of about 71%. The best
result of gender determination accuracy—almost 80%,
was shown by decision tree J48. It is worth noting
that various methods and filters of natural language
processing only slightly affected the results, practically
not improving either the accuracy or the speed of the
algorithms.

The subject of research [43] is microblogs. The
authors used the keyword analysis method. This
approach fits well with the environment, in which the
analysis is carried out, because people in microblogs
often discuss some events, news, or discuss a certain
topic. Using this method and machine learning
methods, they were able to divide the initial sample into
six age groups and identify the topic that participants
in each age group most often discuss and express their
thoughts on most often. It turned out that teenagers
under 18 most often discuss sports; young people aged
18-25 talk about entertainment the most; people aged
25 to 30 see other goals, they want to firmly settle
in life, so they mainly discuss family and business;
older people (31-36 years old) are most interested in
technology; further, users aged 26—40 begin to worry
about their health and speak out more about it, while
those over 40 like to discuss politics the most. Thus, the
most frequent topic for discussion was determined for
each age group. This does not mean that every member
of the group necessarily discusses this topic, but it is
more likely that the person discussing this topic belongs
to this age group.

We can consider several statistical studies [44—46]
that have widely used the method of analyzing profiles
in social networks. Their purpose is to identify the
social mobility of people based on their publications
together by geodata. The authors found a large number
of such publications; based on them an approximate
map of the user’s locations was created, the main
centers of activity were identified, and the person’s
place of residence was established. Based on the
place of residence, the names of people were found
out. Further, using a database of names distributed by

gender, it was possible to determine the gender of more
than half of all the studied accounts. Using the last
names, the researchers tried to determine information
about the race and age of users—successfully in 38%
and 14% of cases, respectively. This study showed
that it is possible to establish some demographic
characteristics, only by tracking a person or knowing
his or her first and last name.

The paper [47] describes a method for determining
the gender and age using the voice message function.
The results are given, according to which the authors
managed to achieve an accuracy of 80% in determining
the gender and age of the speaker. This technology can
be quite successfully used to analyze voice messages
in social networks, if such a need arises, but in reality,
such an algorithm is unlikely to find wide application in
this area, since voice messages are sent personally to the
recipient, and social network analysis is usually carried
out publicly based on available information. In other
industries, the value of such technology is difficult to
overestimate: it should be useful in forensics, biometrics
and for designing a system for speech recognition or
recreation.

In addition to a regular text and the previously
discussed additions to it—reposts, pictures, emoticons
and subscriptions to other users, links and hashtags
are also very often used on social networks. Links are
used to share some content, be it a picture or news, and
hashtags are used to indicate the topic of the publication
and make it easier for other users to find this publication
in the search. The authors of [48] suggest that the content
found on the links shared by users and the hashtags
they use can tell a lot about the age of these users. The
researchers decided to analyze the posts of various users
to determine their age group, but unlike many similar
studies, they used not only the posts themselves, but
also the content located on the links shared by users as
well as recent posts with the same hashtag that the user
mentions.

The paper [49] proposes a new method for predicting
changes in complex social network structures based on
the application of percolation theory and approaches
adopted in stochastic dynamics. New results of computer
modeling of the influence of the density of a social
network on the threshold of its penetration are discussed.
Percolation thresholds are calculated for various network
densities and can be used in models that describe the
stochastic dynamics of a system’s transition from one
state to another. The stochastic model presented in this
paper provides the possibility of an abrupt transition of
moods (states) of people in a social network for a very
short period of time without any external influences,
which is determined by the features of the system’s self-
organization and the memory of its nodes about previous
states.
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The developed model allows you to create an
algorithm for monitoring social conditions based on the
theory of percolation and stochastic dynamics, which
can be easily applied in practice. The essence of this
algorithm is as follows.

1. With the help of sociological monitoring, the
average number of connections per person in
a given social network is determined; then the
proportion of negatively inclined people at a given
time is determined (¢ = 0). The average density
makes it possible to calculate the percolation
threshold of the network structure, i.e., the share
of network participants who have certain views,
which allow these views to be freely distributed in
the network.

2. After a fixed unit of time (day, week, etc.), the share
of participants with certain views that are currently
being investigated is determined. The change in this
share compared to the previous share allows you to
determine the value of the upward and downward
trends.

3. Further, it is possible to use the received information
about the trends, the percolation threshold and the
initial share of network participants with certain
representations to track and manage network
participants.

The results obtained can be applied to the
management of social processes. In one of the
approaches first the sentiment in a social network is
analyzed. Further, modern methods of psycholinguistic
analysis based on artificial network technologies
make it possible to attribute each user to a specific
target group in accordance with his or her moods
and views. The network nodes that can be identified
as users that violate certain laws, such as those that
spread extremist views and sentiments, are blocked.
However, there are groups of nodes that do not violate
any laws, but can potentially move into a group with
extremist views. Since they do not break the law, they
cannot be blocked, but it is still possible to limit their
communication abilities using technical approaches,
for example, by reducing the data transfer rate and
reducing the number of other nodes or connections
available to them. At the same time, the penetration
threshold for information that can be freely transmitted
over the network increases.

The authors'® 13 of [50-52] propose a method
for evaluating media in several modalities (topics,
evaluation criteria/properties, classes), combining

12 Byshman B., Whitaker J. Media influence on behavior.
Reference module. In: Neuroscience and Biobehavioral Psychology.
2017. http://scitechconnect.elsevier.com/neurorefmod/. Accessed
November 24, 2020.

13 Bandari R., Asur S., Huberman B.A. The pulse of news
in social media: Forecasting popularity. https://arxiv.org/
pdf/1202.0332.pdf. Accessed September 20, 2020.

thematic modeling of text corpora and making
multi-criteria decisions. The evaluation is based on
the analysis of corpora in the following way: the
conditional probability distribution of carriers by
topics, properties and classes is calculated after the
formation of a thematic model of corpora. Several
approaches are used to obtain weights that describe
how each topic relates to each evaluation criterion
and to each class described in the document, including
manual tagging, multi-enterprise approach, and
automatic approach. The proposed multi-corporate
approach involves assessing the thematic asymmetry
of the corpora to obtain weights that describe the
relationship of each topic to a certain criterion. These
weights, in combination with the topic model, can
be applied to evaluate each document in the corpora
according to each of the considered criteria and classes.
The proposed method was applied to a corpus of
804829 news publications from 40 Kazakhstan sources
published from January 01,2018 to December 31,2019.
The BigARTM model (200 topics) was obtained. The
experiments confirm the general capability of media
estimation using the topical text corpora model, as the
classification task achieved a receiver performance
area under the curve (ROC AUC) estimate of 0.81,
which is comparable to the results obtained for the
same task using the BERT model.

The developed system, in which the proposed model
is integrated, allows solving classical problems such
as simple reports or sentiment analysis. In addition, it
also has a number of unique use cases that distinguish
it from existing solutions: automatic analysis by
topic, significant event and object without the need to
generate queries based on keywords; analysis according
to an arbitrary list of criteria not limited to sentiment,
but also including social significance, popularity,
manipulativeness, propaganda content, attitude to a
certain country, attitude to a certain area, etc.; analysis
of the dynamic behavior of topics; predictive analysis at
the topic level.

In [53-55], the KroMFac method was proposed,
which is used to detect a community by the regularized
non-negative matrix factorization method based on the
Kronecker graph model. KroMFac combines network
analysis and community discovery techniques in a single
unified framework.

The paper [56] is devoted to SNA and the
development of methods for deanonymizing their users.
Deanonymization refers to the identification of a user on
thenetwork or the true place ofaccess to the network. A fter
a comparative analysis of existing methods and models
of user deanonymization [57-59], the authors propose a
modified method based on the algorithm for combining
selected vertices to defragment the deanonymization
statement problem into smaller sub-problems that can
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be solved using existing methods. The main result
of this work is the development of a new approach to
optimization methods for identifying users of social
networks based on the pairwise partitioning algorithm.
The proposed algorithm improves the characteristics
of existing deanonymization technologies, and is of
theoretical and practical importance for the development
of systems for modeling information actions in social
networks.

The papers [60, 61] present the models developed
by the authors for describing the stochastic dynamics
of state changes in complex social systems, which take
into account the processes of self-organization and
the presence of memory. To create a model, graphical
diagrams of the transition probabilities between the
possible states of the described systems are considered,
taking into account previous states that make it possible
to take into account memory and describe not only
Markovian, but also non-Markovian processes. Based
on this approach, a nonlinear second-order differential
equation is derived that allows one to formulate and
solve boundary problems for determining the probability
density function of the amplitude of parameter deviations
that describe the observed processes of non-stationary
time series depending on the values of the time interval
of its determination and the depth of memory accounting.
The resulting differential equation contains not only terms
responsible for random change (diffusion) and ordered
change (drift), but also contains a term responsible for
the possibility of self-organization.

CONCLUDING REMARKS

Network analysis can be used to structure models
of interaction between social units: people, teams,
organizations, etc. The network approach has an
indisputable advantage as compared with other methods
in terms of operating with data obtained at different
research levels—from the micro to the macro level,
to ensure data continuity. Network methods can also
increase understanding by describing processes both
theoretically and quantitatively. The relevance of
network analysis is growing, since at the moment there
is a globalization of the world processes, and above all,
in the form of global networking.

Almost all studies use different methods of working
with text, since communication in social networks
consists almost entirely oftext messages and publications.
To apply these methods, knowledge in the field of
computational linguistics is required. Here, sentiment
analysis, lexical analysis, and keyword extraction are
among the most commonly used approaches.

Having studied the results of research in this area, we
can assert that almost all studies use various combinations
of machine learning and artificial intelligence

technologies. Although there many architectures and
methods of neural networks, convolutional neural
networks demonstrate the best results. Of the methods
used, the support vector and decision tree approaches
can be singled out as delivering the highest accuracy.

In order to work effectively with neural networks,
it is necessary to compile a sample correctly. For
this purpose, it is first necessary to determine what
characteristics and initial data are required to classify
users. Since results are predicted on the basis of
statistical data, knowledge of statistics and their
application is also necessary both for sampling and
correctly analyzing the results.

CONCLUSIONS

This review set out to familiarize a wide range of
readers with contemporary models and methods for
analyzing complex social network structures, as well
as the tools used for this purpose, which include those
based on ready-made solutions in the form of services
and software, as well as research applications developed
using the Python programming language. When setting
up and conducting further investigations by a wide
range of researchers, it is very important to consider
the advantages and disadvantages of existing models
and methods. It can be concluded that SNA methods
may serve as a very useful tool for creating a complete
picture of public mood.

The review describes the specifics of the main tasks
solved in the study of complex network structures. The
interdisciplinary discipline of system analysis includes
the theory of complex networks, text analysis and
computational linguistics, neural networks, and many
related areas. In particular, the work explores dynamic
models of processes observed in complex social network
systems, as well as the structural characteristics of such
networks and their relationship with observed dynamic
processes, including using dynamic graph construction
theory. The use of neural networks to predict the
evolution of dynamic processes observed in complex
social systems and their structure (for example, how
activity, the number of users and the structure of their
connections in social network communities change) is
also analyzed. When creating models to describe the
observed processes, considerable attention is focused on
the use of computational linguistics methods to extract
knowledge from text messages of social network users.

By monitoring the opinions of users on important
economic and social issues, both at the level of individual
territorial entities (for example, districts, settlements of
small towns, etc.), and at the regional level, such studies
can be used to help predict not only the dynamics of
social processes (changes in social sentiment), but also
socioeconomic development trends.
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Abstract

Objectives. The study aims to improve the efficiency of a large-area photoconductive terahertz (THz) emitter based
on an optical-to-terahertz converter (OTC) having a radiating area of 0.3 x 0.3 mm? for generating high-power THz
radiation by using an array of close-packed profiled sapphire fibers having a diameter in the range of 100-300 um
as focusing optics.

Methods. As a photoconductive substrate, we used a semi-infinite LT-GaAs layer (low-temperature grown GaAs;
GaAs layer grown by molecular beam epitaxy at a low growth temperature). Additional SigN, and Al,O, layers
are intended for reducing leakage currents in the OTC and reducing the reflection of the laser pump pulse from
the air/semiconductor interface (Fresnel losses), respectively, at a gap width of 10 um. For forming the antenna
electrodes and feed strips, the Ti/Au metal system was used. The simulation was carried out by the finite element
method in the COMSOL Multiphysics environment.

Results. The use of a profiled sapphire fiber whose diameter has been optimized with respect to the gap parameters
to significantly increase the concentration of charge carriers in the immediate vicinity of the electrodes of an OTC
is demonstrated. The integrated efficiency of a large-area photoconductive THz emitter was determined taking into
account the microstrip topology of the array with a characteristic size of feed strips proportional to the gap width in
the OTC and with the upper (masking) metal layer. The maximum localization of the electromagnetic field in close
proximity to the edges of electrodes at the “fiber—-semiconductor” interface is achieved with a profiled sapphire fiber
diameter of 220 um.

Conclusions. By optimizing the diameter of the sapphire fiber, the possibility of improving the localization of
incident electromagnetic waves in close proximity to the edges of the OTC electrodes by ~40 times compared to
the case without fiber, as well as increasing the overall efficiency of a large-area emitter by up to ~7-10 times, was
demonstrated.

Keywords: pulsed terahertz spectroscopy, emitters and detectors of THz radiation, subwavelength radiation,

terahertz optical elements and systems, optical-to-terahertz conversion, metalens
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Peslome

Lenu. Llens paboTbl — noBbileHne adpdekTUBHOCTM doTonposoasaLero Try-mnanyyarens 60abLWON NAOWaanN Ha
OCHOBE OMTUKO-TeparepLoBoro npeobpasosatens (OTM) (u3nyyaowas obnacts coctaenseT 0.3 x 0.3 mm2) ans
reHepaumm MoLHOro TIu-n3ny4eHns C NOMOLLBIO NMPUMEHEHUS B Ka4yeCTBe (POKYCUPYIOLLEN ONTUKM Maccusa
MIOTHOYMAKOBAHHbLIX MPOPUINPOBAHHBIX CandupPoBbIX BOTOKOH AnameTpoM B ananadoHe 100-300 mkm.

MeTopbl. B kauyectBe HOTONPOBOASALLEN NOOJIOXKM NCMONb30BaNCs nonybeckoHeuHbli cno LT-GaAs (LT, low-
temperature grown GaAs — cnoi GaAs, BblpallBaeMblii METOAOM MOJIEKYISPHO-TYYEBOM SNUTAKCUX NPU NMOHU-
XEHHOW Temrepatype pocra). Janee cneaytot cnoun SigN, v Al,O5 Ans CHXeHWs TokoB yTedkn B OTI u yMeHb-
LUEHNS OTPaXeHUs NMMynbca Nna3epHOn Hakaykm OT rpaHuLLbl «BO3AyX/MONyNpoOBOAHUK» (ppeHeneBckme notepn)
COOTBETCTBEHHO. LLnpunHa 3a3opa coctaenget 10 mkm, cuctema metamnos Ti/Au ncnonbdyercsa ons GopMrpoBa-
HUS 3N1IEKTPOA0B aHTEHHbI U NOABOAALLMX NOSIOCKOB. MoaenupoBaHme NpoBoANI0CL METOLOM KOHEYHbIX 31IEMEH-
ToB B cpeane COMSOL Multiphysics.

PesynbTaTbl. [1poaeMOHCTPUPOBaHA CNOCOOHOCTb NPOPUIMPOBAHHOIO canduUpPoBOro BOJIOKHA Nocfie onTUMn-
3aumn auameTpa OTHOCUTESNIbHO NapamMeTpoB 3a30pa 3HAYUTESIbHO YBENNYUTL KOHLUEHTPaUUIO HOCUTENen 3apsaa
B HenocpeacTBeHHoM 6nm3ocTur Kk anekTpogam OTI. OnpeneneHa nHterpanbHaa apdekTMBHOCTb GOTONPOBOASA-
wero Tru-nsnyyarens 60bLION NAOWAAN C YHETOM MUKPOMOJIOCKOBOM TOMOIOMMM MacCcmBa C XapakTepHbIM pas-
MepPOM NMOABOASLLMX MOJSIOCKOB, MPOMOPLUMOHANbHbLIM WMpUHe 3a3opa B OTI, 1 ¢ BEPXHUM (MACKUPYOLWNM) MeTan-
nmnyecknum cnoem. MakcnmanbHas nokann3aums 31eKTPOMarHUTHOrO NOJst B HEMOCPEACTBEHHON O/IN30CTH K Kpasim
3NEKTPOLA0B Ha MHTepdeNce «BOIOKHO/NONYNPOBOAHMK» AOCTUraeTCs nNpu amamMmeTpe NnpoduiampoBaHHOro candum-
POBOro BOMOKHA, paBHOM 220 MKM.
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BbiBogbl. [lyTem onTumMmsaumm guamerpa candrpoBoro BOJIOKHA NMPOLEMOHCTPMPOBaHa BO3MOXHOCTb yBen4e-
HuA B ~40 pas nokanMsauumn nagaroLlmx 3JIeKTPOMArHUTHbLIX BOJSIH B HENOCPEACTBEHHOM 6IM30CTU K KpasiM 9N1eKT-
poaos OTI no cpaBHeHMIO CO crydaeM 6e3 BONOKHA, a Takxe nosbileHne ao ~7—10 pas obuein apdekTnBHOCTU

nanyyatens 60nbLIONM NaoLaaun.

KnioueBble cnoBa: TeparepLoBas MMNyabCHas CNeKTPOCKONUS, MCTOYHUKM U AeTEKTOPLI TIL-n3nyyeHuns, Cy6BOJ'I-
HOBasi GOKYCUPOBKA N3NYYeHUst, TeparepLoBble ONTUYECKME SNEMEHTbI M CUCTEMbI, ONTMKO-TeparepL,oBas KOHBEPCUS,

MeTannmH3a

* Moctynuna: 20.05.2022 e fopa6oTtaHa: 07.10.2022 ¢ MpuHaTa k ony6aukoBaHuio: 27.01.2023

Ana uutupoBaHua: 3eHyeHko H.B., JlaBpyxun O.B., MuHckuin W.A., MoHomapeB [.C. lMoBbiwieHne apPHeKTUBHO-
CTM ONTUKO-TEparepLoBOro npeodpasoBartens 3a cyeT NPoPUANPOBaHHbIX candupoBbiX BONOKOH. Russ. Technol. J.
2023;11(2):50-57. https://doi.org/10.32362/2500-316X-2023-11-2-50-57

MpospayHOoCTb GUHAHCOBOI AEeATesIbHOCTU: ABTOPbI HE UMEIOT PUHAHCOBOW 3aMHTEPECOBAHHOCTM B MPEACTaB/IeH-

HbIX MaTepuanax nin Metoagax.

ABTOpPbI 3a1BASAOT 06 OTCYTCTBMM KOHMIMKTA MHTEPECOB.

INTRODUCTION

Today, optical-to-terahertz converters (OTCs) are
widely used in terahertz (THz) spectroscopy systems for
generating and detecting broadband THz radiation [1].
Due to the flexibility of their manufacturing
technology (the possibility of variations in the topology
and geometry of antenna electrodes, as well as the choice
of photoconductive semiconductor material) OTCs are
of considerable interest for creating single-channel and
multi-channel detection systems for imaging objects in
the THz range [2, 3].

However, the efficiency of OTC emitters is limited
by the fact that only a small fraction of the laser pump
pulse energy is converted into THz electromagnetic
oscillations [4, 5]. One approach for increasing
efficiency is to structuring electrode edges by forming
periodic metallic (plasmonic) nanostructures in
the antenna gap [4-7]. An alternative approach to
plasmonic is based on dielectric structures, which
are not subject to ohmic losses and overheating with
Joule heat generation, allowing the laser pulse to be
focused to form local caustics [8—10]. By localizing
optical radiation, the efficiency of pump energy transfer
to the photoconductive layer can be significantly
increased (about 7-fold), leading to improved
THz radiation generation efficiency by increasing
photocurrent density [6]. The paper describes a means
by which this effect can be achieved using lenses based
on profiled sapphire fibers (PSF) with diameters of
100-300 um. Such fibers allow a significant amount of
energy to be focused along the entire electrode surfaces
of the photoconductive THz emitter [7].

Previously, the formation of subwavelength local
caustics (regions of maximum concentration of charge
carriers) at the interface with semiconductor have
been described [10]. Due to high refractive index

of sapphire in a wide range of the electromagnetic
spectrum [11], a significant optical contrast at the “fiber—
semiconductor” interface can be created, thus allowing
localizing photo-excited charge carriers fundamentally
near OTC electrodes (at optimum fiber diameter).
Localization (focusing) results in increased efficiency
of the pump energy transfer into photoconductor and
improved THz generation power due to the increase in
the photocurrent density [12].

SIMULATION

In the present paper, a large-area photoconductive
THz OTC-based radiator concept (with an emitting
region is 0.3 x 0.3 mm?) for generating powerful THz
radiation is proposed, in which an array of densely packed
PSFs having diameters in the range of 100-300 pm,
manufactured by the Bauman Moscow State Technical
University, Russia, is used as the focusing optics. The
OTC model and the cross section of the structure is
shown in Fig. 1; here, d is the PSF diameter, g is the gap
size between electrodes, and a is diameter of the pulsed
laser pump beam.

The OTC was created at the V.G. Mokerov Institute
of Ultra High Frequency Semiconductor Electronics
of the Russian Academy of Sciences (IUHFSE RAS,
Russia). The OTC structure comprised a sequence of
semiconductor and dielectric layers. The LT-GaAs (LT,
low-temperature grown GaAs is the GaAs layer
grown by molecular beam epitaxy at reduced growth
temperature) was used as photoconductive substrate.
The next Si;N, and Al,O; layers were intended to
reduce leakage currents in OTC and reduce the Fresnel
reflection of laser pumping from the air/semiconductor
interface, respectively. The gap width was 10 um.
Gold was used to form antenna electrodes and feeder
strips. All technological procedures (in particular,
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IR beam

Gold

AlLO.

(c)

Gold

Fig. 1. OTC model (a); enlarged image of the OTC element
with focusing optics based on PSF (b); cross-section (c)

deposition of Si;N,, Al,O5, and gold) were performed
at [IUHFSE RAS. Further, the resulting substrate was
used to create OTC.

The electromagnetic calculation was carried
out using the finite element method in the COMSOL
Multiphysics' software environment. The sizes of
the finite-element mesh were varied from A/8 for
the gap region to A/4 for other regions (A is the
wavelength of the laser pumping pulse; in calculations,
A = 780 and 1560 nm). It should be noted that the
obtained electromagnetic field distributions for both
wavelengths are almost identical due to the optical
properties (in particular, the refractive index) of PSF
samples differing only to the second decimal place.
The electric field propagation vector of the laser pump
pulse is oriented along the normal to the OTC surface.
The parameter (x/g), where x is the lateral coordinate,
was used to make the solution dimensionless and scale
simulation results for different PSF diameters (d) and
gap sizes (g). The results of simulating the spatial
distribution of the electromagnetic wave (EMW)
electric field square for three different values of
d/g =14, 18, and 22 are shown in Fig. 2.

! https://www.comsol.ru/. Accessed February 01, 2022
(in Russ.).

Fig. 2. EMW distribution for different values
of parameter d/g

The EMW distribution patterns clearly show
subwavelength caustics (characteristic regions of
maximum localization of the laser pumping field in the
semiconductor) formed near OTC electrodes. The size
of the caustics is observed to increase with increasing
ratio (d/g) to reach its maximum (in other words, the
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maximum localization of the laser pump pulse energy)
at d/g =22.

The intensity of the electromagnetic field in the
OTC gap region is integrated in the following way
to qualitatively estimate the number of photoexcited
charge carriers that can reach OTC electrodes before
their recombination in the semiconductor:

g/2
1= [ |E*)|exp(~(1x~g/2)/ rg) e
-g/2

where 7, characterizes the drift length for charge carriers.

Typical values r; = 100, 300, and 500 nm are
selected based on the characteristic values of saturated
velocities and carrier lifetime in LT-GaAs [13, 14].
Then, the coefficient of the EMW intensity increase (K)
is introduced to quantify the degree of localization of
the laser pump pulse in the OTC gap; this is determined
by the ratio between integrals / and I,, where / and
1, are calculated both for the case of OTC with PSF
and without it, respectively. The simulation results are
shown in Fig. 3.

50

40

30
X

20

10

a/g

Fig. 3. Coefficient of the EMW intensity increase
in the gap

It can be seen that all three curves (corresponding
to different 7, values) retain their shape, thus confirming
the calculation correctness, while the coefficient K value
monotonically increases with increasing parameter d/g
reaching its maximum of ~40 at d/g = 22. It should be
noted that this value characterizes the case when the
subwavelength caustics are located strictly at the edges
of OTC electrodes, thus allowing a larger number of
photoexcited charge carriers to contribute to THz radiation
generation. The latter, in turn, results in the increasing
photocurrent generated by OTC and potentially increases
the efficiency of the optical-THz conversion.

Based on the calculation results obtained, the integral
efficiency K of the large-area photoconductive THz

emitter with allowance for the microstrip array topology
with the characteristic size of feed strips proportional
to the gap width in OTC and with an upper (masking)
metal layer can be estimated as:

K ~ I(ald)/I(a/4g) = 4K(dIg)/(dlg),

where parameter a characterizes the typical spot
diameter of laser pump pulse (1.0-1.5 mm), while digit 4
corresponds to the period of microstrip array structure
consisting of two photoconductive gaps and two widths
of feed strips.

Possible approaches for the optimization of the
design of the large-area THz emitter using PSF should
also be noted. As shown in Fig. la, the laser beam
covers n = al/d of fibers. It would be logical to reduce
both the PSF diameter and the gap size for increasing
the power of THz radiation generation. However, the
decrease of the gap is equivalent to a sharp increase
in the electric field strength due to decreasing distance
between two adjacent metal strips. This significantly
increases the probability of electrical breakdown in
LT-GaAs (especially, in photoconductors for IR laser
radiation pumping—with relatively small band gap
width, for example, InGaAs). In other words, “lower”
boundary values for d and g in practice would be:
g~ 3-5 um, d ~ 100 pm. In addition, any reduction in
the gap width imposes additional requirements on the
accuracy of PSF alignment with the surface of the OTC
sample. According to our estimates, the number of
adjoining radiating elements with microstrip topology
for the large-area THz emitter should not exceed 10. In
this case, the combination of OTC + PSF is arranged so
as to achieve maximum efficiency.

CONCLUSIONS

The paper proposes using an array of lenses made
of sapphire fiber to increase the efficiency of the large-
area photoconductive THz emitter. Using numerical
simulation, each lens is shown to provide spatial
redistribution of the density of photoexcited charge
carriers in the gap between electrodes of single antenna.
By optimizing the diameter of the sapphire fiber, the
possibility of increasing the localization of incident
EMWs in close proximity to the edges of OTC electrodes
by ~40 times compared to the case without fiber, as well
as increasing to ~7—10 times the overall efficiency of the
large-area radiator is demonstrated.

Since the incident laser beam has the diameter of
1.0-1.5 mm in practice, the number of pairs of strip
lines on the large-area THz emitter crystal is about 5
at d = 220 um and g = 10 pm. Therefore, 10 pairs of
strip lines with 5 um gap (d = 110 um) may be used for
increasing the performance of a large-area THz emitter.
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Abstract

Objectives. The aim of the present work is to determine the fractal dimension parameter calculated for a sequence
of R-Rintervals in order to identify the boundaries of its change for healthy and sick patients, as well as the possibility
of its use as an additional factor in the detection of cardiac pathology.

Methods. In order to determine the fractal dimension parameter, the Hurst-, Barrow-, minimum coverage area-,
and Higuchi methods are used. For assessing the stationarity of a number of electrocardiography (ECG) intervals,
a standard method is used to compare arithmetic averages and variances from samples of the total data array of
ECG intervals. To identify differences in fractal dimensions of healthy and sick patients, this parameter was ranked.
Using the Kolmogorov-Smirnov two-sample criterion, the difference between the distribution laws in the samples for
healthy and sick patients is shown.

Results. Among the considered methods for calculating the fractal dimension, the Higuchi method demonstrates the
smallest data spread between healthy patients. By ranking the calculated fractional dimension values, it was possible
to identify the difference between this parameter for healthy and sick patients. The difference in the distribution of
fractal dimension of healthy and sick patients is shown to be statistically significant for the coverage and Higuchi
methods. At the same time, when using the traditional Hurst method, there is no reason to reject the null hypothesis
that two groups of patients belong to the same general population.

Conclusions. Based on the obtained data, the difference between the fractal dimension indicators of the duration of
R-R intervals of healthy and sick patients is shown to be statistically significant when using the Higuchi method. The
fractal dimensions of healthy and sick patients can be effectively distinguished by ranking samples. The results of
the research substantiate prospects for further studies aimed at using fractal characteristics of the heart rhythm to
identify abnormalities of the latter, which can serve as an additional factor in determining heart pathologies.

Keywords: fractal, fractal dimension, coronary heart disease, chronic heart failure, Higuchi method, minimum
coverage area method, Hurst method
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Pe3lome

Llenb. Llensio paboTbl Obl10 onpeaeneHve napameTpa dpakTasbHON padMepHOCTU, PpacCHMTaHHOrO Afis nocre-
noBaTeNlbHOCTU anuTenbHocTelr R-R nHTepBanos, BbisiBNEeHWE rpaHnlbl ero UI3BMEHeHUs 4S5 30,0PO0BbIX U 60NbHbIX
nauMeHTOoB, a Takxke BO3MOXHOCTW €ro UCMosib30BaHWs B KQYECTBE AOMNOSIHUTENbHOIO dbakTopa rnpu BbiSiBIEHMM Na-
TOSIOrMM CEPAEYHON AeATEeNbHOCTU.

MeTopabl. [nsa onpeneneHns napameTtpa dpakTasbHOM pa3aMepHOCTU UCMOJb3YIOTCS MeToamKn XepcTa, Bappoy,
MWHVUMaSTbHOW Miowanm NokpbITUs 1 Xuryyn. MNpu oueHke CTauMoHApPHOCTM psiga KapaAMOUHTEPBAsIOB NMPYMEHseTCs
CTaHOAPTHbIA MEeTOA CPaBHEHUS CpeaHNX apudmMeTUdeckmx 1 ANcnepcuin no Beibopkam obLero Maccmea AaHHbIX
KapAnouHTepBanoB. 115 BbISBAEHUS pa3nnyunii dpakTasbHbIX pa3MepHOCTer 300P0BbIX M 60bHbIX MNALMEHTOB Bbl-
NMOSIHEHO PaHXMpoBaHne faHHOro napameTpa. C NoMOoLLbIO MCNOIb30BaHNSA ABYXBbIOOPOYHOro kputepus Konmoro-
poBa — CMUpHOBa NokasaHo pasnimyne 3aKkoHOB pacnpeaeneHus B Bblbopkax ass 300P0BbIX M 60NbHbIX MNaLMEHTOB.
PesynbTaTthbl. [l0ka3aHo, 4TO M3 PACCMOTPEHHBLIX METO0B pacyeTa dpakTasbHOM pa3MepHOCTU HAaUMEHbLLNIA pas-
OpoC AaHHbIX MexAay 300POBbIMM MauMeHTaMn eMOHCTPUPYET MeTon, Xurydn. BeinonHeHO paHXupoBaHue pac-
CUMTaHHbIX 3Ha4YeHUIN ppaKkTanbHOM pa3aMepHOCTU, MO3BOJIMBLLEE BbISIBUTbL Pasfinyme JaHHOro napameTpa ans 300-
POBbIX 1 BOMbHBLIX NauneHToB. [okaszaHo, YTO pasnuume B pacnpeaeneHnn dpaktanbHOM pa3MepHOCTU 340P0BbIX
1 60JIbHbBIX MALMEHTOB ABNSIETCS CTATUCTMYECKN 3HAYMMbIM A4S METOO0B MOKPLITUS U XuUrydn. B To xe Bpems npu
MCMNONb30BaHMN TPAANLMOHHOIO MeToAa XepcTa HEeT OCHOBaHWSA OTBepraTth HYJIEBYIO TMNOTE3Y O NPUHAANEXHOCTN
OBYX Fpynn nauMeHToB OOHOM reHepanbHOM COBOKYMHOCTM.

BbiBOAbI. Ha OCHOBaHWM MOJIy4EHHbIX AaHHbLIX OblIO0 MOKAa3aHO, YTO CTAaTUCTUYECKM 3HAYMMOE pasnuyne Mexay
nokasatensiMm opakTasbHON pa3MepHOCTU anauTenbHocTer R-R mHTepBanoB 300pPO0OBbIX U OOJbHBIX MaLMEHTOB
MMeeT MeCTO Mpu NpMMeHeHun meToaa Xurydu. YCTaHOBMIEHO, YTO paHXMpoBaHMe BbIOOPOK No3BonsieT adpdek-
TUBHO pasnnyaTtb ppakTasibHble Pa3MepHOCTM 300PO0BbIX M B0JIbHbBIX NaunMeHToB. Pe3ynbTaTbl paboThbl MOKa3biBaloT
NnepcnekTUBHOCTb AJasibHerLWnX NCCNeaoBaHuii, HanpaBeHHbIX Ha MCMOoJib30BaHMe dpakTasibHbIX XapakTepucTuK
KapavopuTMa AOfsi BbISIBIEHUS HAPYLIEHW MOCNeAHEro, YTO MOXET CNYXWUTb AO0MONHUTENbHBIM (hakTOpoM Mpu
onpeneneHnn NnaTosorum aeaTenbHOCTN cepaua.

KnioueBble cnoBa: dpakran, dpaktanbHas pa3mMepHOCTb, nileMuyeckas 60n1e3Hb cepaLa, XpoHn4eckasa cepaey-
Has He4OCTaTOYHOCTb, MeTOA X1ryym, MeTo4 MUHUMaJIbHOM MIoLWaamn nokKpbITUS, MeTOL XepcTta

e Moctynuna: 30.05.2022 ¢ fopa6oTaHa: 14.09.2022 ¢ MpuHaTa kK ony6aukoBaHuio: 25.01.2023

Ansa untupoBaHua: beikosa M.O., BanaHguH B.A. MeToanyeckmne 0co6eHHOCTM aHanu3a dpakTasnbHOM pa3MepHOCTH
cepaeyHoro putma. Russ. Technol. J. 2023;11(2):58-71. https://doi.org/10.32362/2500-316X-2023-11-2-58-71

Mpo3payvyHocTb GUHAHCOBOW AEATEeNIbHOCTU: ABTOPLI HE UMEIOT PUHAHCOBOW 3aMHTEPECOBAHHOCTM B NPeACTaBNEH-
HbIX MaTepuanax uam meTogax.

ABTOPbI 3a5BNSIOT 06 OTCYTCTBUM KOHGMIMKTA MHTEPECOB.
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INTRODUCTION

Heart rate variability (HRV) has become one of the
effective methods for assessing the neural regulation of
the heart, analyzing the interaction between sympathetic
and vagal fluctuations, as well as examining their effect
on heart rate. Heart rate fluctuations exhibit various
linear, non-linear, periodic and irregular oscillation
patterns.

Thanks to an intensive study of heart rate variability
carried out over several decades, it is now possible to
correlate changes in the functioning of the cardiovascular
system with the presence of pathologies. In Russia,
fundamental research in this area carried out at the
scientific institution founded by R.M. Baevsky!, as well
as other scientists [1-4], has made it possible to give
a physiological interpretation of heart rate variability
through the analysis of information about the state and
functioning of systems that regulate heart rhythm.

The conducted studies led to the conclusion that
the assessment of the overall heart rate variability
helps to carry out early diagnosis of disorders of
the cardiovascular system. There are a number of
different approaches to the analysis of the heartbeat
process. In particular, the analysis of variability
based on the study of the statistical parameters of
rhythmograms is successfully used. The spectral
analysis of rhythmograms based on the fast Fourier
transform and subsequent analysis of the spectral
density distribution over the frequency range has
also become widespread. As a result of the performed
studies, it has been shown, for example, that the
high-frequency region (0.15-0.4 Hz) is a marker
of wandering modulation, while the low-frequency
region (0.04-0.15 Hz) mainly reflects sympathetic
tone and baroreflex activity. In common with a
number of other methods, those based on frequency
and time measurements are based on the assumption
that HRV signals cannot reflect and quantify the
dynamic structure of the signal due to their linear
character. A number of methods have also been
proposed to evaluate nonlinear properties, including
fractal dimension, Lyapunov exponents, correlation
dimension, approximate entropy, and downtrend
analysis of fluctuations [5-9]. All these methods define

I Roman Markovich Baevsky, Dr. Sci. (Med.), Professor,
Honored Scientist of the Russian Federation, Academician
at the International Academy of Astronautics, Academician
at the International Academy of Informatization. He is one of
the founders of aerospace cardiology, space telemetry, and the
concept of prenosological diagnostics, having personally carried
out the development of a medical control system for Yu.A.
Gagarin. In Baevsky’s scientific school, three fundamental
directions can be distinguished: ballistocardiography and
cardiography; heart rate variability; space medicine and
prenosological diagnostics.

the properties of HRV as a non-linear process that
reacts to external disturbances in a nonlinear manner.
Over the past 2—-3 decades, attempts have been made to
describe such nonlinear systems from the standpoint of
deterministic chaos [10-12], which, in contrast to the
everyday understanding of disorder as an absolutely
random process, refers to processes characterized by
limited randomness such as the heart rate. As noted
in [13], a certain norm in terms of randomness is
necessary for the normal functioning of an organism.
Any significant deviation from the norm, both in the
direction of greater order and in the direction of greater
randomness, may indicate a disease of the body.

In this paper, we consider fractal dimension analysis,
comprising one of the methods for nonlinear study of
heart rthythm. Fractal dimension analysis is based on a
coefficient that describes fractal structures or sets based
on a quantitative assessment of their complexity.> This
parameter is determined for the sequence of durations
of R—R intervals of healthy patients and patients
with chronic heart failure (CHF) and coronary heart
disease (CHD).

METHODS FOR DETERMINING
THE FRACTAL DIMENSION D

Benoit Mandelbrot [14] gives the following
definition of fractals: “A fractal is a structure
consisting of parts that are in some sense similar to
the whole.” The main characteristic of self-similar
structures, which determines the degree of space
indentation, is the fractal dimension D. There are a
number of different ways to define it. One of the most
popular is the Hurst method [15, 16], based on the
ratio of the range of the accumulated deviation to the
standard deviation. Another name for this technique
is R/S-analysis.

Its essence is expressed by the following formula:

S @0,

S
where a is some constant for a particular process;
N is the amount of data; H is the Hurst exponent; S is
the standard deviation of the series; R is the range of
the accumulated deviation, i.e., the difference between
the maximum and minimum values of the accumulated
deviation from the average value of series Z in the
interval [1; u]. In turn, u belongs to the interval from 1
to V.

Figure 1 shows changes in some value X, its

accumulated deviation Z and the average value X, in
the interval [1; u]:

2 Fractal dimension. https://en.wikipedia.org/wiki/Fractal _
dimension. Accessed April 23, 2022 (in Russ.).
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Fig. 1. Changes in the X value (thick line),
its accumulated deviation Z (thin line), and
the average value of X, (R, is the range
of the accumulated deviation; X, is the
average value of Xin the interval; x, is the
initial value of X; z, is the initial value of the
accumulated deviation Z; z,, is the value of
the accumulated deviation Z taken at the
point u; x,, is the value of X, taken at the
point u; Xy is the final value of X; Zy is the

final value of the accumulated deviation Z)3

The fractal dimension is related to the Hurst
exponent by the relation:

D=2-H

Another approach for determining the fractal
dimension is the Barrow method*, which consists in
finding the average variance of increments W, calculated
by the following formula:

3 Kobenko V.Yu. Fractals in science and technology.
Guidelines for performing laboratory work in the Microsoft Excel
application. Omsk: OmGTU; 2005. P. 6 (in Russ.).

4 Ibid. P. 13-15.

Value

Value

6=8
(c)

1 - 2
WaN) === 3L (xay )

where | SANSN-—1.
The dependence W = fAN) is described by the
following equation:

W= (aAN),

where a is some constant value for the given series of
data, B is the Barrow exponent.
The fractal dimension is defined as follows:

D=2-B.

The method of minimum coverage area has also
become widespread. It is used, in particular, in the
field of economics, as well as having application in
the analysis of meteorological series [17]. In this case,
after determining the fractal dimension by dividing the
data volume N into o parts, the sum of the amplitude
variations for each of the obtained parts is calculated.
Then 6 changes; following several repetitions of the
algorithm, a graph is plotted on a logarithmic scale of
the dependence of 7 on 8. The resulting set of points is
approximated by a straight line, after which the slope &
is calculated using the least squares method. The process
of calculating the coverage area for various values of 3 is
illustrated by Fig. 2.

In this case, the fractal dimension is found by the
formula:

D=k+1.

In some studies related to the fractal analysis of
biological processes, the Higuchi algorithm was used to

Value

Value

6=16
(d)
Fig. 2. Calculation of the coverage area for various values of 6 [17]
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estimate the fractal dimension [15, 18]. This technique
will also be used in the present work.

To obtain the fractal dimension D, Higuchi examined
a finite set of observations obtained at a regular interval:

X(1), X(2), X(3), ..., X(N).

A new series, X}, is compiled from these time
series as follows:

X X (m), X(m+k),X(m+2k),...,X(m+{N;m}kj,

where m = 1, 2, ..., k; k and m are integers; m and k
are the serial number of the sample and the size of the
interval, respectively.

Within the framework of this method, the length of

the curve associated with each time series X ,Z” is
determined as follows:

L, (k)=

N-m
1

% Z,[lk}(X(m +ik) =X (m+ (i —1)k))

is the normalizing factor.
-m
— |k
k
The average value (L(k)) of the lengths associated
with the time series determines the fractal dimension D.
At the same time, the following relation takes place:

<L(k)> o< kP,

N -1
h e —
where {N

FRACTIONAL DIMENSION OF HEART RATE
VARIABILITY IN HEALTHY AND ILL PATIENTS

To calculate the fractal dimension of HRV in healthy
patients, records of R—R intervals from the database “RR
interval time series from healthy subjects” were used.
For sick patients corresponding data were taken from the
databases “Congestive Heart Failure RR Interval Database”
and “St. Petersburg INCART 12-lead Arrhythmia
Database.” The bases are presented in the Physionet’
open resource of medical signals. The durations of R—R
intervals were obtained using the Show RR intervals
as text provided by this database, which automatically
determines this parameter at a given time interval. At the
beginning of the study, a time interval of 450 R—R values
was considered, which corresponded to approximately a
S-minute recording. All further calculations were carried

5 https://physionet.org/. Accessed February 14, 2022.

out in Microsoft Excel. Algorithms for determining the
fractal dimension by the Hurst, Barrow, and coverage
methods are described in detail in [15—18]. The procedure
for constructing a fractal plane by the Higuchi method
consisted of the following steps:

1. Compilation of time series, k € [2; 10].

2. Calculation of the length of the curve L, (k) of each
series.

3. Determining the average value <{L(k)) of the
lengths associated with the time series for each set
of observations.

4. Plotting the dependence of {L(k)> on k on a
logarithmic scale and determining the value of the
fractal dimension D by the least squares method.
The fractal planes determined by the four methods

used for one healthy patient are shown in Fig. 3.

The coordinates of points for fractal planes of the R/S
method, the Barrow method, the area of least coverage
method, and the Higuchi method are highlighted in blue,
red, green, and purple, respectively. The black dotted line
indicates the approximating trend line, whose slope is used
to calculate the value of the fractal dimension. As follows
from the graphs, the values of the fractal dimension
determined by the last two methods have a significantly
lower determination error due to the smaller scatter of the
data to be approximated. Using the methods described
above, fractal dimensions were found for ten healthy
patients, as well as patients with diagnoses of chronic
heart failure (CHF) and coronary heart disease (CHD).
The obtained values are presented in Table 1.

Since the technique proposed by Barrow uses a
similar approach to the traditional Hurst method, it
will not be considered further. The fractal dimension D
obtained by the Higuchi method shows a smaller spread
of data between healthy patients. In this regard, the results
obtained by this method will be considered in more detail.

The fact that most of the values of the fractal
dimension fall within the interval from 1.5 to 2 is an
indicator of the antipersistence of the series. This concept
indicates a more frequent change in the direction of the
vector of the system development than would be the
case with a random sequence. Approximation of the
fractal dimension parameter to D = 2, which indicates
an increase in the variability of the series, is typical
for a situation where the studied sequence tends to
completely fill the fractal plane. Values approaching 1.5
indicate that the process tends to complete randomness,
i.e., white noise. The fact that the values of the fractal
dimension fall into the interval (1.5-2.0) indicates the
ergodicity of the process, a special property of certain
dynamic systems, which consists in the fact that during
development any state with rare exceptions have a certain
probability to pass near each other state of the system®.

6 Ergodicity. https://en.wikipedia.org/wiki/Ergodicity. Accessed
April 17,2022 (in Russ.).
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Fig. 3. Fractal plane of a healthy patient:
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Table 1. Fractal dimensions D of ten healthy patients and patients with CHF and IHD, calculated by various methods

Patient No. Fractal dimen.sion Fr.actal d.imension Ffactal d.imension Method
of healthy patients of sick patients (IHD) of sick patients (CHF)
1.896 1.499 1.754 Hurst method
1.791 1.502 1.753 Barrow method
! 1.612 1.601 1.572 Coverage method
1.638 1.695 1.685 Higuchi method
1.937 1.933 1.787 Hurst method
1.794 1.886 1.943 Barrow method
: 1.722 1.595 1.606 Coverage method
1.757 1.822 1.981 Higuchi method
1.944 1.815 1.432 Hurst method
1.845 1.767 1.871 Barrow method
: 1.665 1.746 1.619 Coverage method
1.702 1.910 1.805 Higuchi method
1.944 1.449 1.518 Hurst method
1.845 1.790 1.944 Barrow method
! 1.665 1.494 1.627 Coverage method
1.702 1.654 1.797 Higuchi method
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Table 1. Continued

Patient No. Fractal dimen.sion Fr.actal d.imension F{actal Qimension Method
of healthy patients of sick patients (IHD) of sick patients (CHF)
1.529 1.783 1.770 Hurst method
1.463 1.275 1.994 Barrow method
: 1.608 1.598 1.821 Coverage method
1.630 1.665 1.982 Higuchi method
1.536 1.685 1.709 Hurst method
1.633 1.579 1.994 Barrow method
0 1.646 1.528 1.683 Coverage method
1.767 1.538 2.000 Higuchi method
1.459 1.979 1.964 Hurst method
1.615 1.722 1.863 Barrow method
! 1.627 1.814 1.766 Coverage method
1.751 2.000 1.928 Higuchi method
1.627 1.895 1.909 Hurst method
1.721 1.912 1.776 Barrow method
5 1.663 1.738 1.703 Coverage method
1.708 1.956 1.803 Higuchi method
1.665 1.739 1.735 Hurst method
1.988 1.747 1.699 Barrow method
’ 1.698 1.573 1.591 Coverage method
1.772 1.608 1.560 Higuchi method
1.559 1.598 1.702 Hurst method
1.787 1.665 1.949 Barrow method
10 1.605 1.648 1.600 Coverage method
1.675 1.692 1.989 Higuchi method

At the same time, in certain time intervals the statistical
characteristics coincide. The alternation of such intervals
is due to the presence of a latent periodicity of the process,
which is a characteristic, in particular, for the heart rhythm.

DETERMINATION OF SAMPLE SIZE

Sample size is an important feature of any empirical
study that aims to draw inferences about a population
of parameters from sample observations. The chance of
detecting statistically significant differences depends on
the sample size and the magnitude of the true difference
between the compared indicators [19].

The values of the Higuchi fractal dimension
obtained for a healthy patient with an increase in
the sample size from 200 to 1500 R-R intervals are
presented in Table 2.

Based on the data of Table 2, the fractal dimensions D
calculated by the Higuchi method were determined on
a sample size equal to 1000 values of the R—R interval.

It should be noted that the fractal dimension
calculated by the coating method does not show any
dependence on the recording duration for both sick and
healthy patients. The D values calculated by this method
for samples of 450 and 1000 values are presented in
Table 3.

Table 2. Comparison of fractal dimensions for a healthy patient obtained by the Higuchi method for samples of 200,

450, 900, 1000, 1200, and 1500 values of the R-R interval

Fractal dimension calculated by the Higuchi method for different sizes of input data

Sample size 200 450

900 1000 1200 1500

Healthy patient 1.673 1.702

1.710 1.709 1.707 1.714
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Table 3. Comparison of fractal dimensions of 3 patients
obtained by the coating method for samples of 450 and
1000 values of R-Rintervals

Fractal dimension by the coverage method
at interval value Patient
450 1000
1.72 1.75 Healthy
1.74 1.72 IHD
1.57 1.59 CHF

Based on the data obtained, it follows that the fractal
dimension D calculated by the coverage method is
practically independent of the sample size. Therefore,
for this method, the sample size is not critical in the
considered range of values. Taking into account the
obtained results presented in Table 2, we will use a
sample with an input data volume of 1000 values of R—R
intervals in future studies.

STATIONARITY ESTIMATE

While fractals are closely related to the concept of
dynamic chaos, reference is also occasionally made to
the concept of deterministic chaos. One of the conditions
for the existence of such chaos is non-linearity. These
concepts are described in detail in [20]. In this section,
the issues of stationarity of a sample of 1000 R-R
intervals are considered.

As is known, stationarity is the invariability of
the characteristics of a random process over time: the
average value and variance of a stationary process remain
constant regardless of time, and the autocorrelation
function depends only on the difference between the
time points at which it is determined. Table 4 shows
the average values determined for successive samples
consisting of 100 durations of R-R intervals. As can be
seen from the presented data, the average values change
by 11-25%; meanwhile, the dispersion value also varies
significantly from ~50% for healthy patients to 300% for
CHF patients. Thus, a number of values of the durations
of R-R intervals are not stationary, whether in the
presence of pathologies or in their absence.

This fact is an additional confirmation of the
expediency of using the concepts of deterministic chaos
to describe the array of R—R interval durations.

Using all the previously mentioned algorithms and
conclusions, we compiled a table containing the fractal
dimensions D for the array of 1000 R-R intervals. The
fractal dimensions were calculated using the Hurst-,
Minimum Area Coverage- and Higuchi methods.

It should be noted that the used database of patients
with CHF contains information on R-R intervals for
more than 20 patients. Therefore, the sample size for
this pathology was increased to 20 patients. The results
obtained are presented in Table 5.

It can be seen that the average values of the fractal
dimension for all three methods are not sufficient to

Table 4. Average values and variances for samples of 100 intervals taken from an array of 1000 R—R intervals

Parameter | 1-100 | 100-200 | 200-300 | 300-400 | 400-500 | 500-600 | 600700 | 700-800 | 800-900 | 900-1000 | Patient
‘i‘:ﬁizgs 0.754 | 0.785 | 0779 | 0754 | 0725 | 0.639 | 0.610 | 0.638 | 0.660 | 0.734

— CHF
V:;’_?(l)ie’ 1568 | 3241 | 9201 | 3334 | 1221 | 2159 | 3101 | 7528 | Lil6 | 5211
é:fézg: 0.799 | 0807 | 0801 | 0755 | 0722 | 0750 | 0742 | 0748 | 0.783 | 0.753

i ’ Healthy
V:;’_i%ie’ 1857 | 1744 | 2400 | 2.006 | 2465 | 2.608 | 1868 | 3.088 | 2253 | 2.180

Table 5. Fractal dimensions calculated by three different methods for the array of input data

equal to 1000 R-R intervals

Fractal dimension Fractal dimension Fractal dimension

Patient calculated with the Higuchi method calculated with the coverage method calculated with the Hurst method

o CHF Healthy ISH CHF Healthy ISH CHF Healthy ISH

1 1.621 1.720 1.755 1.587 1.650 1.645 1.728 1.863 1.629

2 1.966 1.783 1.674 1.650 1.746 1.576 2.000 1.979 1.902

3 1.834 1.709 1.897 1.651 1.717 1.719 1.679 1.948 2.000

4 1.832 1.717 1.650 1.665 1.717 1.577 1.519 1.948 1.722

5 1.983 1.703 1.659 1.816 1.648 1.598 2.000 1.718 1.713
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Table 5. Continued

Fractal dimension Fractal dimension Fractal dimension
Patient calculated with the Higuchi method calculated with the coverage method calculated with the Hurst method

e CHF Healthy ISH CHF Healthy ISH CHF Healthy ISH
6 2.028 1.714 1.573 1.693 1.646 1.547 2.000 1.824 1.674
7 1.848 1.752 2.008 1.704 1.676 1.873 1.946 1.704 2.000
8 1.756 1.746 1.903 1.733 1.711 1.720 2.000 1.707 1.816
9 1.488 1.758 1.659 1.641 1.676 1.588 1.884 1.704 1.709
10 1.965 1.679 1.747 1.637 1.630 1.709 1.865 1.691 1.705
11 1.811 - - 1.710 - - 1.939 - -
12 1.783 - - 1.619 - - 1.430 - -
13 1.949 - - 1.677 - - 1.786 - -
14 1.818 - - 1.668 - - 1.969 - -
15 1.879 - - 1.542 - - 2.000 - -
16 1.739 - - 1.687 - - 1.669 - -
17 1.579 - - 1.632 - - 1.703 - -
18 1.739 - - 1.414 - - 1.883 - -
19 1.510 - - 1.552 - - 1.507 - -
20 1.513 - - 1.616 - - 1.801 - -

Average
value 1.782 1.728 1.752 1.645 1.682 1.655 1.866 1.808 1.827
+interval |  +0.077 +0.022 +0.100 +0.039 +0.028 +0.072 +0.121 +0.084 +0.151
of validity

reliably identify the presence of pathology. It should be also
noted that the average values of the fractal dimension D of
healthy patients, determined by the coverage and Higuchi
methods, correspond to the data of [21], while the results
by the Hurst method give overestimated values. Since the
tabular presentation of data is quite difficult for perception
and analysis, the data in Table 5 were subjected to
additional processing in this work.

RANKING AND STATISTICAL PROCESSING
OF THE RESULTS

The ranking method used in the present work consists
in arranging objects or phenomena in descending or
ascending order of a certain feature inherent in each of
them. In this case, the ranking is performed in ascending
order of the fractal dimension D. Thus, it is necessary to
determine the number of ranks and the range of D values
to which each rank will correspond.

In this work, 10 ranks were used. Despite the fact
that the fractal dimension is determined in the range
of values from 1 to 2, the vast majority of D values is
concentrated in the range from 1.5 to 2. This area is
divided into 10 ranks through 0.05 with the boundaries
of each rank of +0.025.

After analyzing the data presented in Table 5,
it was noticed that most of the values of the fractal
dimensions D of healthy patients fell into the range of
values from 1.675 to 1.825, corresponding to ranks 4
and 5. The distribution by ranks of the fractal dimension
of healthy and sick patients is presented in Table 6.

As can be seen from the table, 90% of the dimension
values for healthy patients calculated by the Higuchi
method have a rank of 4-5. For CHF patients, only 3
out of 20 people have this rank (15%), while for IHD
patients this value is 30% (3 out of 10 people). For
the dimensions determined by the coverage and Hurst
methods, the picture of the distribution of ranks between
healthy and sick patients becomes more blurred.

To assess the statistical significance of the division
into ranks of healthy and sick patients, the Kolmogorov—
Smirnov criterion was used to test the homogeneity
of the distribution of two samples [22]. This criterion
is based on a comparison of empirical distribution
functions that are determined for two samples. The
calculated values of the criterion, which are compared
with the table values at a significance level of 0.01, are
presented in Table 7.

The first line shows the tabular value of the
Kolmogorov—Smirnov criterion for 10 healthy and
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Table 6. Ranking of the results of Table 5

Ranking Ranking Ranking
Patient No. for the Higuchi method for the coverage method for the Hurst method
CHF Healthy IHD CHF Healthy IHD CHF Healthy IHD
1 2 4 5 2 4 3 4 7 2
2 9 6 4 3 5 2 10 10 8
3 7 4 8 3 4 4 4 9 10
4 7 4 3 3 4 2 0 8 4
5 10 4 3 6 3 2 10 4 4
6 10 4 2 4 3 1 10 6 3
7 7 5 10 4 4 7 9 4 10
8 5 5 8 5 4 4 10 4 6
9 0 5 3 3 4 2 8 4 4
10 9 4 5 3 3 4 6 4 4
11 6 4 9
12 6 2 0
13 9 4 6
14 6 3 9
15 7 1 10
16 5 4 3
17 2 3 4
18 5 0 8
19 0 1 0
20 0 2 6

20 patients with CHF, the second line is for 10 healthy
patients and 10 with coronary artery disease.

The data in Table 7 indicate that the difference
in the distribution of the fractal dimension between
healthy and sick patients is statistically significant
(D, ax cate >~ Prmaxtap) fOr the Higuchi method. At the same
time, when using the Hurst and coverage methods, there
is no reason to reject the null hypothesis concerning
the absence of differences in the distribution of results
for the two groups of patients, i.e., two samples may
belong to the same general population. We also note
that the previously reached conclusion, i.e., that the
fractal dimension calculated by the Higuchi method is

apparently the most preferable in detecting the pathology
of the heart, is confirmed by the results of the present
study.

Figure 4 shows a diagram of the process of
implementing the method of dividing patients into
groups according to the presence and absence of
pathology based on the value of the fractal dimension
of the heart rate.

The diagram in Fig. 4 reflects some of the processing
steps. The input data of R—R intervals were obtained on
the basis of already analyzed Holter records of healthy
and sick patients presented in the Physionet open
resource. Holter monitoring data were recorded for
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Table 7. Comparison of calculated and tabulated values of the two-sample Kolmogorov-Smirnov D, .. criterion for

healthy and sick patients

Tabular value of criterion D, (for 30 values) 0.290
Tabular value of criterion D, . (for 20 values) 0.352
Calculated D, value of Higuchi ranking (CHD and healthy) 0.500
Calculated D, value of Higuchi ranking (IHD and healthy) 0.400
Calculated D, value of coverage ranking (CHF and healthy) 0.350
Calculated D, value of coverage ranking (IHD and healthy) 0.500
Calculated D, value of Hurst ranking (CHF and healthy) 0.200
Calculated D, value of Hurst ranking (IHD and healthy) 0.200

( Input R-R intervals )

Higuchi method

|

The value of the fractal dimension

l

Ranking

Rankin yes

the 4-6 range,

| Presence of pathology}

Fig. 4. Algorithm for the process of dividing patients
into groups according to the presence and absence
of pathology based on the value of the fractal dimension
of the heart rate

(Absence of pathologD

24 h using DMS300-7 and DMS300-3A digital three-
channel recorders, as well as Galix recorders using 3M
electrodes. The Galix recorders had programmable read
sampling rates of 512 and 1024 Hz and write sampling
rates of 128 Hz. The DMS recorders had a sampling rate
of 1024 Hz per channel for electrocardiography (ECG)
analysis with an averaged signal, a read sampling
rate of 512 Hz, and a recording sampling rate of
128 Hz otherwise. Signals were analyzed using Galix
software and CardioScan 10.0, 11.0 software’ for DMS
recorders. The error in determining the R—R interval
was approximately 8 ms (2 times more than the error
in determining the R-wave). After automatic detection
and classification using the Holter software8, cardiac
events in the records were then checked and corrected

7 https://vdd-pro.ru/ru/usb-kardiograf/programmnoe-
obespechenie/. Accessed February 14, 2022 (in Russ.).

8 https://dms-at.ru/products/programs/programmnoe-
obespechenie-kholter/. Accessed February 14, 2022 (in Russ.).

by two cardiologists. The recordings were then analyzed
beat by beat to identify and correct as many R-waves as
possible. Thus, the number and duration of artifacts in
the signal was reduced.

The input R—R intervals then need to be processed
using the Higuchi method presented above.

To determine the rank of the obtained value D, it
is necessary to use Table 8, which presents the rank
numbers, the ranges of their values and the average
values of each.

Table 8. Ordinal numbers of ranks, their ranges and
average values

Rank No. Range of D values Average value of D
0 1.500-1.525 1.5125
1 1.525-1.575 1.55
2 1.575-1.625 1.6
3 1.625-1.675 1.65
4 1.675-1.725 1.7
5 1.725-1.775 1.75
6 1.775-1.825 1.8
7 1.825-1.875 1.85
8 1.875-1.925 1.9
9 1.925-1.975 1.95
10 1.975-2.000 1.9875

If the rank value falls within the interval 46, then
we can conclude that the input data of the R—R intervals
belong to a healthy patient, otherwise there is reason to
believe that the patient has pathology.

CONCLUSIONS

Mathematical approaches based on a study of the
fractality of the non-stationarity or irregularity (in the
geometric sense) of processes represent one of the
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possible approaches for their assessment. If considered
from the point of view of amplitude changes in the
magnitude of the electric potential over time, the graphic
record of the ECG also represents a curve that has a
strongly irregular shape. If we look at the rhythmogram
in time, then we can come to the conclusion that in some
way it has the properties of a fractal.

In the present work, we have considered several
methods for obtaining the fractal dimension of a
sequence of cardio interval durations, namely, the Hurst,
Barrow, minimum coverage area and Higuchi methods.

Based on the data obtained, it is shown that the
difference between the fractal dimensions of the
durations of the R—R intervals of healthy and sick
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Abstract

Objectives. Methods for spline approximation of a sequence of points in a plane are increasingly used in various
disciplines. A spline is defined as a single-valued function consisting of a known number of repeating elements, of
which the mostwidely used are polynomials. When designing the routes of linear structures, itis necessary to consider
a problem with an unknown number of elements. An algorithm implemented for solving this problem when designing
a longitudinal profile was published earlier. Here, since the spline elements comprise circular arcs conjugated by
line segments, the spline is a single-valued function. However, when designing a route plan, the spline is generally a
multivalued function. Therefore, the previously developed algorithm is unsuitable for solving this problem, even if the
same spline elements are used. The aim of this work is to generalize the obtained results to the case of approximation
of multivalued functions while considering various features involved in designing the routes of linear structures. The
first stage of this work consisted in determining the number of elements of the approximating spline using dynamic
programming. In the present paper, the next stage of solving this problem is carried out.

Methods. The spline parameters were optimized using a new mathematical model in the form of a modified Lagrange
function and a special nonlinear programming algorithm. In this case, it is possible to analytically calculate the
derivatives of the objective function with respect to the spline parameters in the absence of its analytical expression.
Results. A mathematical model and algorithm were developed to optimize the parameters of a spline as a multi-
valued function consisting of circular arcs conjugated by line segments. The initial approximation is the spline
obtained at the first stage.

Conclusions. The previously proposed two-stage spline approximation scheme for an unknown number of spline
elements is also suitable for approximating multivalued functions given by a sequence of points in a plane, in
particular, for designing a plan of routes for linear structures.

Keywords: route, plan and longitudinal profile, spline, nonlinear programming, objective function, constraints

e Submitted: 02.03.2022 ¢ Revised: 01.06.2022 ¢ Accepted: 26.01.2023

For citation: Karpov D.A., Struchenkov V.I. Optimization of spline parameters in approximation of multivalued functions.
Russ. Technol. J. 2023;11(2):72-83. https://doi.org/10.32362/2500-316X-2023-11-2-72-83

Financial disclosure: The authors have no a financial or property interest in any material or method mentioned.

The authors declare no conflicts of interest.

© D.A. Karpov, V.l. Struchenkov, 2023

72


https://doi.org/10.32362/2500-316X-2023-11-2-72-83
mailto:str1942@mail.ru
https://doi.org/10.32362/2500-316X-2023-11-2-72-83

Optimization of spline parameters Dmitry A. Karpov,
in approximation of multivalued functions Valery I. Struchenkov

HAYHYHAA CTATbA

OnruMu3anus napaMeTpoB CIJIAHA
MPU ANNPOKCUMAIAYA MHOTO3HAYHBIX (PYyHKIUA

O.A. Kapnos,
B.WN. CtpyuyeHkos @

MUWP3A — Poccuiicknii TEXHOIOrm4eckuii yHmsepcutet, Mocksa, 119454 Poccus
@ AsTOp AN nepenvicku, e-mail: str1942@mail.ru

Peslome

Llenu. MeTozbl crnnaH-annpokcuMaLmMm nocnefoBaTenbHOCT TOYEK Ha NMIOCKOCTM NOJyYaloT Bce 6onee Lunpokoe
NpPUMEHEHNE B pa3nnyHbix obnactsx. CnnanH paccMmaTprBaeTcs Kak OAHO3Ha4YHasa QYHKLMS C USBECTHBLIM YUCIOM
NOBTOPSIOLLMXCS 9NEMEHTOB. Hanbonee WMPOKOE NPUMEHEHWE MONYYUIN NMONMHOMMANbHbBIE ChaiHbl. MNpume-
HUTENIbHO K MPOEKTMPOBAHMUIO TPACC JIMHENHBIX COOPYXEHUN NPUXOOUTCS pacCcMaTpuBaTh 3a4a4y C HEM3BECTHbLIM
4YMCNOM 9/IEMEHTOB. AITOPUTM PELLEHNS 334241 MPUMEHNUTENBHO K NMPOEKTUPOBAHWNIO MPOAOSILHOro Npodwuns pea-
NM30BaH 1 onybnvkoBaH paHee. B aToi 3apade anemeHTaMuy cnianHa SBAsioTCS Ayrv OKPY>KHOCTEN, conpsraemMble
oTpes3kamu NpsiMbIX, W CrianH NpeacTasaseT cobom oAHO3HaYHY0 GyHKUM0. OLHAKO NPy NPOEKTUPOBAHUN MiaHa
Tpacchl B 00LEeM cllydae CrnialiH SBASeTCS MHOMrO3Ha4YHoOM dyHkumen. MoaTtoMy paspaboTaHHbI paHee anroputMm
He NPUrofEH NS peLLEeHNs 3TON 3a4a4K, AaXe B C/ly4Yae UCMNOJIb30BaHUSA TEX XE 3NIEMEHTOB cnnaiHa. Llens HacTos-
e ctaTbl — 0606LLEHME MOMYYEHHbBIX PE3YNILTATOB HA CllyyYai annpPOKCUMaLLMM MHOTO3HAYHbIX (PYHKLMI C yHETOM
0COBEHHOCTEN NPOEKTUPOBAHUS TPACC NIMHENHbIX COOPYXeHuii. Ha nepBom atane paboTbl Ob110 ONpeaeneHo Y1c-
J10 3/1IEMEHTOB annpoKCUMUMPYIOLLLETrO CriaiHa C MOMOLLLbIO AUHAMUYECKOro NPorpaMMmpoBaHns. B ctaTbe paccma-
TPMBAETCH CNeayloLmni aTan peLleHns 3agaqun.

MeToabl. Ins onTMMmn3auunmy napameTpoB crfaHa NCnonb3yeTcst HoBasi MaTtemaTmnyeckas Moaenb B BUAE MOAM-
durumpoBaHHoM GyHKUMKM JTarpaHxa 1 cneumnanbHblii anroputM HEAMHENHOrO NporpamMmmmpoBanus. Npu aTom yoa-
€TCS BblYMCNSATb aHAIMTUYECKN MPOM3BOAHbIE LIeneBo GyHKLMKW Mo napamMeTpam crnniaiHa npu oTCyTCTBUM €€ aHa-
JIMTUYECKOTO BbIPAXEHWS YePEe3 3TV NapaMeTpbl.

PeaynbTatbl. PaspaboTaHbl mMaremaTudeckas MOAENb W anroputM ONTUMM3auun MNapamMeTpoB  CcrulaiiHa
(kaKk MHOrO3Ha4yHOM MYHKLMN), COCTOSILLErO U3 AYr OKPY>KHOCTEN, conpsiraemMblx OTpe3kamMu nNpsiMblX. HayanbHbIM
NPUOANXKXEHNEM SIBNSETCS CMIalH, MOMYYEHHbI HA NEPBOM 3Tane.

BbiBoAbl. [IByxaTanHas cxema crnianH-annpokcumMar M npu HEM3BECTHOM YKCie 3NIEMEHTOB CrnialriHa, Npeaso-
XEHHas paHee, NPUrogHa 1 Ans annpokKCMMaLMm MHOTO3HaYHbIX GYHKLUMIA, 3a1aHHbBIX MOCEA0BaTENIbHOCTbLIO TOYEK
Ha NJI0CKOCTW, B YACTHOCTY As NPOEKTUPOBAHNS NJ1aHa TPACC JIMHENHBIX COOPY>XEHNIA.

KnioueBble cnoBa: Tpacca, niaaH v npoaosfibHbINM NPoduib, CnanH, HEJIMHENHOE NPOrpaMMuUpoBaHmne, Lienesas
bYHKUMS, OrpaHnyeHns

e Moctynuna: 02.03.2022 ¢ fJopa6oTtaHa: 01.06.2022 ¢ MpuHaTa k ony6aukoBaHuio: 26.01.2023

Ana uutupoBanusa: Kapnos [.A., CtpydeHkoB B./. OnTumusaumsi napameTpoB chjarHa npu anmnpokcumaumm
MHOr03HauHbIX PyHKUMM. Russ. Technol. J. 2023;11(2):72-83. https://doi.org/10.32362/2500-316X-2023-11-2-72-83

Mpo3payHocTb GUHAHCOBOW AEeATENIbHOCTU: ABTOPbI HE UMEIOT PUHAHCOBOW 3aMHTEPECOBAHHOCTN B NPEACTABNEH-
HbIX MaTepuanax uam meTogax.

ABTOPbI 3a5BASIOT 06 OTCYTCTBUM KOHGMIMKTA MHTEPECOB.
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INTRODUCTION

The previously proposed [1] method for
approximating multivalued functions defined discretely
by a special type of spline uses a two-stage scheme for
solving the problem. At the first stage, the number of
elements of the spline along with a calculation of the
approximate spline parameter values is determined using
dynamic programming method. At the second stage, the
parameters are optimized by nonlinear programming
using the spline obtained at the first stage as an initial
approximation. The first stage was performed in our
previous work [2]. The present article, which is a
continuation of that work, considers the second stage.

A spline represents a chain of repeating “circular arc +
+ line segment” elements. At this stage, the starting point,
both the direction of the tangent at this point, as well
as the lengths of all the arcs and their conjugating line
segments, are known. Despite the fact that the desired
spline is a multivalued function, this allows continuous
optimization methods to be applied—in particular,
methods of nonlinear programming of the gradient type.

Optimization of the parameters of the spline
obtained at the first stage is necessary not only due to
the insufficient accuracy of the solution of the problem
at the first stage, which is due to the discreteness of the
search, but also because of the impossibility of strictly
imposing the constraints on fixed points at the first stage,
i.e., the starting points, which are not displaced during
the approximation.

As is common practice in dynamic programming,
accuracy can be improved by repeating the calculations at
smaller search steps. In this problem, this is particularly
important because, at a known number of elements,
the amount of computation is sharply reduced, which
enables one to solve the problem at reduced discretes
with an increase in their number in a reasonable time on
public computers.

The problem is considered as applied to designing
a plan for the routes of linear structures. For some of
them, e.g., for a trench for laying pipelines of various
purposes, the spline of the considered type is final.
When designing horizontal road alignment, straight
lines and circles should be conjugated by clothoids to
ensure continuity not only of the tangent, but also of the
curvature. It was shown [2] that, if the clothoids are short,
their addition to the resulting spline with circles leads
to insignificant displacements. However, for the general
case, it is necessary to implement a step-by-step spline
approximation scheme with repeating elements “straight
line + clothoid + circle + clothoid.” The solution of this
problem will be the subject of further research.

As shown previously [2], this approach differs
significantly from the method of selecting elements in
interactive mode as accepted in design practice, from

various semiautomatic methods for searching for curve
boundaries based on curvature graphs and angular
diagrams, as well as from a novel heuristic method
for searching curve boundaries [3] with subsequent
application of genetic algorithms [4—12]. In contrast, the
use of adequate mathematical models and mathematically
correct algorithms seems to be more promising.

1. PROBLEM STATEMENT AND ITS
FORMALIZATION

The problem is to find a spline of a given type that
satisfies all the constraints and best approximates a given
sequence of points in a plane [2, Fig. 1].

The starting point A and the direction of the tangent
to the desired spline at this point are set and remain
unchanged during the search for the spline. The quality
of the approximation is estimated by the sum of the
squared deviations /; of the given points of the spline.

It is necessary to find

min F(h) =" 'h?. (1)

Here, h(h,, h,, ..., h,) is the vector of unknowns,
while 7 is their number. Instead of a simple sum, a
weighted sum of squares can be given.

Deviations %, are calculated differently in design
practice in different countries and in corresponding
studies carried out by various researchers. Typically,
the deviation of a point from a spline is calculated along
the normal to the spline [2]. In Russia, however, it is
customary to calculate the deviation along the normal
to the original polyline [2], i.e., toward the center of the
circle connecting three adjacent points. If three points lie
on the same straight line, then the deviation is calculated
along the normal to this straight line.

Since the noted difference in calculation methods
does not affect the search for the number of spline
elements, the simplest method was adopted at the first
stage, i.e., calculation along the normal to the desired
spline. At the second stage, when optimizing the spline
parameters, we use precomputed normals to the original
polyline, i.e., fixed directions that do not need to be
recalculated in an iterative process. These are the same
normals that contain the points that determine the “states
of the system” in dynamic programming [2, Fig. 2].

The starting point of the first curve may not coincide
with the starting point A; therefore, the length L, of the
initial line is considered unknown, and, unlike the first
stage, the spline elements are considered in the order
“straight line + circle”. If the number of such repeating
elements is m, then the system of constraints has the
form

L,ljl'ne > Jline )

min’
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L;urve > L%lirl;/e’ (3)
Rosin <| R < Ry = Lm. 4)

Here, as at the first stage [2], Llji.ne and Li.ur"e are the
lengths of the straight line and the curve in the jth
element, respectively, while R ! are the radii of the circles,
whose signs are known. This makes it possible to avoid
taking the absolute value in constraint (4) and obtain a
linear constraint on each R/. in the form of a two-sided
inequality:

Rmin = Rj = Rmax’ iij - 0’ (5)
"Ry SR SR TR, <0 (6)

The end point of the spline is fixed, but its length
is unlimited. If the final direction is also fixed, then
constraints are imposed not only on 4,, but also on
h,_,. In addition, constraints can also be imposed on the
displacements of individual points in the form of both
inequalities, including double ones,

h. <h <h (7)

min — "“m — ""max’

and equalities,
h,, = h (8)

These are the same fixed points whose presence
cannot be taken into account in dynamic programming.

As a result, we obtain a nonlinear programming
problem with the objective function F(h) under
constraints (2), (3), and (5)—(8), some of which may be
absent.

2. FEATURES OF THE PROBLEM

Constraints (2), (3), (5), and (6) are not expressed
in terms of unknown displacements 4, but if all
the lengths and radii are known, then all the 4. can
be calculated. Further, all the lengths and radii are
considered as the main variables, and all the 4, are
regarded as intermediate variables, which depend on the
main ones. Analytical expressions of these dependences
are unknown and will not be determined. There is also
no analytical expression of the objective function F(h)
in terms of the main variables. As a result, we obtain a
nonlinear programming problem under a simple system
of constraints (2), (3) and (5), (6) on the main variables,
under several constraints (7), (8) on intermediate
variables, and with the objective function expressed in
terms of intermediate variables.

Nonlinear programming algorithms, with all their
diversity! [13-26], reduce to an iterative process with
the following steps:

1) construct an admissible initial approximation;

2) determine the direction of descent from the next
iteration point, in particular, from the starting point;

3) check the conditions for terminating the account. If
they are not met, then go to the next item, otherwise,
end the calculations;

4) find the step in the found direction from the condition
that the constraints are satisfied and the minimum
point in the direction is reached;

5) go to a new point, and then go to step 2.

In order to solve our problem, we need to repeatedly
calculate intermediate variables (normal displacements)
as the main variables are changed. To do this, the
intersection points of two straight lines and a straight
line with a circle have to be found (Fig. 1).

The shifts of the initial points to the design position
are considered positive if they are directed along with
the outward normal.

Fig. 1. Calculation of normal displacements

Let x, and y, be the coordinates of the beginning
of the arc of the circle (point A in Fig. 1) and a is the
angle of the tangent at this point with the OX axis. Then
the coordinates of the center of the circle are written as
X, =x, —Rsinaand y, =y, + Rcosa. Here and henceforth,
the radius is positive when moving along the curve
counterclockwise. The point C of intersection with the
normal can be both outside and inside the arc of the circle.
Without loss of generality, for the point of intersection of
the normal with the circle, one can write x = x; + COsY;
and y. = vt h siny.. Here and henceforth, y f is the angle
of the jth normal with the OX axis.

From the condition that the point C belongs to the
circle, one can obtain a quadratic equation for hj, the
solution of which gives a formula for hj:

hj =(xy 7Rsinocij)cosyj +(p +Rcoscxfyj)sinyj +

©)

i\/(R2 —[(xp —Rsina—xj)sinyj —(¥p +Rcosot—yj)cosyj]2).

! Panteleev A.V., Letova T.A. Optimization methods:
A handbook. Moscow: Logos; 2011. 424 p. ISBN 978-5-98704-
540-4 (in Russ.).
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To select a point on the circle that is closest to the
analyzed point, a minus sign is placed in front of the root
if the expression in front of the root in formula (9) is
positive, and vice versa. The deviations /, are calculated
sequentially from the starting point to the end point.
In this case, for angles of rotation of the arcs of circles
that are greater than m, there are features of determining
whether or not the point of intersection of the circle and
the normal (point C in Fig. 1) falls inside the arc. For
example, in the general case, it cannot be assumed that,
if chord AC < AD (Fig. 1), then point C will fall inside
the arc AD (Fig. 2).

BOG ¥)

Fig. 2. Determination of whether or not the normal
and the arc intersect

In the example in Fig. 2, AC > AD, but AC <AD,,
and the rule of determining the position of a point on
an arc by comparing the lengths of the chords does not
work.

The position of the point C with respect to the chord
AD (Fig. 1) is determined by the sign of d.

d= (yc _yA)(x[) _xA) - (xc _xA)(yD _yA)-

If d > 0, then the point C is to the left of the direction
of AD, while if d <0, it is to the right.

This can be easily verified by passing to a coordinate
system centered at the point A and directing the OX axis
along AD. Hence, we obtain the rule: if Rd > 0, then the
point C is outside the arc AD; otherwise, it is inside.

Another feature of the problem being solved is
that the admissible domain is unlimited due to the one-
sidedness of because inequalities (2) and (3). However,
this circumstance is not significant in this case because
the search for a step in the direction at each iteration can
be limited to a maximum increase of 1 m in the radii and
in the lengths of line segments and circular arcs.

A more important complicating feature is the
already noted absence of an analytical expression for
the objective function in terms of the main variables.
On the other hand, a significant simplification consists
in an extremely simple form of constraints on the main
variables, owing to which the advisability of changing

the set of active constraints on the main variables is easy
to check by considering the sign of the corresponding
components of the gradient at each iteration when
searching for the direction of descent.

3. CALCULATION OF THE DERIVATIVES
OF THE OBJECTIVE FUNCTION WITH RESPECT
TO THE MAIN VARIABLES

Here, we are talking about an attempt to analytically
calculate the gradient of the objective function with
respect to the main variables without having its analytical
expression in terms of these variables by recalculating
the derivatives. It turned out that, in the context of our
problem, such a recalculation is quite possible.

Let us assume that the set of the main variables
forms vector x. Then the formula for recalculating the
derivatives has the form

or

= _._7.:13 s 10
o =gy o =b (10)

oF
where e =2h ;- on the strength of expression (1).

This comes down to a calculation of the derivatives
of the displacements with respect to the normals in terms
of the main variables. Let us show how this can be done
in our case. To do this while omitting the subscripts and
keeping the notation R for the radius of an arbitrary
circular arc, we denote the length of an arbitrary line
segment by / and the length of the circular arc by L.

Let us start with the length of the line segment and
assign it increment 6/ without changing all other lengths

Oh;
and radii. Obviously, the desired —ZL =0 forall normals

that are closer to the start of the spline than the end of the
line segment being varied.

If we find the displacement 6/, of the point of
intersection of the jth normal with the spline along this
normal caused by change &/ at unchanged values of
all the other variables, then, by passing to the limit in
0hj/dl as 6 — 0, we obtain the desired derivative without
having an analytical expression for the function /4 (/).

An increase in the length of the line segment by &/
at unchanged values of all the other variables results in
a shift of the entire remaining part of the spline in the
direction of this straight line by &/. This is the simplest
variation of the spline. If the point of intersection of the
spline and the jth normal lies on the straight line (Fig. 3),
then

0h;  sin(o.—p)

ol sin(y; —P)’ (b
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where B is the angle of this line (spline element AB in
Fig. 3) with the OX axis; a is the angle of the line being
varied with the OX axis (establishing the direction of
the displacement); V; is the angle of the normal (C,C, in
Fig. 3) with the OX axis.

In Fig. 3, point C is the initial position of the point
of intersection of the normal and the spline, which
corresponds to the intermediate variable /. When
shifting in the direction determined by the angle o by
0/, AB transforms into A B, point C transforms into C,,
while C,; becomes the point of intersection of the normal
with the spline. The displacement hj gets an increment
of h = CC,.

0 > X

Fig. 3. Calculation of partial derivatives with changing
length of the line segment

When applied to the triangle C,CC,, formula
(11) follows from the law of sines. In this formula,
sin(yj — PB) # 0 because the normal to the initial route at
the point C and the normal to the spline, i.e., to line AB
are close to each other; i.e., Y - B =m/2. At a = B, the
direction of the displacement coincides with the direction

of the straight line; therefore, Shj = (. Formula (11) is
also valid at o > m.

If the point of intersection of the spline and
the normal lies not in a straight line, but a circular
arc, then P is the angle between the OX axis and
the tangent to the circular arc at the point of its
intersection with the normal, and formula (11)
remains unchanged.

Let us consider the effect of the increment of the
length of the circular arc on 6L at unchanged values of
all the other variables. In this case, the spline element
from the beginning to L inclusive is not changed; in the
remaining part, there is a shift by oL in the direction
making angle a with the OX axis and a rotation by angle
da of the entire next section of the route plan. Here, o
is the angle of the tangent at the end of the circular arc
with the OX axis, while da is its increment when the arc
length is changed by 6L. The center of rotation is at the
end of the arc being varied.

The effect of the shift is taken into account by
formula (11).

Let us now consider the rotation of the element of
the route plan by the angle da under the action of the
elongation S8L. Since 6o = OL/R, it is sufficient to

Oh ;
calculate —.
fandP’

(03

oh

To calculate a—J , it is necessary to calculate the
o

radius of rotation S from the coordinates of the end of
the arc (center of rotation: point A in Fig. 4) and the
point of intersection of the spline element (the line
segment or the tangent to the circle) with the normal
(point C in Fig. 4).

X
a2
- Oy 2 D, CCy=6:h;
"1 CiCy=6,h;
4D 6h,=8,h;+8,h;
A
CotxP, ¥)
(o) X

Fig. 4. Calculation of partial derivatives by rotation

The position of the straight line CD after rotation
can be obtained in two ways. First, by rotating AC by the
angle da, point C, is found. Then, by rotating AD by the
angle da, point D, is determined. The intersection of the
line C;D, with the normal gives the sought-for 6/ = CC,.
However, CC, cannot be analytically expressed in terms
of the known angles and coordinates.

One can make a parallel shift of CD in the direction
of CC; (to obtain point C, at the intersection with the
normal) followed by a rotation with the center at C, by
the angle da. Thereby, the same points D, and then C,
are obtained.

Let us represent increment oA, as the sum
Shj = 51hj + Szhj. The increment 61hj = CC, arises by
rotating point C about point A (which transforms to
point C,) followed by a parallel displacement in the
direction of CC;. Since we want to calculate partial
derivatives, the lengths of the chord, arc and tangent are
of the same order at small angles of rotation; therefore,
we take CC; = S6a. Here, CC,, CC,, and C,C; are of
the order da, while the increment 82hj = C,C,, which is
caused by the rotation about the point C, at a first-order
radius by the angle da, has a higher order of smallness
than 51hj- Therefore, the point C, is not needed at all.

The increment § 4, is calculated from expression
(11) as above by taking into account the shift by Soa in
the direction along the normal to AC, which makes the
angle o + m/2 with the OX axis.
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According to formula (11),

>

Sdasin(n/2 + o —p)
sin(y ; )
where 3 is the angle of the displaced straight line CD
51hj _ Scos(a—P)
o sin(y; —P) '

Let x, and y, be the coordinates of the center of
rotation, while x and y. are the points of intersection
with the normal. Then the derivative can be expressed as

with the OX axis. Hence,

51hj B (xc —xp)c08PB+ (yc — yp)sinf
= : - (12)
da sin(y I B)

Here, as above, [ is the angle between the OX axis
and the tangent to the spline at the point of intersection
with the jth normal, and i is the angle of this normal
with the OX axis.

The expression Scos(o.—f) is
(xC —xA)cosB+(yC —y)sinf.

Taking into account tangential shift (11) and
rotation (12), which reduces to a shift by Séa for the
sought-for derivative of the displacement #; along the
length of the circular arc L{"™V¢(here, o =3L{""™ / R,
where R, is the radius of the circular curve being varied),
we obtain the formula

replaced by

oh i
aL(i:urve

sin(a.—B) + (x¢ _XA)COSﬁ;‘ (¥ —yu)sinP
- : . 13
sin(yj -B) 13)

Formulas (11)—(13) can also be applied if the
normal intersects the circular arc rather than the
straight line. In this case, B is the angle between the
OX axis and the tangent to the circle at the point of
intersection.

Let us turn to the calculation of the partial derivatives
of the intermediate variables with respect to the radii.

In Fig. 5, AC is the initial position of the arc, while
AC, is the position of this arc at a changed value of
the radius and constant values of the starting point
A(x,, y4), the angle a of the tangent with the OX axis,
and the length L of the entire arc AC. Instead of point
B in the normal, we obtain point B,. Although the
displacement along the normal is 0k, = BB,, the new
position of the point B is not B, (Figs. 3 and 5) because
the point B leaves the normal.

Knowing the coordinates of the points A(x,, y,)
and B(xg, yp), the angles of the tangent at these points

with the OX axis (o and B, respectively), the length L of
the arc AB, and the angle y of the normal with the OX
axis, one can calculate the derivative of the displacement
along the normal 0/4/0R (the subscripts of the normal and
the curve are omitted because the point B is an arbitrary
point of an arbitrary arc):

Xg — X, = R(sinp — sina).

Here, x, is constant, and xp and B depend on R.
Hence, it follows that

0
ﬁ:sinﬁ—sinawLRcosB-@.
OR OR

L
Hereinafter, B—CX:E. L and o are fixed, while

B__L
OR  R?’
Y A

(0] > X

Fig. 5. Calculation of the derivatives of the displacements
inside the arc with changing radius

Finally, we obtain

%5 _ginp-sina-(B-ojcosp. (14

—= =sinfB —sina— (B — a)cosp.

R (14)
Similarly, we obtain

v _ .

a—R—cosa—cosB—(B—(x)smB. (15)

The increment SR of the radius gives the linear part
of the increment of the coordinates of the point B:

ox 0
Sy :8_11336R and Oyp :LI}:SR' (16)

0

The shift ok ’ along the normal is obtained as a result
of the shift of the tangent at point B along the OX axis
by 6xp and then along the OY axis by 6yy. In the former
case, the direction of the shift in formula (11) is given by
the angle a = 0, and in the latter case, a = 7/2.
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As a result, for points inside the curve, the linear
part of the normal displacement is represented by the
formula

Sh. = dyp cos P — dxy sin B
7o sin(y-p)

Using expressions (14)—(16), the derivative is
expressed as

Shj _ (cosa.—cosP—(B—a)sinP)cosP
R sin(y —B) )
_(sinB-sino—(B—a)cosP)sinp _
sin(y — )

_cos(B-a)—1
sin(y —p)

(17

Application of formulas (14) and (15) to the end point
of the curve C gives the linear part of the increments of
its coordinates:

dxe = [sinB —sina — %cos B} OR,
L .
dyc = [cosoc —cosP— Esm B} OR.

Here and henceforth, o and B are the angles between
the OX axis and the tangents at the initial and final points
of the arc, respectively.

All the subsequent points of the spline are allocated
the same increments (shift in the same direction).
Therefore, for the linear part of the displacement along
the normal for the point of intersection with the spline,
we obtain

51hj _ e co.s By —dxc sin B, SR.
sin(y ; —B,)

(18)

Here and henceforth, B, is the angle of the straight
line or the tangent to the circle with the OX axis at the
point of intersection of the jth normal, and V; is the angle
of the normal with the OX axis.

Formula (18) after simplifications takes the form

_ cos(B, — ) —cos(B, =B + (B~ w)sin(B, =)
sin(y, —P,)

SR. (19)

This is only a consequence of the shift with changing
radius. It is also necessary to take into account the
rotation of the tangent at the end of the arc (point C in
Fig. 5) with changing radius; as a result, the rotation of
all the next points of the spline centered at the end of the

L
arc (point C in Fig. 5) by the angle d¢ = _FSR’ where

L is the length of the arc AC.

As the rotation is taken into account with changing
length of the curve (12), so the linear part 3,4, of the
displacement is taken into account by the shift by S&¢
along the normal to the straight line (or the tangent to
the circle) at the point D of intersection with the normal.
Here, S = CD is the radius of rotation.

According to (12), 62h] = S.cos((p B

o sin(y; —B,)
B, and y; are the angles between the OX axis and the
straight lline CD, the straight line (or the tangent), and
the intersected normal, respectively.

As a result, we obtain

. Here, o,

52hj _ (xp —xc)cosB; +(yp — yc)sinP,
8([) SlIl(’Yj _Bt)

and, then,

8,0, __(p = xg)cos, +Op _zyc)smﬁt L3R, (20)
sin(y ; ~B)R

Using expressions (19) and (20), the derivative of
the displacement along the normal with respect to the
radius is written as

ahj

OR
_ cos(B; —a)—cos(B; —P)+ (B—a)sin(B, —P)
B sin(y ; - By)
- (xp —xc)cosP, +(yp —yc)sinf, I
sin(y; — )R>

- @D

Formulas (13), (17), and (21) can be applied to any
normal as well as to all spline elements preceding it.
This means that it is possible to calculate the gradient
of objective function (1) without having its analytical
expression in terms of the main variables.

4. CONSTRUCTION AND USE
OF THE MODIFIED LAGRANGE FUNCTION

Let us consider the problem of imposing constraints
(7) and (8) on the intermediate variables.

Even though we do not have the expressions
for the are nonlinear constraints (7) and (8) on the
main variables, the penalty method can be used if
the derivatives of the intermediate variables can be
calculated with respect to the main variables [19, 24].
In this case, one can add a term, called a penalty
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function, to the objective function, with this penalty
function determining a penalty for violation of
constraints. In other words, instead of the original
objective function, a modified Lagrange function is
constructed, which takes into account both equality
and nonequality constraints.

There are several versions of this method, which
differ in the form of the penalty function and in methods
for changing its parameters [18, 19, 23, 24].

When solving practical problems, good results were
obtained using Powell’s method, in which the minimum
of the original objective function F(x) under constraints

cj(x) <0, j= 1,m, is searched for using the function
D(x,6,0) = F(x) +1/2z:n(5j(cj(x) +0,)2.

Here, x is the vector of unknowns, and F(x) is the
original objective function. In the context of the present
problem, the components of the vector x are the lengths
of the spline elements, while the radii (main variables)
and CI(X) are implicit functions of x; however, since their
dependence on the intermediate variables h is explicit
((7) and (8)), we can calculate their partial derivatives.
Constraints (7) and (8) can always be represented as
one-sided inequalities.

The setting by the user vectors ¢ and 6, which
have m components each (according to the number of
constraints), represent a set of parameters of the penalty
function, with two parameters per constraint. The plus
sign means that the sum includes only the terms for
which ¢(x) + Ol. > (. Here, 9/. > ( is the overconstraint in
the jth constraint; i.e., a penalty is imposed on not only
an actual violation at cj(x) >0, but also at cj(x) > —Q -

If there are equalities in the system of constraints,
then the terms corresponding to them are always present
in the sum. If ej =0 and 0; = k, (k, are set by the user),

Jj=Lm, the penalty function is simpler; however, its
second derivatives with respect to x; are discontinuous at
the boundary of the admissible domain. These
discontinuities increase with greater k,, which have to be
increased in each new iterative minimization cycle in
order to reduce the residuals of the constraints. It is a
different matter when o, are constant and only 6 ), are
varied. In this case, the surfaces of the discontinuities of
the second derivatives are far from the minimum points
determined when solving problems in each optimization
cycle [19].

The initial values of the parameters Gj >( and c;> 0
should be selected based on the meaning and importance
of the corresponding constraints and the residuals of the
constraints at the initial approximation point. In our case,
the solution was started with 6. = 0.1 and 6, =1 for all ;.

Then, after solving the minimum problem ®(x, o, 0)
under simple constraints (2), (3), (5), and (6) on the

main variables, constraints (7) and (8) were checked. If
there were violations, then the parameters ¢ and 6 were
changed according to the following rule: if there was an
overconstraint in the jth constraint, i.e., if cj(x) > — GJ.,
then the new value 91]. = 0; otherwise, 0!, = Gj + cj(x).
Such a substitution was carried out in all tI;e constraints.
To recalculate ¢, another rule was applied: if, as a result
of solving the problem, the residual of the jth constraint
decreased rapidly, then o, was not changed; however, if
the residual decreased slowly, then o, was increased. The
following constants were used: if the residual decreased
by a factor of less than 4, then the corresponding G; was
multiplied by 10, and 0 ); was divided by 2.

After the parameters were recalculated, the process
was repeated; i.e., the next outer iteration was done. The
calculation was terminated in the following cases:

1. A solution with acceptable residuals was obtained.
In this case, one could make one more outer iteration
for control to make sure that the solution remains
virtually unchanged.

2. After a specified limit of outer iterations was
exhausted, no solution was obtained. At the same
time, there was every reason to doubt the compatibility
of the system of constraints—and, consequently,
the existence of a solution to the original problem.
Such situations arose when specifying fixed points
through which it was impossible to pass at the given
minimum length values of elements and radii.

5. MAIN PROVISIONS OF THE METHOD
FOR SOLVING THE PROBLEM

The initial approximation of the sought-for spline,
which was obtained using dynamic programming, is used
to calculate the parameters of the spline optimization
problem. To do this, the following steps are performed:

1. Outer normals to the original polyline are constructed
successively at the given points, and their angles
with the OX axis are memorized.

2. The points of intersection of the normals with the
spline are determined and memorized. At large
angles of rotation, one normal can intersect the
spline at two points. In this case, the point closest to
the given point is selected.

3. The wvalues of all intermediate variables are
calculated.

4. At each point of intersection of the normals with
the spline element (straight line or circle), the angle
with the OX axis of the straight line or tangent to the
circle is calculated and memorized.

The results of the calculations are sufficient to
calculate the gradient of the modified Lagrange function.

Due to the simple form of the constraints on the
main variables, various gradient methods can be
used, including the simple coordinate-wise descent
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method [18, 19]. For example, when using the gradient
projection method, after setting the gradient components
corresponding to the variables that take limit values (the
so-called active set) to zero, the standard algorithm [19]
is applied. It has been experimentally established that
this method does not guarantee obtaining exact solutions
if penalty functions are used.

The application of optimally efficient second-order
methods [ 19] requires the inversion of the matrix of second
derivatives (Hessian matrix), which, in our case, cannot
be calculated. Therefore, we used the variable metric
method, namely, the so-called Davidon—Fletcher—Powell
(DFP) optimization. In this method, during the course
of the descent, increasingly accurate approximations of
the matrices H; to the inverse Hessian matrix G are
carried out using the gradients of the objective function
at already passed points of iteration [23].

Thus [23, 24], if x; be the iteration point, g, be
the gradient, p; be the direction of descent at the ith
iteration, z, = x;,, — X, andy, =g, , — g, then H, = E and
p; = —H,g,. Under no constraints, we have

H, =H, +z;z] /(Zi’yi) ~Hy,y[H,/M,y,.¥]). (22)

This formula is applicable to unconstrained
problems. However, in our case, constraints (2), (3),
(5), and (6) on the main variables remain. If the initial
approximation contains the limiting lengths or radii,
then the identity matrix E should not be used to begin
with. Instead, a projection matrix should be used, which
in our cause is simply constructed as follows: in E, 1 is
replaced by 0 in the rows the numbers of which coincide
with the numbers of variables that have taken limit
values (active set).

When changing the set of active constraints, the
matrix H, should be modified [24] before calculating the
direction of descent. This happens both when a constraint
is included in the active set and when a constraint is
excluded from the active set. The simple form of the
constraints allowed the corresponding formulas [24]
to be significantly simplified using the noted simple
method of constructing a projection matrix.

Since DFP optimization works well (in the sense of
approaching the inverse Hessian matrix) for points close
to the extremum [19, 23, 24], a combination of methods
was used: the simple gradient projection method
(ensures a descent into the “ravine”) with subsequent
DFP optimization.

6. MAIN RESULTS AND OBJECTIVES
OF FURTHER RESEARCH

The main result of this work is a solution to the
problem of optimizing a sequence of points in a plane
by a spline that is not a single-valued function. This

solution is obtained not by heuristic techniques, but by
mathematically correct methods (dynamic and nonlinear
programming). However, due to the variety of nonlinear
programming methods used, we cannot claim that the
method used in the calculations is the most efficient. Of
particular interest is the use of ravine algorithms [23].
It was stated [23] that the ravine conjugate gradient
method, in which p, = ~g,, p;;; = —8,, * bp,, and
b,= (g, — g5 &)Ip; &, has advantages for inaccurate
one-dimensional minimization and for ravine bends.

In the context of our problem, instead of the gradient,
its projection should be used; here, when the active set
is changed, one should start with updating, i.e., from the
step along the antigradient projection.

There are more complex algorithms than DFP, e.g.,
the Broyden—Fletcher—Goldfarb—Shanno method [23].

In this method, the term v, v} is added to formula (22)
for calculating the matrix H, where the vector
A (yi, Hi)l/z[zi/(zp Y,») - Hl-yl-/(yi, H,»yi)]-

The efficiency of using more complex methods can
only be determined experimentally.

It should be noted that gradient methods give a local
minimum of the objective function. Therefore, to obtain
an initial approximation in our problem, it is especially
important to use dynamic programming (possibly
with repetition of calculations with decreasing search
increments), since dynamic programming gives a global
minimum, excluding the discreteness effect.

To combat local minima, descents from different
points were used. Following completion of the
optimization process, the obtained solution is checked.
The process starts anew with the obtained solution
used as the initial approximation. All the coefficients
of the modified Lagrange function take initial values.
At the first iterations, the sum of their squares takes a
smaller value due to the violation of constraints on the
intermediate variables. However, the coefficients of the
modified Lagrange function then change, resulting in the
disappearance of the constraint violations. As a result, in
experimental calculations, virtually the same solution was
obtained. While this is not a guarantee of reaching the
global minimum, it offers a real opportunity to recede from
a local minimum point. To select the most efficient method
of nonlinear programming for solving the problem under
consideration, additional experimental studies are needed.

The main objective of further research is to generalize
the results obtained for a spline with circles to the more
complex problem of approximation by a spline with
clothoids. First of all, it is necessary to obtain formulas
for calculating derivatives in the absence of an analytical
expression of the objective function in terms of the
parameters of the clothoid in addition to the formulas for
lines and arcs of circles that were presented in this article.
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Abstract

Objectives. An analysis of the problem of evaluating alternatives based on the results of expert paired comparisons
is presented. The importance and relevance of this task is due to its numerous applications in a variety of fields,
whether in the technical and natural sciences or in the humanities, ranging from construction to politics. In such
contexts, the problem frequently arises concerning how to calculate an objective ratings vector based on expert
evaluations. In terms of a mathematical formulation, the problem of finding the vector of objective ratings can be
reduced to approximating the matrices of paired comparisons by consistent matrices.

Methods. Analytical analysis and higher algebra methods are used. For some special cases, the results of numerical
calculations are given.

Results. The theorem stating that there is always a unique and consistent matrix that optimally approximates a given
inversely symmetric matrix in a log-Euclidean metric is proven. In addition, derived formulas for calculating such
a consistent matrix are presented. For small dimensions, examples are considered that allow the results obtained
according to the derived formula to be compared with results for other known methods of finding a consistent matrix,
i.e., for calculating the eigenvector and minimizing the discrepancy in the log-Chebyshev metric. It is proven that all
these methods lead to the same result in dimension 3, while in dimension 4 all results are already different.
Conclusions. The results obtained in the paper allow us to calculate the vector of objective ratings based on expert
evaluation data. This method can be used in strategic planning in cases where conclusions and recommendations
are possible only on the basis of expert evaluations.
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Peslome

Llenu. PaccmoTpeHa 3ajaya OLUeHKM anbTepHaTUB Ha OCHOBE Pe3y/ibTaToB 9KCMNEPTHbIX MapHbIX CPaBHEHUN. Bax-
HOCTb M aKkTyaJlbHOCTb 3TOM 3a4a4mM 00YCNOBJIEHbI €€ MHOMOYMUCIEHHLIMU NMPUMEHEHUSIMU B CaMbIX Pa3HbIX 006-
NacTaAX — Kak B TEXHUYECKUX U €CTECTBEHHbIX, Tak U B F'yMaHUTAPHbIX, OT CTPOUTENLCTBA A0 NonuTukn. CTaBuTcs
3a4a4a BblYUCNEHNS BEKTOPA 0OBbEKTMBHbIX PEMTUHIOB HA OCHOBE 3KCMEPTHbIX OLUEHOK. B Matematuyeckon ¢pop-
MYJIMPOBKE 3a[a4a HaxXOXAEeHUS BEKTOpa 0ObEKTUBHbIX PENTUHIOB CBOAMUTCS K annpoKCUMaLmMn MaTpuu, NapHbIX
CpaBHEHWI cornacoBaHHbIMU MaTPULLAMMU.

MeTopabl. Vicnonb3yloTcsa aHannTu4eckme MeToapl aHanmaa v Bbicluer anredpsbl. [ HEKOTOPbIX YaCTHLIX Clly4aeB
npvBeaeHbl Pe3ynbTaTbl YACEHHbIX PaCHeTOB.

PesynbTaTthl. B paboTe gokasaHa TeopemMa, yTBepxXaatoLLas, 4YTo corfnacoBaHHas Matpuua, Hamyydwmnm ob6pasom
annpokcuMupyowas 3agaHHylo 006paTHO-CUMMETPUYECKYIO MaTpULLy B JIOr-eBKJIMAOBOM METpuke, Bcerga cylie-
CTBYeT 1 eAMHCTBEHHA. Kpome Toro, BbiBeaeHbl GOpMyJSibl 47151 BbIYUCIEHUS Takol COrnacoBaHHOM MaTpuubl. Ong
MaJsiblXx pa3MepHOCTeN paccMaTpuBatOTCS NPUMEPSI, MO3BONSIOLME CPaBHUTbL Pe3yfibTaTthl, MOSyYeHHbIE MO BbiBE-
LEeHHOoM popmyne, ¢ peaynbTaTaMn Af1st APYrX M3BECTHbLIX CNOCO60B HaXOXAEHUS COrlaCoBaHHOM MaTpULLbl — 415
Bbl4MCIEHNS COOCTBEHHOIO BEKTOPA M A1 MUHUMU3ALMN HEBA3KU B NOr-4ebblLLeBCKOM MeTpuke. [JokasaHo, 4To
B pa3mepHOCTU 3 BCe 3TN CMOCoObl NPMBOAST K OAHOMY 1 TOMY Xe Pe3ynbTaTy, a y>ke B pa3MepHOCTU 4 BCe pe3yJib-
TaTbl Pa3INYHbI.

BbiBOAbI. [1ony4yeHHbIE B CTaTbe pe3y/bTaTbl MO3BONSIOT BbIHUCISATb BEKTOP OOBbEKTUBHbLIX PEATUHIOB MO AAHHbIM
9KCMNEePTHOM OUEHKN. DTOT METO, MOXET ObITb MCNOJIb30BAH B CTPATErMYECKOM MiIaHNPOBAHUN B TEX CIyHasix, Koraa
BbIBOAbI 1 PEKOMEHAALMN BO3MOXHbI TOJIbKO HA2 OCHOBaHWM 9KCMEPTHbIX CYXXAEHUN.

KnioueBble cnoBa: 3KCNePTHbIE OLLEHKW, NapHble CPaBHEHUS, O6paTHO-CI/IMMeTpVI‘-IeCKaF| mMaTtpuua, corjiacoBaH-

Hasa Mmatpuua, MeTpuka, MMHUMMN3auna HEBA3KA

e Moctynuna: 08.11.2021 ¢ flopa6oTaHa: 29.11.2022 e MpuHaTa k ony6amkoBaHuio: 22.01.2023

Onsa umtnposanus: MynekuH W.C., TatapmnHues A.B. OkcTpeMyM B 3a4a4e O MapHbIX cpaBHeHusX. Russ. Technol. J.
2023;11(2):84-91. https://doi.org/10.32362/2500-316X-2023-11-2-84-91

Mpo3payHocTb pUHAHCOBOMN AEeATENIbHOCTU: ABTOPbLI HE UMEKDT PUHAHCOBOM 3aMHTEPECOBAHHOCTM B NPELACTaB/EH-

HbIX MaTepmnanax nain Mmetogax.

ABTOPbI 3a5BASIOT 06 OTCYTCTBUM KOHGMIMKTA MHTEPECOB.

INTRODUCTION

Since a person responsible for making decisions
does not always have complete information, decisions
can be taken on the basis of criteria that are not always
objective. In cases where a large number of factors must
be taken into account, an error may lead to disastrous
outcomes. Such situations include, for example, strategic
planning issues, particularly in construction, as well as
medicine, politics, economics, and many other areas of
human activity.

The science according to which a strategy is
selected under conditions of incomplete information,
as well as providing a rationale for such choices, is
commonly referred to as decision-making theory. Such
studies attract close attention of experts in various
fields [1, 2]. Many aspects are discussed in the books of
Thomas L. Saaty [3, 4], one of the founders of this theory.

The continued growth of research in this direction
can confidently predicted due to the possibility of
applying decision theory methods to machine learning.
In fact, the use of inconsistent and inaccurate expert
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evaluations which nevertheless allow necessary
information to be obtained when based on large datasets
are broadly similar to situations that typically arise, for
example, when training neural networks or constructing
an ensemble of decision trees that comprises a random
forest [5].

Numerous recent studies discuss the technique of
comparing heterogeneous assets as applied to various
problems from the field of information technology,
in particular, to select storage formats for big data for
various computing complexes, both local and distributed.
For example, studies [6—11] are devoted to this topic.

A situation commonly arises when neither priori
distributions nor prior statistics are available but a
forecast or decision must be made on the basis of earlier
forecasts and expert recommendations. Thus, the task
of processing expert evaluations should be given a
mathematical formulation.

Let us deal with expert evaluations. For example,
an expert compares an apple (A), orange (O), and
banana (B). He compares the fruits in pairs. Suppose the
following opinions are expressed:

e A banana is three times better than an apple;
e An orange is five times better than an apple;
e An orange is twice as good as a banana.

Based on these evaluations, the following
comparison matrix wherein the first column and the first
row correspond to the apple, the second to banana, and
the third to orange can be constructed:

1 3 5
w=13 1 2|
/5 1/2 1

At the intersection of the ith column and the jth row,
there is a number equal to the ratio of the values of the ith
and the jth fruit. For such a positive-definite symmetric
matrix, all of whose elements are strictly positive, the
following relation is satisfied:

a; =dj;.

However, the matrix is inconsistent. If O is 5 times
better than A and O is 3 times better than B, then it
would be appropriate to assume that B should be 5/3
times better than A, not 2 times better.

This situation arises commonly when carrying
out expert evaluations. Moreover, there are also non-
transitive evaluations, e.g., when A is better than B,
B is better than C, but C is better than A. This occurs,
for example, in tournaments when A beats B, B beats C,
and C beats A.

For making an objective evaluation, we assume
that there are objective ratings w,, w,, and w,, for the

evaluated items, and that the expert evaluations are the
same ratings distorted by random errors. The problem
then arises as to how to reconstruct these ratings based
on the given expert evaluations.

If ratings w; are found, then the comparison matrix
elements may be written as follows:

Wi

|

We shall denote this matrix, whose rank is 1, by W,,.
Such matrix is called a consistent matrix.

Thus, the task of processing expert evaluations
is reduced to that of finding the consistent matrix W,
approximating the inversely symmetric matrix W in
the best way. Here, it turns out that the answer changes
significantly depending on the metric which the
difference between these matrices is calculated in.

The study by N.K. Krivulin and his students [12]
proposes to calculate this difference in a log-Chebyshev
metric. In particular, it is noted there that this results in
the problem of processing expert evaluations becoming
the problem from the field of so-called idempotent or
tropical mathematics [13], new direction in modern
mathematics that is rapidly developing. However, it
is also noted there that this metric in high dimensions
results in non-uniqueness of the solution.

The studies by Saaty [3, 4] propose to consider the
correspondingly normalized eigenvector of matrix A
corresponding to its maximal eigenvalue as the required rank
vector. The well-known Perron—Frobenius theorem [14]
states that any positive matrix (consisting only of positive
numbers) has a single maximal modulo eigenvalue; the
multiplicity of such a strictly positive matrix is equal to 1.
However, the metric according to which the obtained
solution is optimal is not specified in those studies.

Thus, the present work is aimed at finding the
optimal solution in the log-Euclidean metric.

DERIVING OPTIMAL EVALUATION

We shall consider the comparison matrix of
arbitrary dimension (n x n). The discrepancy of the
original comparison matrix W = (q;;) and its matched
counterpart W, = (xii) in the log-EucI]idean metric under
consideration may be calculated in the following way:

n xi_
O = Z log?| -~
i.j=1 4

If we consider that the consistent matrix elements
are expressed through the components of the matrix
eigenvector in the form of x = w;/w i then the function ®
depends on n variables, as follows:
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Dd(wy, ...

,W,) = Z log? { J
i, j=1 Wi
The conditions of equality to zero of the derivative
of the residual function on the Akth component of
the eigenvector w, can give the following system of
equations:

n n
nlogw, — Zlong = ZlogakB.
B=1 B=1

The solution to this system of equations is the
following:

n
Wi = NH(akB)l/”,
p=l

where N is the arbitrary normalization factor.

It is considered that the product of all elements of
the original inversely symmetric comparison matrix is
equal to one as follows:

n
H g =1

a,p=1

Thus, the following statement is proved.

Theorem. Consider an inversely symmetric
matrix (a; ) Then the components of the consistent
matrix (x]) minimizing the residual function for the log-
Euclidean metric have the following form:

ZK_H(G .a )l/n
W BB

In other words, the matrix element x,; is equal to the
product of the geometric mean of the ith row and the jth
column of the original matrix.

The inversely symmetric matrices
dimensions may be considered as an example.

Let W = (al].) be the three-dimensional matrix of
expert comparisons:

of small

1 a b
W=|l/a 1 c|
/6 1/c 1

The matrix elements are positive a i 0 and inversely
i = J_ll Note that a matrix is called
consistent if the condition ¢ = b/a or ac/b = 1 is satisfied

for its elements a, b, and ¢ > 0. The similar parameter is

symmetric a;;

called “tropical radius” and notated R=(ac/b)"3 in [12];
this notation is also used in the paper.

It is found in [15] that the eigenvalues of the
comparison matrix for n = 3 are the following:

k1:1+(R+lj;
R

+RJ+§(R_B

One of the roots of the characteristic equation is
real, while the other two are complex-conjugate. The
real root has the largest value in absolute value. For the
consistent matrix, R = 1 and the eigenvalues are A, = 3
A, = hy = 0. The largest nonzero eigenvalue coincides
with the dimension of the comparison matrix in general.

The eigenvector of the original comparison matrix
for the first eigenvalue is also easy to find. It has the
following form (in normalizing w, = 1):

1
k2=X3=1—5£R

w 1
w, |=| R/a |.
wy 1/bR

In this case, the elements of the consistent matrix
may be found as follows: W, = (xl.j) = wi/w]., and hence:

1 a/R bR
W,=| R/la 1 ¢/R|
1/bR R/c 1

The found eigenvector of the original matrix is also
the eigenvector of the consistent matrix. It corresponds
to the eigenvalue of this matrix equal to the dimension
A=3.

For the following three-dimensional comparison
matrix and its corresponding consistent matrix

1 a b
Wz(al-j)z l/a 1 c|;
/b e 1
1 X y
Wo =(x;) = I/x 1 y/x
Vy x/y 1

the problem in the log-Euclidean metric is reduced to
finding the minimum of the residual function ®(x, y)
of two variables included in the following consistent
matrix:
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3
O(x,y)= ). (logay —logxl.j)z,
ij=1

which may be written in the following form with
provision for the explicit form of matrices:

®(x,y) =2log? (fj +2log? (%) +2log? (lj
a

CcX

The function extremum (minimum) is reached at
x = a/R, y = bR. The minimum value of the function
min ® = 6log?R depends on the inconsistency of the
original matrix of expert judgments.

The results for the three-dimensional case can be
also obtained in another way.

As before, the inversely symmetric matrix in the
three-dimensional case is following:

1 a b
W=|l/a 1 c¢|.
/6 1/c 1

When logarithmic, it becomes cosymmetric:

0O u v
H=|-u 0 w|.
v w 0

Here, u =log a, v=log b, and w = log c.
The consistent matrix has the following form:

w/w owyfwowy fwy
Wo = wi/wy wyfwy wy/wy |
wi/wy o owy fwy o owy fwy

After logarithmizing, it has the following form:

0 )
L=|-»y 0 y|
=V V3 0

Here, y, = log w, — log w,; y, = log w; — log w;
v = log wy —log w,.

In addition, the condition y, —y, +y; = 0 is satisfied.
Thus, the problem is reduced to finding the point Q
on the plane y, — y, + y; = 0 being the closest to the
given point P(u, v, w) € R3. The solution to this problem
depends on the metric.

For the Euclidean metric, draw a line perpendicular to
the plane through point P and find the intersection point:

u+tt)—-(v-0+w+rn=0.

We obtain:

1
t=——Ww—-v+w).
3¢ )

Hence:

—u+l—zu+lv—lw —v—t—lu+zv+lw
N MR 30TV

—w+t——lu+lv+zw
73 373 3

Let us assume without loss of generality that w, = 1.

Then

wy = et =a?3p3c13,

wy =e’2 = al3p23c13,

These are the elements of the first row of the matrix.
The first column contains their inverse elements. The
first column is equal to

1
a23p-13.1/3
o V3p-2/3.-1/3

V:

which coincides with the earlier obtained result

1
V=| R/a |.
1/bR

This column (as well as the other two) is an
eigenvector of the original matrix A. This can be easily
checked by direct calculation. However, unfortunately,
this calculation method is not generalized to higher
dimensions.

We shall also consider other metrics. It seems most
natural to consider the most common log-Manhattan and
log-Chebyshev metrics.

It is easy to demonstrate that the solution is not
unique in the log-Manhattan metric even in dimension 3.
Indeed, in geometrical terms, the solution to the problem
of the minimum distance from a point to a plane is
reduced to constructing a sphere centered at this point
and touching this plane. However, in Manhattan metrics,
the “sphere” is an octahedron, one of whose facets lies
just on the plane y, -y, +y; = 0. All points of this facet
are solutions. In addition, the solution in Euclidean
metric belongs to the same facet, i.e., it is one of the
solutions in Manhattan metric.

In the Chebyshev metric in dimension 3, the
solution is singular and coincides with the solution in
the Euclidean metric. Indeed, the “ball” in this metric is
actually a cube. The vector PQ has coordinates (¢, —, 7)
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and is half of the diagonal of the cube, so the cube also
touches the plane at a single point, point Q.

In [12], another approach is used to minimize the
discrepancy in the eigenvector in the log-Chebyshev
metric in dimension 3.

Thus, all the described ways of computing the
matrix consistent in dimension 3—computing the
eigenvector and computing the vector by minimizing
the discrepancy—Iead to the same result (although this
solution is not the only one in the log-Manhattan metric).

In dimension 4, these solutions are already different.

In [12], the numerical example with such a matrix is
considered for dimension 4:

1 2 4 1
Do /2 1 1/2 1/3
/4 2 1 2|
1 3172 1

The above paper proves that any vector belonging to
the segment AB is optimal in the log-Chebyshev metric,
where

1 1
1/4 1/3

A= B=| |
o | 4B
1/2 1/2

Thus, in the log-Chebyshev metric in dimension 4,
the solution is not unique in general.

The results of the method of calculating the
eigenvector are as follows: the eigenvalue is

Max = 4.5056, while the eigenvector in normalization
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Abstract

Objectives. To study the direct and inverse problem of vibrations of a rectangular rod having a longitudinal notch, to
analyze regularities of the behavior of natural frequencies and natural forms of longitudinal vibrations when changing
the location and size of the notch, and to develop a method for uniquely identifying the parameters of the longitudinal
notch using the natural frequencies of longitudinal vibrations of the rod.

Methods. The rod with a longitudinal notch is modeled as two rods, where the first one does not have a notch,
while the second one does. For connection, conjugation conditions are used, in which longitudinal vibrations and
deformations are equated. The solution of the inverse problem is based on the construction of a frequency equation
under the assumption that the desired parameters are included in the equation. Substituting natural frequencies into
this equation, the nonlinear system with respect to unknown parameters is derived. The solution of the latter is the
desired notch parameters.

Results. Tables of eigenfrequencies and graphs of eigenforms are given for different notch parameters. The results
for different boundary conditions are obtained and analyzed. A method for identifying notch parameters by a finite
number of eigenfrequencies is presented. The inverse problem is shown to have two solutions, which are symmetrical
about the center of the rod. The unambiguous solution requires eigenfrequencies of the same problem with different
boundary conditions at the right end. By adding additional conditions at the ends of the rod, the inverse problem can
be solved with new boundary conditions to construct the exact solution and develop an algorithm for checking the
uniqueness of the solution.

Conclusions. The developed method can be used to solve the problem of identification of geometric parameters of
various parts and structures modeled by rods.

Keywords: longitudinal vibrations, natural frequency, eigenform, rod, identification problem, direct problem, inverse
problem, Sturm-Liouville problem, boundary conditions
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Peslome

Llenu. Llenn paboTbl: paccMoTpeTb NPsSMyt0 U 06paTHYIO 3agadvy o konebaHun NPsSMOYrosibHOMrO CTEPXHS C Mpo-
L0JbHBIM HaApPe30M; UccnenoBaTb 3aKOHOMEPHOCTU NoBeaeHUst COOCTBEHHbIX YacTOT M COBCTBEHHbLIX POPM Mpo-
LOJbHbIX KONlebaHuin Npu M3MEHEHNN MecTa U pa3Mepa Hagpesa; pa3paboTaTb METOA, NO3BOSSIOWMIA OAHO3HAYHO
MAEHTUOULMPOBATL NapamMeTpPbl NPOAOSIbHOrO Haapes3a C MOMOLLbID COBCTBEHHbIX YACTOT NPOAOJIbHbLIX KOniebaHni
CTepXHS.

MeTopabl. CTepXeHb C NPOA0JIbHLIM HAaAPEe30M MOAENINPYETCS Kak ABa CTEePXXHs, FAe NepBbli He UMeeT Haapeaa,
a BTOpO — nmeeT. [Inga coeauHeHns UCNob3yoTCS YCI0BUS COMPSIXXEHUS, B KOTOPbIX NPUPaBHUBAOTCS NPOA0Sb-
Hble konebaHusa n gedopmaunn. PelleHne obpaTHOM 3a4a4M OCHOBAHO Ha MOCTPOEHMM HYacTOTHOrO YpaBHEHMS
B NPEANOoSIOXKEeHUM, HTO MCKOMbIe NapaMeTpbl BXOAAT B ypaBHeHue. Npu noactaHoBke COOCTBEHHbIX YaCTOT B 3TO
ypaBHEHME NOJIY4MM HEIMHENHYIO CUCTEMY OTHOCUTENTbHO HEM3BECTHbIX MapamMeTpoB. PelueHne nocnegHero ectb
MCKOMble NapamMeTpbl Haapesa.

PeaynbTathl. [MpnBeneHbl Tabnmupbl COOCTBEHHbIX HAacTOT U rpadukn COBCTBEHHbLIX GOPM AS1S Pa3HbIX NapamMeTpoB
Happesa. MonyyeHbl U NpoaHanM3npoBaHbl pe3ynbTaThl A5 PasdsiMyHbIX KpaeBblx YCrnoBui. MNpeactaBneH MeTon,
naeHTUdrKaumMm napamMeTpoB Hagpesa No KOHEYHOMY YMCIy COBCTBEHHbIX YacToT. MNokadaHo, 4To o6paTHas 3aja-
4ya MMeeT [Ba peLleHnst, CUMMETPUYHbIX OTHOCUTESTbHO LIEHTPA CTEPXXHS. 519 0A4HO3HAYHOro pelleHns TpebytoTcs
COBCTBEHHbIE HYaCTOTbl TOM Xe 3a4a4n C APYrMMU rPaHUYHBIMUM YCIIOBUSIMUW Ha NMPaBoM KoHLe. [Jo6aBneHne oonon-
HUTENbHbIX YCOBUIM Ha KOHLAX CTEPXXHS MO3BOJINIO PELUUTbL 06paTHYIO 3a4a4y C HOBbIMW KPaeBbIMU YCIIOBUSIMUA,
LaloLWVMU BO3MOXHOCTb MOCTPOUTbL TOYHOE peLLeHre 1 pa3paboTaTb anropuTM NPoBEPKN OAHO3HAYHOCTU peLle-
HUS.

BbiBoAbl. PaspaboTaHHbIi METO, MO3BOJISIET PeLUNTb 3afa4y MOeHTUdMKALUN reoMeTpUYecKmx napaMeTpoB pas-
JINYHBIX AeTanen n KOHCTPYKLNNA, MOOENNPYEMbIX CTEPXKHAMMU.

KnioueBble cnoBa: npoaosibHblie konebaHusi, cOOCTBEHHAa 4acToTa, coOCTBeHHass dopma, CTepXeHb, 3aJada
naeHTndurkaummn, npamasa 3agada, oobparHas 3agaya, 3agada LUtypma — JInyBunns, rpaHnyHbIe yCroBus

e Moctynuna: 24.07.2022  fJopa6oTtaHa: 06.09.2022 ¢ MpuHaTa k ony6aukoBaHuio: 22.01.2023

AngauutupoBanus: Ytawes V.M., @atxenncnamos A.dD. MiaeHTudumkaumsa npoaoibHOro Haapesa CTEePXKHSA Mo COOCTBEH-
HbIM YacToTam koniebaHuii. Russ. Technol. J. 2023;11(2):92-99. https://doi.org/10.32362/2500-316X-2023-11-2-92-99

Mpo3payHocTb GMHAHCOBOW AEeATENIbHOCTU: ABTOPbI HE UMEIOT PUHAHCOBOW 3aMHTEPECOBAHHOCTN B NPEACTaBNEH-
HbIX MaTepuanax uam meTogax.

ABTOPbI 3a5BASIOT 06 OTCYTCTBUM KOHGMIMKTA MHTEPECOB.
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INTRODUCTION

Vibrations are one of the most common forms of
motion. The study of vibrations is of great practical
importance both in terms of utilizing their positive
properties in engineering and technology, as well as
avoiding undesirable effects of vibrations by limiting
their level. Important practical problems of structural
dynamics can be solved on the basis of the profound
study of different kinds of vibrations only [1]. Studying
natural frequencies of vibrations is of great scientific and
applied interest in many engineering problems.

Many studies are devoted to the identification of
cracks [2—14]. Starting from studies [3-5], transverse
open cracks are typically modeled according to spring
conjugation conditions. In the contemporary literature,
other conjugation conditions for modeling transverse
cracks are also proposed [2, 6, and 7]. However,
longitudinal cracks cannot be modeled by conjugation
conditions. The study [2] proposes to solve the rod
identification problem on the basis of changes in the
moments of inertia around the axes and cross-sectional
areas at the notch. Another study [8] gives the simplest
model of longitudinal vibrations of the rod with nascent
transverse cracks, determining natural frequencies of
vibrations along with coordinates and dimensions of
cracks by experimental values of natural frequencies.
In [9], a rod with a rigidly fixed left end is considered;
here, the fixation on the right end can be either free, or
elastic or rigid. The first three natural frequencies for
different cross-section profiles are given. The closest
problem in terms of the formulation is given in [10],
where the evolution of characteristics of natural
longitudinal vibrations and natural shapes of a circular
rod when increasing its cross-section defect is considered.
The study [14] deals with the method of solving
inverse problems of defectoscopy for rods performing
longitudinal vibrations. Using numerical modeling,
the use of several low frequencies for satisfactorily
determining defect properties is demonstrated. In [15],
experimental data is compared with different theoretical
models for describing the longitudinal vibrations of a
rod. In the present paper, the result is obtained for the
case when the longitudinal notch does not run along
the entire length of a rectangular rod. The results of the
study can find application in the acoustic diagnostics of
various rods, such as I-beams, rails, frame bridges, etc.

The results show that natural frequencies of
longitudinal vibrations can be used to find the start point
of the longitudinal notch of the rod along with its depth
and width. The dependence of the problem output data
on the input data can be determined by analyzing the
graphs of the vibration natural forms.

DIRECT PROBLEM

We consider a homogeneous isotropic rectangular
rod of length L = 1, density p and cross-sectional
area F' (Fig. 1). The boundary conditions are as follows:
the rod is embedded on the left end and free on the right.
The cross section of the rod has height A and width B.
A longitudinal notch of depth /# and width b is located
from point x, to the right end.

In order to determine the influence of the size and
location of the notch start point on these frequencies,
it is necessary to determine the natural frequencies of
longitudinal vibrations of the rod. For clarity of the
solution, natural forms of vibrations are constructed.

The equation of longitudinal vibrations may be
described by the following equation [11, p. 189]:

d?U(x,1) fpF d*U(x,t)

EF
dx? dr?

0, (M

where U = U(x, f) is the longitudinal displacement; EFis
the bending stiffness of the rod; p is the rod density; F is
the cross-sectional area of the rod.

The solution of Eq. (1) is sought in the form of
U(x, t) = y(x)coswz. Then (1) may be reduced to the
following equation:

yn + xzy — 0’ (2)

Fo?
where spectral parameter A2 = P .Since the rod to

the left and right of point x _ has a different cross-sectional
shape, the equations of longitudinal vibrations to the left
and right of point x_ may be written in the following
form:

YAy =0, yl+A%y, =0, 3)

where y_, y, are longitudinal displacements to the left
and right of the point x_.

[on

>| H
d

SN

<)
B

Fig. 1. Rod with a notch

Russian Technological Journal. 2023;11(2):92-99

94



Identification of a longitudinal notch
of a rod by natural vibration frequencies

linur M. Utyashev,
Alfir F. Fatkhelislamov

The conjugation condition at point x, for the rod
sections may be written as follows:

d d
EF 2= —pr 2 @)
dx dx
We shall denote the ratio of areas F_+ by P:
F+
F,=BH -bh, F_=BH, P:F—. (5)

The conjugation conditions using P are written as
follows:

y_(xc):y+(xc), y’_(xc)zyjr(xc)P. (6)

Since the rod is embedded at the left end and free at

the right end, the boundary conditions may be written in
the following form:

y_(0)=0, y,(1)=0. (7)

The general solution of equations (3) may be written

as follows:

y_=Cy coshx+Cy SH;M ,

v, =Cf coshx +C5 Sm}j\“x.

(8)

Substituting Egs. (8) into (6) and (7), the following
equation may be written:

y-(0)=Cr1+C30=¢p =0. ©)
From Eq. (9), ¢; =0.

v (1)=-ACf sink + C5 cosA =0. (10)
sin Ax, sin Ax,
C1‘+C2‘T°—C1+cos7»xc—C§ . €=0.(11)

-ACT +C5 coshx, —
—P(-ACff sinhx, +Cj coshx, )=0.  (12)

The system of Eqs. (10)—(12) for finding constants

Cy", C3, C5 has a nonzero solution if and only if the
determinant of the system is zero, as follows:

The result is the following equation for finding the
eigenvalues (natural frequencies):

D =—\sinkcos lxc sin chP + cosAsin? Kxc +
(14)
+sin A cos kxc sin ch + cos? ch cosA =0.

Two kinds of problems—direct and inverse—can be
solved on the basis of this equation.

The solution of the direct problem with different
initial data allows the dependence of natural frequencies
of vibrations on the rod parameters to be analyzed to
derive main conclusions on the problem’s solution.
Therefore, the next stage of the work consists in
analyzing the results of the direct problem.

The measurement values are dimensioned for the
convenience of calculations.

Initial data: H =B =0.1; h =b=0.01.

It is necessary to find natural frequencies of
longitudinal vibrations.

Consider the dependence of the first five natural
frequencies on the position of the notch start point of the rod.

In values x_ equidistant from the middle (1, 2, 5,
and 7 in Table 1), the same values of longitudinal
vibration frequencies can be seen. Hence, the solution of
the inverse problem is dual, i.e., there are two solutions
symmetric to the middle of the rod. The solution duality
can be visualized by plotting the first three eigenforms of
the function (Figs. 2—4).

Table 1. Natural frequencies of longitudinal vibrations
when changing the notch location

No. [Position x| 2, A, Ay Ay As

1 0.1 1.57389(4.72052|7.86408 |11.00378|14.14031
2 0.25 1.57791|4.71956 | 7.84681|10.98846|14.14428
3 0.3 1.57895(4.71552|7.84388(10.99868(14.14536
4 0.5 1.58090(4.70229 | 7.86408 | 10.98547|14.14727
5 0.75 1.57791(4.71956 | 7.84681 |10.98846(14.14428
6 0.8 1.57670(4.72201|7.85398 {10.98595(14.13126
7 0.9 1.57389(4.72052 | 7.86408 |11.00378|14.14031

Note: A, is natural frequencies of longitudinal vibrations of the
rod found numerically in Maple software!.

y
0.7
o6y .
0.51 > x.=1/2
0.41 x.=1/3
o3d = x,=1/8
0.21
0.11

0 0.2 0.4 0.6 0.8 1.0x

0 —AsinA COSA
D sinAx, — cosix _sinAx S0 (13)
A ¢ A
cos MC PAsin MC —Pcos kxc

Fig. 2. First eigenform

! https://www.maplesoft.com/. Accessed January 01, 2023.
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0.2+ x,=1/2
i x,=1/3
0.14 s X = 1/8

0.2 0.4

~0.1-

-0.21

Fig. 3. Second eigenform

0.104 —x,=1/2
—x,=1/3

0.054 Xc - 1/8

0.2 0. 0.6 8 1.0x

—0.05-

—-0.101

Fig. 4. Third eigenform

The graphs of eigenforms (Figs. 2—4) show that the
problem of identifying the notch start point is unstable
and strongly depends on the error of the input data.

We shall consider changes in the natural frequency
from height /2 and width b of the rod notch.

Tables 2 and 3 show that a change in the notch size results
in a more significant alteration to the natural frequencies of
vibrations than a change in the notch location.

INVERSE PROBLEM

We shall consider the inverse problem, where it becomes
necessary to find the notch start point not located in the
middle of the rod by a finite number of eigenfrequencies.

Let eigenvalues A, = 1.57952, &, = 4.71238, and
Ay =7.84524, rod length L = 1, width and height H= 0.1,
B = 0.1, and notch width and depth b = 0.01, 2 = 0.01,
respectively, be known. It is necessary to find the start
point of the notch x...

Substituting the ratio of areas (5) and known values
into the frequency Eq. (14), the following may be
written:

D= —kn sm%n cosknxC sin knxcP +
)
+coskn sin anc +
+sin,, cos knxc sin Knxc +

2 _
+cos knxc coskn =0.

(15)

Equation (15) gives two valid solutions (Fig. 5),
symmetric about the middle of the segment L:

x, =0.25,x,=0.75.

y
0.015] — A

——= A
0.0101 — A
0.0051

Fig. 5. The inverse problem solution

It follows from the solution of the inverse problem
that an unambiguous solution would not be obtained by
identifying the rod by means of longitudinal vibrations
only. The exact solution requires adding supplementary

Table 2. Change in the frequency of natural vibrations from the notch height increase

No. Height A A A, A M As
1 0.01 1.57582 4.70736 7.85901 10.9905 14.14219
2 0.02 1.58090 4.70229 7.86408 10.9854 14.14727
3 0.04 1.59120 4.69198 7.87439 10.9752 14.15758
4 0.05 1.59644 4.68675 7.87963 10.9699 14.16281
5 0.06 1.60173 4.68146 7.88491 10.9646 14.16810
6 0.08 1.61247 4.67071 7.89566 10.9539 14.17884
7 0.09 1.61793 4.66525 7.90112 10.9484 14.18430

Table 3. Change in the frequency of longitudinal vibrations from the position and height of the rod notch
No. Position x,_ Height A M A, Ay Ay As

1 0.9 0.09 1.58485 4.74968 7.90108 11.03455 14.15227

2 0.1 0.01 1.57234 4.71644 7.85901 10.99965 14.13873

3 0.5 0.05 1.59644 4.68675 7.87963 10.96993 14.16281
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conditions, e.g., changing the boundary condition at one
of its ends.

We shall add an elastic element to the right end of
the rod. Accordingly, the Robin condition appears.

The boundary conditions (Robin conditions) for a
rod of unit length (L = 1) may be written in the following
way:

v (1)-Ky(1)=0, (16)
where K is the stiffness of the spring at the end.

Substituting the general solution of (8) into (16), the
following may be written:

. sinA
0 Kcosh, —A,sink, cosh, + K
n
Mo sin,,x, _cosh x. _sin A, X, 0.
7\‘71 k‘n
COSh, X, Phsin, x, —Pcosh, x,
Find the determinant
1 .
D= X—(K cos,, cos(h,x,)sin(h,,x, )P+
n
. . 2
+KsinA, sin(h, x ) P+
+cos,, sin(Knxc)2 Ph,, —
—sin},, cos(knxC )sin(knxC )Pkn —
-K cos(?»nxC ) sin(?»nxc ) +
+K sin (kn )cos(krl)cc)2 +
2
+A,, cos(h,x, )" cosh, +
+sin(k,, ) cos(A,,x, )sin(h, x A, ) =0. (17)

The solution (17) gives the eigenvalues of .

We shall solve the inverse problem and plot graphical
solutions of the equation.

Let the first three natural frequencies A, = 2.2972263,
A, = 5.0846367, and A, = 8.0885773, cross-section area
ratio P = 0.98, and spring stiffness factor K =2 be known. It

REFERENCES

1. Shakirzyanov R.A., Shakirzyanov F.R. Dinamika i
ustoichivost’sooruzhenii: uchebnoe posobie (Dynamics
and stability of structures: textbook). Moscow: IPR
Media; 2022. 119 p. (in Russ.). ISBN 978-5-4497-
1379-7

2. Akhtyamov A.M., II’gamov M.A. Flexural model for a
notched beam: Direct and inverse problems. J. Appl.
Mech. Tech. Phy. 2013;54(1):132—-141. https://doi.
org/10.1134/S0021894413010161

is necessary to find the notch location x,.. We shall substitute
by order natural frequencies of longitudinal vibrations
in (17). The solution of the equation is shown in Fig. 6.

~0.1-

—-0.24

Fig. 6. Solutions to the problem with elastic anchoring

It is seen from Fig. 6 that the problem has an exact
solution at the point x_ = 0.25 under the elastic anchoring
condition. It follows that, in order to solve the inverse
problem unambiguously, it will be necessary to apply
elastic anchoring at one of the ends of the rod.

CONCLUSIONS

With boundary conditions (7), the solution of the
inverse problem of identifying the longitudinal notch by
natural frequencies of longitudinal vibrations is unstable
since natural shapes are close to each other at the points
symmetric from the middle of the notch; moreover,
in order to solve the problem unambiguously, it is
necessary to replace the fixing one of the rod ends by an
elastic condition. The plotted graphs and given tables of
the direct problem solution have shown the dependence
of natural frequencies on the initial data. An example
of the inverse problem solution is given showing that
two natural frequencies obtained for different boundary
conditions are sufficient for unambiguous determination
of the start of the notch. This method may be applied to
solving problems on identifying geometric parameters
of parts modeled by the rod.
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