Semantics of visual models in space research
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Abstract

Objectives. The aim of the study is to develop a methodology for assessing the semantics of weakly structured or morphologically complex visual information models. In order to achieve the goal, a criterion for classifying visual models as complex and an algorithm for obtaining a gradient image with several levels of density were introduced. The gradient image is not binary, thus increasing the reliability of finding boundaries or contours. An auxiliary structural visual model was introduced, and a series of images of different densities was used in processing. Next, the concept of a conditional image coordinate system was introduced. This allows for information to be transferred from different visual models to a synthetic resulting visual model.

Methods. Using gradient image processing and constructing a new intermediate structural model allows models with different densities to be linked. A system of conditional image coordinates was introduced and a series of models with different densities to obtain a synthetic image was processed.

Results. The visual models obtained from satellite images with poor visibility of objects were processed in the Sun–Earth–Moon system. The Sun–Earth system was chosen as the basis. A characteristic of space images is the fact that the bright light of the Sun “clogs” the images of other objects with large phase angles. The use of the contouring technique allows for the visibility of images of low brightness and high brightness to be equalised. The shift of the frequency response after detection of all objects enabled the formation of a clear visual model.

Conclusions. In primary visual models, low brightness images were not visible. They appeared when exposure was increased, while high-density objects merged into one. Because of this, it is fundamentally impossible to obtain a high-quality image of all objects, or the complete semantics of a visual model from a single high, medium, or low-density image. In order to obtain the complete semantics of the visual model, a series of images need to be processed with the transfer of images to a common synthetic image. The proposed technique allowed for such problems to be resolved. A comparison of the results obtained using the methods of processing a single image proved the reliability and high information content of the method.
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Резюме
Цели. Цель работы – разработка методики для оценки семантики слабо структурированных или морфологически сложных визуальных информационных моделей. Для достижения цели вводится критерий отнесения визуальных моделей к сложным и алгоритм получения градиентного изображения с несколькими уровнями плотности. Градиентное изображение не является бинарным, что повышает надежность нахождения границ или контуров. Вводится вспомогательная структурная визуальная модель, и в обработке используется серия изображений разной плотности. Далее вводится понятие условной системы координат изображения, позволяющей переносить информацию с разных визуальных моделей на синтетическую результирующую визуальную модель.
Методы. Использование градиентной обработки изображений и построение новой промежуточной структурной модели, которая позволяет связывать модели с разной плотностью. Введение системы условных координат изображения. Обработка серии моделей с разной плотностью для получения синтетического изображения.
Выводы. На первичных визуальных моделях изображения слабой яркости не видны. При увеличении экспозиции они появляются, но объекты высокой плотности могут сливаться в один. Из-за этого по одному снимку высокой, средней или слабой плотности принципально невозможно получить качественное изображение всех объектов или полную семантику визуальной модели. Для получения полной семантики визуальной модели необходима обработка серии изображений с переносом изображений на общее синтетическое изображение. Предложенная методика позволяет решать такие задачи. Сравнение полученных результатов с методами обработки одного изображения показывает надежность и большую информативность метода.
INTRODUCTION

The widespread use of semi-structured visual models is caused by their application in many areas: radiation diagnostics, space research, radar images, thermal images, laser scanning systems, etc. At the present time, the processing of such images to obtain the semantics of the image is a matter of relevance.

Each model has a presentation or description form and a content part. The morphology or formal representation of the model and its semantics therein is a matter of discussion. The semantics of any model refers to its semantic content, including the description of its structure and spatial relationships. The semantics of a visual model is related to the extent to which it provides information [1, 2]. In many informational and visual models, the formalism of the model and its content are created separately. In practice, these technological stages of creating a model are called formalization and collection of semantics. This is because a formal model can have different meanings and should not be rigidly bound to semantics. The same formal model can have different meanings. For example, the image of a rectangle on a visual model may represent a house, a land plot, an engineering structure, or a computational unit (in an algorithm diagram). The meaning of the visual model or its semantics is determined by analyzing additionally collected information. This technique is practiced in geoinformatics, in which metric and attribute information is collected separately.

Among visual models, two types of models can be distinguished according to the criterion of perception. The first type consists of well-structured and recognizable visual models with clear contours and known objects. Examples are snapshots of an urban area, scanned images of drawings, or maps. This type of visual models can be characterized by the term “objective.” For this type of visual models, there is a natural decomposition. The semantics can be easily collected separately and then combined with the model. The second type consists of visual models with fuzzy contours or their absence, and images of objects of an unknown class. This type of visual models can be characterized by the term “figurative” or “morphological.” Collecting semantics separately for such models is a difficult matter. This type of models is found in space research, in the processing of radar images, and in X-ray images. There is no natural decomposition for this type of visual models. Therefore, the decomposition problem becomes an additional task. The problem of the semantics of such visual models is closely related to the extraction of implicit knowledge [3]. The general problem of the content accuracy of visual models belongs to the field of artificial intelligence. This problem is indirectly connected to the information field [4, 5], information relations, and information-cognitive semantics. The term “information perception” and the term “cognitive perception” can also be added. The semantics of visual models has cognitive and informational components. Therefore, both of these factors must be investigated when analyzing the semantics of visual models.

1. RESEARCH METHODOLOGY

The study was carried out using the methods of gradient, statistical, comparative, and qualitative analysis. Publications in the field of analysis and processing of semi-structured images, as well as satellite images were used as materials.

2. RESEARCH RESULTS

2.1. Formation of a visual model

Unlike other information models, visual information models must have three characteristics: morphology, topology, and spatial relationships. In some cases, the topology defines the structure. Topology and spatial logic are most often present in visual models of the first type. In visual models of the second type, there are only morphological features and spatial relationships. Two types of visual models can be used to construct formational schemes.
Figure 1 shows the scheme for constructing a visual model of the first type. The source of information is a spatial image (a snapshot of a spatial image), which contains clear boundaries and allows a natural decomposition of the objects comprising this image.

Natural decomposition and clear boundaries allow an independent semantic environment to be identified and each part of the spatial image (map, urban area) to be described. Natural decomposition and clear boundaries make it possible for the visual model to be divided into morphological and semantic parts. In Fig. 1, this is shown by a double-sided arrow between the semantic environment and the morphological part. For visual models of the first type, the morphological part and semantics can be separated at the level of model components. This separation enables independent processing of the morphological part and subsequent semantic processing of information. This leads to a formation of the semantics of the model which can be called informational.

A special database of interpretive units is used to form the semantics of the model. It can be a symbol classifier or a thesaurus. The visual model conveys the meaning of the spatial image in a compact form. In order to convey the same semantics using a natural or artificial language, large informational descriptions are needed.

Figure 2 shows the scheme for constructing a visual model of the second type. According to the diagram in Fig. 2, the spatial image does not contain clear boundaries and clear decomposition of parts. Therefore, the semantics of the parts of the image, as well as the image as a whole, is implicit. This image is conveyed not in the form of separated parts, but as an informational situation containing objects and implicit relations. Therefore, the first stage of processing and extracting the meaning of such an image is the associative decomposition of the situation. It relies on a database of associations contained in the cognitive domain of an expert [6] or an intelligent processing system [7]. There are a large number of software tools which assist the expert in the analysis and interpretation of images. Such a software product can be used to simplify the image and create a model that combines different images of the same object.

The cognitive and informational semantics of the visual model is created as a result of processing, since the cognitive factor affects its creation at the level of associative decomposition. For visual models of the second type, the semantics is more informative compared to the semantics of models of the first type.

2.2. Experimental studies

When processing space images, the concept of “primary images” should be introduced. These are pictures taken by cameras directly in the process of observation without any processing.

The following figures show the results of experimental work. Figure 3 shows a visual model, which is the primary image obtained during the initial survey. It gives an image of three spatial objects: the
Moon, the Earth, and the Sun. Due to the direct light of the Sun “clogging” the brightness of the reflected light of other objects, the images of objects are barely visible.

The objects in Fig. 3 have the following characteristics: the distance to the Moon is 10897 km; the apparent diameter of the Moon is 15°48’33.8” and the phase angle is 166.6°; the distance to the Earth is 406300 km; the visible diameter is 1°46’16.0” and the phase angle is 152.3°. The distance to the Sun is 0.99124 AU and its visible diameter is 32’16.2”. Recall that the phase angle is called the angle in the Sun–object–observer system. This angle is defined as the angle between the incident and reflected light from the object, as perceived by the observer [8].

The image is poorly recognizable, so a gradient processing or a structural visual model was made for it, shown in Fig. 4.

The structural visual model plays the role of a map. It can be schematized, vectorized and made into vector tracing paper to be superimposed on other image options. Figure 5 shows this vector tracing paper or structural vectorized model.

The structural vectorized model shows three basic objects and a conditional object, the position of which needs to be determined.

Between Fig. 5 and Figs. 3 and 4 there is a complete informational geometric correspondence [9]. The model in Fig. 5 is a typical informational spatial model [10]. This allows for measurements to be made, in order to “connect” informational factors to visual ones.

In Fig. 5, the symbol S stands for the Sun, E for the Earth, M for the Moon, and O for an arbitrary cosmic body. A visual structural model or a geometric model allows a conditional image coordinate system relative to the selected objects to be established. For Fig. 5 it is the Earth–Sun direction. The second axis is perpendicular to this direction. By measuring the distances on the image from an arbitrary body to the selected objects, the coordinates of the object in the conditional coordinate system can be determined using the formulae:

\[
N = 2 \frac{S_{SOE}}{B_{SE}} \tag{1}
\]

\[
L = (R_E^2 - N^2)^{1/2}.
\]

All parameters are shown in Fig. 5. In (1), \(S_{SOE}\) is the area of the triangle SOE calculated through the lengths of its sides. It should be emphasized that the \(N\) and \(L\) values are conditional image coordinates, corresponding to spatial relationships rather than to real spatial coordinates. The characteristic curve can be adjusted by means of computer processing. Enhancing weak light tones and general equalization of tones gives the image shown in Fig. 6.

The image of objects in Fig. 6 is given in pseudo-colors. In Fig. 6, the stars which are not visible in the first picture are clearly visible. The Sun has a clearly visible halo as a set of concentric circles of different brightness. Based on Fig. 5, it is possible to estimate the locations...
The semantics of visual models contain not only attributive characteristics, but also the characteristics of their visibility and spatial relationships. When analyzing complex visual models which display complex or unrecognizable images, the use of an intermediate visual structural model is advisable. This model can be created either only based on gradient characteristics (Fig. 4), or with subsequent vectorization and addition of objects “invisible” in the image (Fig. 5). The introduction of a new concept of VSM creates conditions for the serial processing of images with different spectral characteristics. VSM allows images from different spectral ranges to be combined. For complex visual images, the concept of an informational visual situation is acceptable.

Informational visual situation unites objects and the relations between them. For complex images such as X-ray or radar images, such a model is the primary concept. The studies conducted give grounds for the concept of VSM to be introduced. It is advisable that such a model be created from images with maximum details. At the same time, it can be supplemented with other pictures. The VSM model can depict objects invisible to the human eye in the primary image. This research sets out the grounds for introducing the concept of “semantics of complex visual images.” Complex visual images are difficult to describe in language, so they can be viewed as a coded message. Visual images are informative, so they require less memory. This technique allows different images to be processed altogether and renders objects which are poorly recognizable in primary images to become visible. The proposed technique makes it possible for visual images obtained by other sensors, such as thermal or acoustic, also to be processed.
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