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Abstract

Objectives. Interconnected control systems are widely used in various technical contexts, generally involving
multichannel systems. However, due to the complexity of their description, the problem of identifying interconnected
systems has received insufficient attention. As a result, simplified models are commonly used, which do not always
reflect the specifics of the object. Thus, the synthesis of mathematical models for the description of interconnected
control systems becomes a relevant endeavor. The paper sets out to develop an approach to obtaining models under
conditions of incomplete a priori information. A mathematical model is developed on the example of two-channel
systems (TCSs) having cross-connections and identical channels. The case of asymmetric cross-connections is
considered, along with estimates of their influence on the quality of the adaptive identification system. The problem
of estimating the identifiability of the parameters of a TCS is formulated on the basis of available experimental
information and subsequent synthesis of the adaptive system. The proposed approach is then generalized to the
case of an interconnected system.

Methods. The adaptive system identification and Lyapunov vector function methods are used along with implicit
identification representation for the model.

Results. The influence of excitation constancy on estimates of the TCS parameters is demonstrated on the basis
of the proposed approach for estimating the identifiability of TCS with cross-connections. The synthesis of adaptive
algorithms of parameter estimation for TCSs with cross-connections based on input-output data is generalized to
the case of interconnected systems. The results are applied to building models of tracking system and two-channel
corrector for automatic control systems.

Conclusions. The features of adaptive identification of TCSs with identical channels, cross-connections and
feedbacks are considered. The conditions for the TCS identifiability are obtained. Adaptive algorithms for estimating
TCS parameters are synthesized. The proposed approach is generalized to the case of nonidentical channels and
multi-connected systems. The exponential dissipativity of the adaptive identification system is verified. The proposed
methods can be used in the development of systems for identification and control of complex dynamic systems.
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HAYYHAA CTATbA

OO0 uaeHTHPUKAIMY B3aMMOCBA3aHHBIX CHCTEM
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MUP3A — Poccuiicknii TexHosorn4eckni yumsepeutet, Mocksa, 119454 Poccus
@ AsTOp AN nepenvicku, e-mail: karabutov@mirea.ru

Pe3iome

Llenu. Npobneme naoeHTndrkaumm B3anMoCBsa3aHHbIX CUCTEM 40 HACTOSILLLErO BPEMEHW YAENSAN0CHh HEA0CTAaTOYHO
BHUMaHus. B3anmocBsi3aHHbIe CUCTEMBI YNPABAEHUS LUMPOKO NMPUMEHSIIOTCS B PA3/IMYHbBIX TEXHNYECKMX CUCTEMAX.
Kak npaBmno, NpMMEHSI0TCH MHOFOKaHalbHblE€ CUCTEMBI. V13-3a CAOXHOCTU UX ONMUCAHUS MPUMEHSIIOT YNPOLLEHHbIE
MOJENU, KOTOPbIE HE BCEraa oTpaxaloT cneundunky oobekTa. NMoaTomy 3aga4a cCUHTE3a MaTEMATUYECKMX MOAENEN
ABNSeTCs akTyanbHOW. Llenbio HacToswer paboThl ABnsieTcs pa3paboTka noaxoaa K nojiydeHuo Moaenei B ycno-
BUSX HEMOMHOM anpuopHon nHdopmauuun. [Ang peweHns 3agaydn NnpuMeHseTcs aganTuBHbli noaxon. Ha npume-
pe OoByxkaHanbHbIx cucTem (JC) ¢ NnepekpecTHbIMU CBA3IMU U UOEHTUYHLIMUY KaHanamu paspabaTbiBaeTcs MeTo[,
nony4yeHnss MaTemMaTn4eckor mogenu. PaccmatpmuBaeTcs Cinyyat aCUMMETPUYHbBIX MEPEKPECTHbIX CBA3EN, U MOJy-
YeHbl OLEHKM UX BIIUSIHUS Ha Ka4eCcTBO PaboThl alanTUBHOM CUCTEMBI naeHTUduKaummn. B pamkax npegnaraemoit
NOCTAHOBKM CTaBUTCH 3a4a4a OLEHKN UOAEHTUDULMPYEMOCTN MapamMeTpoB ABYXKAaHANbHOW CUCTEMbl HA OCHOBE
MMEIOLLENCS 3KCNEPUMEHTANBHOM MHbOPMaUUKM 1 NOCNEAYIOWEM CUHTE3E afanTUBHOM cucTeMsbl. JaeTtcs 0606-
LLeHVe npeasiaraeMoro noaxoaa Ha ciydam MHOroCBA3HOW CUCTEMBI.

MeTopabl. [pMeHsI0TCA METOA afanTUBHOM MAEHTUOUKALMN CUCTEMBI, HESIBHOE MAEHTUDMKALMOHHOE NPeaCTaB-
JIeHVEe AN MOAENU, METO, BEKTOPHbIX GYHKLUMI JIanyHOBa.

PesynbTartsbl. peanoxeH nooxon K oueHKe MAEHTUOULMPYEMOCTU ABYXKaHalbHbIX CUCTEM C MEPEKPECTHbIMMN
cBazsmu. MNokasaHo BNMsIHWE NOCTOSIHCTBA BO30YXXAEHMS HA OLLEHKM NapaMeTPOoB AByxKaHasbHOW cuctemsl. Mpen-
JIOXEH MEeTOoA, CUHTEe3a afanTMBHbIX aNrOPUTMOB OLLEHKM MapaMeTpoB 415 ABYXKAHANIbHbIX CUCTEM C NMEPEKPeCcT-
HbIMW CBSI3SIMW MO OAHHBIM «BXO[-BbIx04». JlaHo 06006LeHe Noaxoaa Ha cryyali B3aMMOCBSI3aHHbIX cucteMm. Pe-
3yNbTaTbl M(PUMEHEHbBI 419 MOCTPOEHUS MOAENEN CUCTEMbI CNEXEHUS U ABYXKAHANbHONO KOPPEKTopa Afisi CUCTEM
aBTOMATMYECKOrO perynnpoBaHns.

BbeiBoAbl. PaccMOTpeHbl 0COBGEHHOCTY aaanTUBHOW MAEHTUMUKALMN ABYXKAHANbHbBIX CUCTEM C UAEHTUYHBLIMA Ka-
Hanamu, NepekpecTHbIMU 1 06paTHLIMU CBSA3sIMU. [MonydeHbl yenosust naeHtuduumpyemoct JC. CuHTE3MPOBaHbI
aZlanTUBHbIE aNropUTMbl oLeHnBaHusa napametpos AC. NaHo 0606LieHMe NnpeanaraeMoro noaxona Ha ciydaim He-
WAEHTUYHbBIX KAHAI0B 1 MHOFOCBSI3HbIX cUCTEM. JJokasaHa 9KCNOHEeHLuManbHas AUMCCUNaTMBHOCTb aAanTUBHOM CU-
cTeMbl ngeHTUdUKauun. NMpeanaraemMble METOABI MOMYT UCMOJIb30BATLCS NPU pa3paboTke CMCTEM UAeHTUdUKaLMN
1 yNpaBfIEHNS CTIOXHBIMW ANHAMUYECKUMN CUCTEMAMM.

KnioueBble cnoBa: agantmBHas I/I,El,eHTI/lq)I/IKaLLI/Iﬂ, I/I,D,eHTI/Id)I/ILI,VIpyeMOCTb, yCTOVI‘-IVIBOCTb, ABYyXKaHasibHaaA CUCTe-

Ma, BEKTOpPHa4a beHKLI,I/Iﬂ ﬂﬂl‘lyHOBa, MHOrocea3Haa cucrtema, NOCTOAHCTBO BOS6y)K,ELeHI/IFI

¢ Moctynuna: 25.01.2024 » fopa6oTaHa: 29.03.2024 ¢ MpuHsaTa kK onyonukoeaHuio: 15.07.2024

AnsauutupoBanus: Kapabytos H.H. O6 naoeHTndurkaumm B3aMMocBsa3aHHbIX cuctem. Russ. Technol. J. 2024;12(5):63-76.
https://doi.org/10.32362/2500-316X-2024-12-5-63-76

Mpo3payHocTb GMHAHCOBOW AEeATEeNIbHOCTU: ABTOP HE nMeeT GUHAHCOBOW 3anHTEPECOBAHHOCTM B NPeACTaB/IEH-
HbIX MaTepuanax uam metogax.

ABTOp 3asBseT 06 OTCYTCTBUN KOHMINKTA UHTEPECOB.
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INTRODUCTION

Interconnected systems (ICS) are widely used in
control systems [1-5]. They are most commonly used
to control robot and manipulator drives [6, 7] as well
as forming the basis for various technical systems [8, 9].

In [10], the possibility of applying adaptive
identification to ICS is considered. Here, the application of
iterative-probabilistic method is proposed. In [11], a black-
box model identification method for interconnected
nonstationary dynamic objects with uncertainty is
proposed. The development of adaptive algorithms for
decentralized robust control with a reference model for ICS
with time delay is discussed in [12]. Here, the asymptotic
stability of the system is justified. The identifiability
of a closed-loop interconnected stochastic system is
considered in [13] along with the proposed decomposition
of the system into subsystems. The identifiability both of
separate elements of the system and separate closed loops
without simultaneous identification of other elements
and of loops of the system are considered. Sufficient
conditions for almost certain convergence estimates of
likelihood parameters are determined. The high-modular
normalized adaptive lattice algorithm for multichannel
filtering proposed in [14] is based on the least squares
method.

In [15], an algorithm is presented for model
identification using a neural network in the form of
transfer functions for two-dimensional spatial ICS,
which are causal for both open and closed loop. In [16],
decentralized robust adaptive stabilization with output
feedback is considered. The synthesis of control laws
is based on adaptive nonlinear damping as well as
the application of robust adaptive state observer and
Lyapunov functions (LF). Similar results are obtained
in [17, 18]. In [19], a method for identifying the ICS in
rational form using input-output data is presented along
with a Rasser-shaped model.

The adaptive control over a class of large-scale
systems consisting of an arbitrary number of interacting
subsystems with unknown parameters, nonlinearities,
and bounded disturbances is considered in [20] using
the reference model method. In [21], topological
structural identification of large-scale subsystems
having sparse flows of interconnected dynamical
systems due to a small amount of data is considered.
In [22], an approach to blind identification of a two-
channel system (TCS) with finite impulse response
from a limited number of output measurements in
the presence of additive white noise is described.
The proposed approach, which is based on data in the
frequency domain, allows frequency-based estimation.
In [23], fundamental problems of blind multichannel
identification are considered on the basis of an analysis
of some modern adaptive algorithms.

Review [24] covers some modern approaches
based on decomposition of the problem of identifying
systems with multiple inputs/single output. Proposed
identification procedures combine low-dimensional
solutions with the iterative version of the Wiener
filter. The identification of stationary linear systems
of this class are considered in [13, 25, 26]. In [25],
amethod for identifying multidimensional systems in
the frequency domain using the correlation approach
is proposed. A parametric model in the form of
a vector-difference equation was further transformed
into a corresponding frequency domain model.
The identifiability of multidimensional discrete
dynamical systems is considered in [26]. A priori
estimates for the identifiability of coefficients are
proposed on the basis of numerical characteristics of
the asymptotic variance lower bound of coefficient
estimates.

Thus, models in the form of transfer functions
and in state space are used to study processes in ICS.
Adaptive procedures are used to synthesize control
algorithms. Adaptive control algorithms have been
developed in the presence of unmodulated dynamics
and disturbances. This condition can be explained by
insufficient information about the state and parameters
of the system or object, as well as the difficulty of
accounting for interconnections in the system. The
identification of multidimensional system parameters
is based on applying statistical procedures, frequency
methods, and neural network technologies. A number of
studies deal with the application of adaptive methods,
which are mainly used for adjusting (identifying)
control device parameters. The resulting parametric
uncertainties are compensated by selecting appropriate
control algorithms. However, few publications cover the
problem of TCS identification.

The present paper proposes a measurement-
based approach to the ICS adaptive identification.
The proposed approach to the identifiability of TCS
having cross-connections involves various assumptions
regarding the parameters of cross-connections. The
stability of the adaptive system is demonstrated on the
basis of obtained identifiability estimates to inform the
considered approach to ICS identification.

1. TCSs
1.1. Problem statement

We consider the TCS with cross-connection. The
links in the channels are considered identical. Transfer
functions are used to analyze these systems [27]. For
identification tasks, describing TCSs in the state space is
more convenient. Let the system contain » sequentially
interconnected vertical layers:
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1) first layer

{Xn =A X +Bvyy,
_ T
v =C X

) (1)
{le =A X, +Byvy),
_ T
Y21 =€ Xy,
2) kth layer (1 <k<n)
Xy g = ApXy g + B g,
— T
Yk =G X
U = V=1 T Vik-1o
Vikot = Vg g iV )5
) ()
Xo k= A X + By g
_ T
Yok =C X
Uy k = V2 k-1 T V2 15
Vgt = Ay Vg + AoV )
where v} =81 =¥y, V21 =82 " V2> Vig-1 18 the

output of cross-connection of the ith channel, i = 1, 2;
X, € R is the state vector of the kth layer of the ith
of the TCS; A, eR%%; C, eR%;
B, eR%; y,, €R is the output of kth layer of ith
channel; vi,k_l’ is the output of cross-connection, and

channel

g;(t)eR is the system input (master control). Matrix
A, is a Hurwitz matrix.

Parameter d,_| represents an operator. Depending on
the problems solved by the TCS, d,_, can be a constant,
nonlinear function, or differential operator.

The information structure for system (1), (2) has the
following form:

I, :{gi(t),yi’k(t)V(i:1,2)&(k =1,7),teJ=[zO,ze]}, )

where J is the data capture interval; ¢ is time; and #,

and ¢, are the beginning and the end of time interval.
The system is identified using a model with

a structure similar to (1) and (2) and with outputs

Vix €R, where i=1,2; k=1,n.
The problem is reduced to selecting algorithms for
adjusting model parameters in such a way that

lim | §, = i, | <84 4)
t—00

where 8, ; 20 is the specified value.

1.2. On structural aspects of the system

The identification of systems (1) and (2) depends on
the possibility of estimating its parameters significantly.
We introduce a model for TCS (1):

X =K (X =X D)+ A X +Byy g,

A _ T <

=G X,

. X . i (5
Xo1 =KXy =X, )+ A X, +Bpyy g,

~ _ T
1= C Xo 18

where K| e R4 ig the known stable matrix (reference
model); A, eRW%, B, eR% is the matrices of
model (5), and )A(i’l is the state vector.
A~ A~
We denote El,l = Xl,l _Xl,l’ E2,1 = X2,1 _Xz,l-
Then for the first layer

El,l = KlEl,l + AAIXI,I + ABIVL1 ,

. A (6)
E) =K E) +AA X, +ABy, |,

where AA, = Al -A[, AB, = ﬁl —B, are matrices of
parametric mismatches.

Similarly, error equations for the remaining layers of
TCSs are obtained:

. (7
By =K E); +AA X, +ABuy .

Letinputg(?),i= 1, 2 satisfy the excitation constancy
(EC) condition:

. 2(n<a
L sgr()sa,

N
)

Vielty,ly+T],  (8)

where a; and o; are positive numbers, 7> 0. Further,
condition (8) is written as g;(¢) € & @iﬁi' If g (1) does
not have an EC property, then it is written as
g(t)e %‘@iﬁi.

Theorem 1. Let the following conditions be satisfied:
1) g;()ee @i,ai, where (a;,Q;)>0; 2) system (5) is

stable and detectable; 3) matrix K; € R s a Hurwitz

matrix;  3)  outputs V() €T 5,>  Where
51,5
6,>0,6,,>0,i=12; 4) Xl.’1 e %‘@X Ty,
7,1 1,1

where (gxi 1 L0l 1 ) > 0. Then system (5) is identifiable if

T [AA P +0.50, |AB, P <057, (9)
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where A > 0.5, 7 =2max(0cX11,0tX12), Vjp =011 + Gy,

||AA1 ||2 =tr(AATAA)), tr is a matrix trace, and
Vi(1)=0.5E],()R,E (1) + 0.5EL, (NR,E, (1), R; =R >0
is a symmetric matrix.

When condition (9) is satisfied, system (5) is called
parametrically @7 y -identifiable on the set of state
variables. The identifiability of subsystem layer (1)
depends on the properties of the TCS output.

We consider system (7) and introduce LF:

V()= O.SEEk (ORLE, ;. (1) + 0.5E§,k (ORLE, ; (1). (10)

Theorem 2. Let the following conditions be

satisfied: 1) matrix K, € R%™% is a Hurwitz matrix;

2
il < s,

2
2) X4 e
2,k 2,k

ax, |
Xk X
T, =max (a a ) v ceFED _
k X, X s 2k-1 o o
Lk 2k ok Yok
3) system (5) is ?‘71 y -identifiable; 4) system (7) is
stable and detectable; 5) vy e%@v a, ;
2,k-1 2k-1
6) operator d,_, is constant: d, < ®, < ®, where o is some
number; 7) A, = 0.5. Then system (7) is

@7 x -identifiable, if

B

0.5m, , [AA|* +0.5]aB, | x "
x (@ + 202 (& +20%B,)) <(y —0.5)V,

)s

n, . =2max (@, ,o o, = a a
where m ; (Xlk, Xz,k)’ak 2max(ocy2’k_1,ocyl’k_1

- = 2s
By —max(ocy‘ +oa, ).
i ik—1 i,k—1
I 2 T .
Note 1: Conditions “Xi,k“ €Tl ay 0 i=L2
ik ik

follow from v;(¢) e & ?&V a,
i i

Note 2: The identifiability of kth layer (7) depends
on the properties of previous layers of systems (1)
and (2) and cross-connections. The parameters of cross-
connections should be selected so that condition (11) is
satisfied.

We consider the case when operator d, is
differentiable.

Theorem 3. Let the conditions of Theorem 2 be
satisfied and: 1) operator d, , is differentiable, i.e.,
Vg =AWy +dk_2v2’k_1)/dt; 2) systems (1)
and (2) are stable, detectable, and recoverable. Then
system (7) is @7y -identifiable, if

0.5m, , [AA|* +0.5]aB, | x

= ~ (12)
x (a5 +2@, +aﬁ)) <\, —0.5)7,,

where U 5 =2maxocy~ s O =2maxd.

i 2%k-1 i ik
Ty = 2max (&Xl . ,(TLXZ . ), V(1) is of the form (10).

Thus, the findings allow estimating the identifiability
of systems (1) and (2) under measurability of the state
vector of elements of all TCS layers. Most often, only
set (3) is available for observation. In this case, it is
necessary to operate with the available information to
estimate the TCS identifiability.

We transform the TCS to a form convenient for using
set I, [28,29] and consider the system (1). Let A; be the

Frobenius matrix with vector of parameters A ¢ € R%,
C, =[1,0,...,0]T,

B, :[O,...,O,bl,S]T. In space (V1>¥;1), system (1)
corresponds to the following representation:

_ T
Al,s - [al,s,l ’ al,s,2 LA al,s,ql ] >

V= AE1P1,1’ (13)

AT 1 .
where Al,l =[ al,l’],al’l,z,...,alil,ql,b],s,b],z,...,b1

Kll e R, P, e R,
Considering (13), we transform the system (1) in the
input-output space to the following form:

i

© AT
V= ALP (14)
S _ AT

Vo1 = APy

In order to evaluate the identifiability of system (14)
by the output (&7 , -identifiability), we consider the
following model:

A _ AT
Vi = ey +ALP
(15)

A _ AT
Vo1 =X T AP

where %; >0, €, =3, —;; is the prediction error of
the Vi1 th output, i =
derived for ¢ ;:

1, 2. The following equation is

A

G =Ny TAAP 1 A=A - Ay (16)

il

' We consider LF V} , (61,1’62,1) = 0.5(612,1 + eil). For
M.2> we derive:

A AT

Vip =20V + DA (Pe; + Py ey ) <

X1 1 AT ppTAR
<=Vt AAL PP AA, ),
2 2%

T_p pT T
where PP =Py P} + P, Py,
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It follows from (16) that AKU =0, if vector P;(?)

. . P
is extremely nondegenerate, i.e., P,(1)ee “ap. Jp.
1 1

(i=1,2)and subsystem (1) is parametrically @7 , -identifi-
able by the output. The 7/’/? 3 -identifiability of subsys-
tem (2) is justified similarly.

For the kth layer (system (2)), the following
representation similar to (13) can be obtained:

J>1,k = AlT,kPLk’
(17)

S _ AT
Yok = Al,kPZ,k

where P, ; eR%k s the generalized input. For
convenience, representations (13)—(15) and (17) are
called noncanonical identification representations.
When identifying TCS and incomplete a priori
information, the task of determining the type of cross-
links may arise. In this case, the following approach can
be used. We consider kth layer of system (2) with
identical cross-connections and d, ; = const and

construct structure S”'k described by function
L,

Yik

f“'k yip Uik ™ Viko i =1, 2 for both channels of the
i,k>7i, > >

kth layer. Structure S”i L.y, Tepresents the TCS input-

Vi,

output state. We define secants for S, g
i,k>71,

(18)

=q +a, u
E”ui,k ik Gk Gk ik’

where a; and a . are parameters determined by
0,i,k 1,0,k
the least squares method.
Since the cross-connection is rigid, the angle

between secants & would not exceed a certain

Ui fe>Yik

a —a <8, .

| L1k 51,2,k| Sik

connections are positive. If cross-connections are

asymmetric, then Iag —a | > Bg . In this case,
1Lk 1,2,k ik

value: Hence, Cross-

signal v| ;_; operates out of phase with output y; ;_; of
the previous layer of the first channel.

Note 3: If the channels of each layer are
nonidentical, the identifiability of the system layers can
be easily derived from the above theorems.

1.3. Adaptive identification of TCSs

We consider representations (13)~(15) and (17) for TCS.
For subsystem (17), the following model is introduced:

A _ LT
Vg = Ak + AP
(19)

A _ LT
Yok = Aok T AP

where yx; >0, €k = f’i,k ~Vik is the prediction error
for output y; ; (k=1, 2, i is the ith element in the kth
layer). For ¢; ;, the following equation is derived:

k= AkCixt AAZkPi,k’ AA = A — A (20)

The adaptive algorithm for adjusting parameters of
model (19) has the following form:

AA  =A =T Py, (21)

where T € R%*k is the diagonal matrix with v, ; > 0.
We consider subsystem (14)-(16) and LF

171(61,1)=0.5€12’1. From condition I71 <0, the adaptive

algorithm for adjusting vector A;; is derived, as
follows:

AA =Ap =-T,P,, (22)
where T} € RN is the diagonal matrix with v, ; >0,
j is the diagonal element number.

Note 4: Since TCS has identical channels, only one
of them is adjusted.

Due to feedback, some parameters of system
(14)—(16), (22) may be unidentifiable. Considering
this, Eq. (16) may be written in the following
form:

. _ _T re
e =1 TAAL P+ f(Al,l’pvn ),

where  f() is uncertainty resulting from the

nonfulfillment of the EC condition.
We consider LF

- = Tl

VI,A (AAU) = O.SAAUF1 AAU.
Theorem 4: Let the following conditions be

satisfied: 1) gi(l)ef(ff@i,&i, PLec%, &

0
IR

, i=1,2;3)|f\2Su,whereaf20;

(23)

I;i,e(el,l) = 0.561271,

2) Vi ECTG &

) yl’l gJ’i,l ’ayi,l
4) there exists such v>0 that
AT — (02 AT TAA . :

e AAL P = u(eh1 +AA P P AA ) s valid  at

— 2 -~ — 2
-1 .
max (rl)“AAl,IH VA =Mnin (FI)HAAI,IH ;

6) the following system of differential inequalities is
valid for system (16), (23):

t>> 145 5)A,)

T
-z X1 R N X
hel |73 22 |[e] |22
R B LS | I S % (24)
Nal | 4o 00 A0
2 -
A Bs,
S

while comparison system Sl(t)zASISI(t)+BSl
for (24), where S;(1)=[s (1,5 ,(O]", 57, (0)
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(w=e, A) is majorant for 171’W(t) and Sl,w(to) > I7l,w (ty)-
Then system (14)—(16), (23) is exponentially dissipative
with estimate

00 25000 24

i

ledr,

if Xlzﬂ>83pll, where nzﬂl’”}‘rznin(rl)’ EP”ZO,

HPI,IPITI“SSPM ©@p ) Ay s
eigenvalue of matrix I;.

It follows from Theorem 4 that the adaptive
identification system allows obtaining biased estimates
of system (14)—(16) parameters.

We consider (17), (19), (21). Let d,_; in (2) is
constant.

minimum

We  represent P, and AA, &k as
—pT T A —[AAT T
P =Plp,, 0T AA =[AAT AT,

where p Vi k] is transformation v; 5 ;_;, J is element

Agl,k that is the transformation of d,_,. Then (20) has
the following form:

e ="klx t AAEkPI,k + (AP, (29)

where f; () €R is uncertainty resulting from the non-
fulfillment of the EC condition.
We consider system (19), (20), (25), and LF

Theorem 5. Let the Theorem 4 conditions be

satisfied and: 1) I, Deece, 5
yk ylk
P @ ; u ,V
Lk &y 2) g =Yy, O Vi),
. 2
Sy g & @y 3) fl,k SOthk, where Otfl,k 20;

- 2 - — 2
4) estimate Al (T}) “AAl,k “ <V <hpin(T) “AALk “
is valid, where A,(I;) is minimum eigenvalue of matrix I';;

5) lek H< TR <0LP ; 6) there exists such v > 0

that at #>> ¢, the followmg is valid:
e AT P = (el +AAT P PTAA, ) (26)

7) the following system of differential inequalities is
valid for system (21), (25):

2 Xk 1,k ~
v -= 2—|y Tk
k, ,
] e < 2 Xk [ﬁke]-f e | (27)
Vea] | 4o _0n |LAA 0
—— > ~k
S

while comparison system S (D=A S, S,()+B 5,
for (27), where S,(1)= [Sk,e(t)’sk,A 17, Sk,w(t)
(w=e,A)isamajorant for I;k,w(t) and sy, (7)) 2 Vk,w(to ).
Then system (19), (20), (25) is exponentially dissipative
with estimate

t
v, (<5 0)s 1)+ [e

)

ASk (t—r)BS d,
k

if condition X%n > 3281)1 .

n= EPl,k Kmin (rk )-

It follows from (25) that the properties of the kth
layer adaptive identification system depend on cross-
connections.

Thus, the TCS identifiability is proved by the state
and output of the TCS kth layer. The results confirming the
convergence of the obtained estimates for system parameters
are obtained. The adaptive identification system properties
depend on parameters of the system cross-connections and
information properties of signals in the TCS.

Note 5: If TCS contains nonidentical channels,
models (17) should be applied to each kth layer. The
same is true for cross-connections.

is satisfied, where Tp, >0,

2.1Cs

We consider system S

X(f) = AX(?) + DF, (X, 1) + BU(?),

(28)
LY(r) = CX(r) + F, (X,1),

where X € R is the state vector, A € R"™™ is the state
matrix, DeR™9, F (X,t):R™ —RY is the nonlinear
vector function, UeRF is the input (control) vector,
BeR"™k  YeR” s the output vector, CeR™™,

F,(X,¢):R™ 5> R" is the disturbance (measurement
errors) vector, and L is the operator determining the way
vector Y is formed. In some cases, L can be the differential
operator representing dynamic properties of the measuring
system or the way of mutual interaction between subsystems.
Matrices A, D, B are block matrices representing the state of
certain  subsystems. Vector F,(X,f) can be either
a disturbance (measurement error) or a variable representing
the influence of certain subsystems.
The data set has the following form:

I, ={YO, 0@ etg.ty |}, ty <o (29)

Assumption 1: Elements @, (x j) ek,

¢, ;(x;) € F, are smooth single-valued functions.
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For estimating parameters of matrices A, D, B, C,
the following model is used:

X(1) = AOX (1) + DO)F, (X,0) + B()U(2),

. . . (30)
LY(r) = CX(¢) + F, (X,1),

where A(t), ﬁ(l), ﬁ(t) are matrices with adjustable
parameters.

Problem. For system (27) satisfying Assumption 1,
to develop model (30) on the basis of analysis I, and find

such rules for adjusting parameters of matrices A(t),
D(¢), and B() so that

lim “s?(t) - Y(t)“ <5,, 8,20,
t—0
where |||| is the Euclidean norm.

Note 6: For some class of systems, Eq. (28) can be
considered as an equation describing connections
between subsystems. In this case, the type of vector
F, (X,?) should be estimated.

For the synthesis of adaptive identification
algorithms, the approach described in Section 1.3 can be
used.

Note 7: If system S| g contains nonlinear subsystems,
then in order to decide on the class of nonlinearity
under uncertainty, the interconnection graph should be
plotted [30] from which the type of nonlinearity can be
decided. The same is valid when the system contains
several nonlinearities in one subsystem.

The adaptation models and algorithms match the
equations derived in the previous section. For evaluating
the quality of the adaptive identification subsystem, the
theorems from Section 1.2 can be applied.

3. EXAMPLES

Example 1. We consider the two-channel target angle
tracking system with identical azimuth and elevation
channels and asymmetric cross-connections [31]:

x=-a.x+b.(g-y), 31
F=-a,p+b,(x=(g - 1)~k -»)) (2)
X =—a,.x +b.(g —»)» (33)

B =—a, i +b,(xq +g-n+kE-y), (34

where a, =T;', b =T 'k T, k, are the time
constant and amplifier gain, respectively; k is the cross-

: . _ -1 _ -l
connection parameter; a, T s by T » ky are

servomotor parameters; g, g, are input influences. The
cross-connection is shown in parentheses as a differentiating

link with parameter &, (g, — ;) =d(g; —y;)/dt.

The information about link outputs x(2), y/(?),
and outputs g,(7) at some time interval is available for
measurement. The parameters of systems (31) and (32)
should be estimated.

We use transformation [28] to obtain a model for y(¢)
and consider the system of filters (transformation):

Py =My pg + 9, (35)
Dy =—Hp, Y,

where Séx—gl + oéd(gl —yl)/dt, pl.(O):O,
i=y,8,0, y; >0 is a number that does not match the
roots of the characteristic equation for the second
equation in (31). Then the model for (31) has the
following form:

X=—y.e +ax+b (g-), (36.1)

where e, =X-x, e, = V=V Ao Ly
numbers (reference model). Algorithms for adjusting
parameters of system (36) are the following:

are positive

Ay ==y, &% b =-v, e.(g-),

a, ==Y, €, a, = —yapy e,y (37)

g :_yaseypf)’ ay :_yaoeypu

where ya[ ’Yb[ (i= x,y,ay,py,S, L) are positive
numbers ensuring convergence of (36).

System (31), (32) is modelled with parameters:
a.=12,b =2, a,= 5.95, by= 1, k= 5. The inputs are
g(1) = 1.5sin(0.1xz), g,(¢) = 1.5sin(0. I7z).

The structures confirming the presence of
asymmetric connections in the system are presented in
Fig. 1. In the figure, the impact of cross-connections on

the channel output is shown. Analyzing Ty, 0.53,
&)

@ =-0.45 of secants §& proves the

€, <§;Say]

fulfillment of condition |a -a |>6, ,
iO,S 5% E.>0,s,y &0

where 8@0 =0.2. Hence, cross-connections are

antisymmetric.

Russian Technological Journal. 2024;12(5):63-76

70



On identification of interconnected systems

Nikolay N. Karabutov

4.5

€, €

Fig. 1. Estimating the structure of cross-connections

The parameters of Egs. (31) and (32) are estimated
with respect to Note 4. The identification system
parameters are: p; = 1.5, ¢ = 1.5, Xy = 2.

The results of adaptive identification are presented
in Figs. 2—-6. The adaptive identification of parameters of
model (36) is shown in Figs. 2 and 3, where 7 is hereafter
the current time in relative units.

-1.30 2.4
‘ 12.2
=140 1 | ) e
. Vv .
9y —1.45 1 a, 12.0 b,
-1.50 -
11.8
-1.55
1.60 1 ‘ ‘ ‘ 16
0 50 100 150 200

t

Fig. 2. Adjusting parameters of model (36.1)

1.5 5

1.0

4, 0.0 \
éu
a, -0.5 *\\
104 |
1 \ .
-1.5 - b ap,
\_’\—’\’\—/;
_20 T T T
0 50 100 150 200

t
Fig. 3. Adjusting parameters of model (36.2)

The identification errors obtained using models (36)
are shown in Fig. 4.

2.0 1.0

1.5 0.51
e, &

1.0 1 0.0
ey ey

0.5 4 -0.5 ‘ ‘

-0.25 0.00 0.25
-0.51 e,
0 50 100 150 200

t

Fig. 4. A change in the prediction error

It follows from Figs. 3 and 4 that adjusting
parameters of layer 2 depends on both the output of
layer 1 (model (36.1)) and the properties of cross-
connections. In addition, the quality of adjusting
parameters of (36.2) is also dependent on the correlation
between the outputs of elements (31) and (33). This
correlation is transmitted through cross-connections.
The conclusion drawn is supported by the structures
shown in Fig. 5 as well as the statements of Theorem 5.
Adjusting parameters of model (36.1) is smooth (Fig. 6).

1.6

1.4
121
4, 1.0
0.8 -
3 0.6— 
0.4 -
0.2 -

0.0 -

_0.2 T T T T T T T T T T T
-0.5 0.0 0.5 1.0 1.5 2.0 2.5

Fig. 5. Adjusting parameters of model (36.2)

Example 2. A pseudo-linear two-channel corrector is
described by the system of equations in [32], as follows:

)'cl =—oyx + Bl(g - x6),

Xy = =0y Xy + Uy (g —Xg) + By (g —Xg),

x6 :x7,

(38)

Xq = =0y X7 — OlgrXe + By (xlsign(xl))(sign(xz)),
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Fig. 6. Adjusting parameters of model (36.1)

where g is the master control, x4 is the object output,
g — X, is the mismatch error, x, is the amplitude channel
output, x, is the phase channel output,
u = x,sign(x,) - sign(x,) is the regulator output, and
(g_xG)’ :d(g_x6)/dt’ al7B]7a29“27B29a019a027B0
are system parameters.

Note 8: In [32], system parameters have been
preliminary selected.

It is assumed that

I,= {xl (2), x5 (2), x4 (1), € [0, b ]} are measured, where
t, is the known number. The parameters of system (38)
are identified using the following model:

elements of set

%) = ke +6ux, + B (g —x), (39)

%y = —kyey + Gy +[1y d(g —xg)[dt + B, (g —xg), (40)

%6 = —kgeg +Glopxg + &px() Py TGy, Py (A1)
where k,, k,, k are known numbers (the reference model
&;.B; (=1, 2),
a Pig’ a Pag are adjustable parameters; X; (i=1, 2, 6)
are model outputs; Pygo Py are obtained by analogy

with (33).
The adaptation algorithms are the following:

parameters); e =X, —x;,i=1,2,6;

A

A

o =Yg, 4% By =-vpe(g~ )

dz = _Yazezxg, Bz = _yﬁz () (g- X6 ),
iy = T, e (g—x6), (42)
Qg = _YaOIeéxG’ an6 = _yl’x6 e6px6 s ocpu = —ypu €6Py>

where v, > 0 is the gain in the adjustment loop of the
corresponding parameter.

System (38) is modelled with the following
parameters: a, = 1.05,3,=3.5,0,=2.2,8,=2.2, 0y, =3,
oy, = 5.03, B, = 5.2, g(¢) = sin(0.05nz). The results are
shown in Fig. 7-12.

Figure 7 shows the structures (transient excluded)
representing phase processes in system (38). Obviously,
the system is nonlinear. The use of results [30] shows
that the system is structurally identifiable. Therefore, the
input is S-synchronizing and allows accounting for TCS
nonlinear properties.

1.2

0.9 4

0.6

0.3 -

0.0 -

—-0.3 ~

-0.6

-0.9
-1.2

-04 0.0 0.4 0.8 1.2
X, X,

-0.8

Fig. 7. Phase portraits of the system: (7) x5(x,), (2) xg(x;)
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Fig. 8. Estimating the mutual influence of variables x,,
X, ON Xg

The analysis shows the relationship between
variables x, and x, (correlation coefficient is 0.94). Their
impact on the TCS output is represented by the density
diagram (Fig. 8). The density diagram characterizes the
impact of x; and x, on the change in variable x.. The
intervals of the impact of variables on x, are clearly
visible. The mutual influence affects the convergence of
adaptive algorithms.

The adjustment of the amplitude channel model is shown
in Fig. 9 while the phase channel model is shown in Fig. 10.
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Fig. 9. Adjusting parameters of model (39)
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Fig. 10. Adjusting parameters of model (40)

Figure 11 shows the adjustment of the object model
parameters. The adjustment is affected by the master control.
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Fig. 11. Adjusting parameters of model (41)
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Fig. 12. Dynamics of the adjustment loop
for model (41)

The dynamics of processes in adjusting model (40)
is more complicated. Here, the input influence is
encountered. For TCS, the statement of Theorem 5
is valid.

CONCLUSIONS

The proposed approach to identifying ICS is
based on features of adaptive identification of a TCS
with cross-connections. Structural aspects of TCS
identification are based on obtained conditions of the
system identifiability in the state space and output
space, as well as the influence of input properties
on the possibility of estimating system parameters.
Adaptive algorithms for identifying TCS with
identical channels are obtained. The identifiability of
a TCS in terms of state and output is demonstrated.
The results confirm the convergence of estimates for
system parameters. The properties of the adaptive
identification system depend on the system cross-
connection parameters and informative properties
of signals in the TCS. When considering the case of
ICS, the role of a priori information while accounting
for existing interconnections is emphasized. At
appropriate ICS splitting, it would be possible to apply
the approaches proposed for a TCS. The examples
of adaptive identification of real systems are given.
The case of TCS with nonlinear control and complex
relationships is considered.

Due to the multifaceted nature of the subject area,
the paper covers only certain aspects. The proposed
approach can be used to estimate the dynamics of
processes in an adaptive system taking into account
the impact of system elements on the quality of the
parameter adjustment process.
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