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Abstract

Objectives. The purpose of the article is to build different models of bagging, to compare the accuracy of their
forecasts for the test period against standard models, and to draw conclusions about the possibility of further use of
the bagging technique in time series modeling.

Methods. This study examines the application of bagging to the random component of a time series formed after
removing the trend and seasonal part. Abootstrapped series combininginto a new random componentis constructed.
Based on the component thus obtained, a new model of the series is built. According to many authors, this approach
allows the accuracy of the time series model to be improved by better estimating the distribution.

Results. The theoretical part summarizes the characteristics of the different bagging models. The difference
between them comes down to the bias estimate obtained, since the measurements making up the bootstraps are
not random. We present a computational experiment in which time series models are constructed using the index of
monetary income of the population, the macroeconomic statistics of the Russian Federation, and the stock price of
Sberbank. Forecasts for the test period obtained by standard, neural network and bagging-based models for some
time series are compared in the computational experiment. In the simplest implementation, bagging showed results
comparable to ARIMA and ETS standard models, while and slightly inferior to neural network models for seasonal
series. In the case of non-seasonal series, the ARIMA and ETS standard models gave the best results, while bagging
models gave close results. Both groups of models significantly surpassed the result of neural network models.
Conclusions. When using bagging, the best results are obtained when modeling seasonal time series. The quality
of forecasts of seigniorage models is somewhat inferior to the quality of forecasts of neural network models, but is
at the same level as that of standard ARIMA and ETS models. Bagging-based models should be used for time series
modeling. Different functions over the values of the series when constructing bootstraps should be studied in future
work.
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Pe3iome

Llenu. Llenb paboTbl COCTOMT B MOCTPOEHUMN PA3NINYHbLIX MoAesel 6errmira, CornocTaBieHUM TOYHOCTU UX NMPOTrHO-
30B Ha TECTOBbLIV Nepuos CO CTaHOAPTHLIMY MOAENAMN U NOSTyYEHUN BbIBOOB O BO3MOXHOCTU AalibHENLWero uc-
NoJsIb30BaHUS TEXHUKN BErruHra npyv MOAeMpPOBaHMM BPEMEHHbIX PSA0B.

MeToabl. ViccnenyeTca npuMeHeHne 6errmHra K Ciy4anHoi COCTaBAsoLLEN BDEMEHHOTO psiaa, popMupyemMor no-
cle ynaneHus TpeHaa 1 ce30HHOM YyacTu. CTpouTes cepust NceBaoBbIOOPOK, COBMELLLAIOLLMXCS B HOBYHO Cly4aliHyio
COCTaBNsALLY0. Ha OCHOBE NOJly4EHHON KOMIMOHEHTBI CTPOUTCHA HOBas MoAersb paaa. 1o MHEeHMIO MHOTMX aBTOPOB
Takoi Noaxo, NO3BOJISIET NMOBbLICUTb TOYHOCTb MOENIM BDEMEHHOIO PsSAa, y4dlinM 06pa3oM OLLEHUB pacnpenene-
Hue.

PesynbTaTtbl. B TeEOpeTUYECKO YacTn NPUBEOEHBI XapPaKTEPUCTUKM Pa3fNyHbIX Mofesnel 6errvira. PasHuua mex-
LYy HAMU CBOOUTCS K OLEHKE CMELLLEHUS, NoJlyYaeMom n3-3a TOro, 4To M3MepPEHUs, KOTOPble COCTaBISIOT NCeBao-
BbIOOPKW, HE SBNSIOTCS ClydYaliHbiMu. [TpeacTaBneH BblYUCINTENbHBIA 3KCNEPUMEHT, B KOTOPOM MOAENN BPEMEH-
HbIX PSO0B CTPOATCS MO MHAEKCY LEHEXHbIX JOXO40B HAaCEeNIeHUS MaKPO3KOHOMUYECKOW CTaTUCTUKM Poccuinckom
depepauunm 1 no kypcy akumin CéepbaHka. MporHo3bl Ha TECTOBLIN Nepuom, NoJlyd4eHHble CTaHAAPTHBIMU, HENPO-
CeTeBbIMU MOZENSAMU Y MOAENSMUN HA OCHOBE GerrnHra njisi HeKOTOPbIX BPEMEHHbIX PSA0B, CPABHUBAIOTCS B Bbl-
4YMCNNTENBHOM 3KCNeprMeHTe. B camoli npocToi peanusaumnmn 6errvHr nokasan pesysibTaTbl, CDaBHUMbIE CO CTaH-
napTHeiMy Moagensamm ARIMA 1 ETS 1 HeCKObKO yCTynatoLme HEMPOCETEBLIM MOAENSAM [J151 CE30HHbIX PSA0B; A/
HECEe30HHbIX PAOO0B Ny4ylune pe3ynbTaThl Aanv ctaHaapTHele Mogenu ARIMA n ETS, mogenu 6errvdra gann 61mskue
peaynbTtatbl. O6e rpynnbl MoAenel CyLLleCTBEHHO NPEB3OLLIN Pe3ysibTaT HEMPOCETEBbLIX MOAENEN.

BoeiBoabl. MNpy ncnonb3oBaHumn 6errvHra ayyiume pesysibtaThl NoJlydeHbl NPy MOOENMPOBaHUN CE30HHbBIX BPEMEH-
HbIX psiaoB. KayecTBo NPOrHo30B Moaenen 6errvira HeCKosIbko YCTyrnaeT Ka4eCTBY NMPOrHO30B HENPOCETEBLIX MO-
nenei, Ho OKa3bIBAETCH HA TOM Xe YPOBHE, Y4TO 'y CTaHAapTHbIX Moaeneii ARIMA n ETS. Mogenu Ha ocHoBe GerrmHra
cnefyeT MCnonb3oBaTh A9 MOLAENNPOBAHNSA BPEMEHHbIX PAA0B, Pas/ivyHble QYHKLNW Ha, 3HAYeHs MU paga npu
NMOCTPOEHUM NCeBAOBbLIGOPOK AOMKHbI ObITh MCCNEA0BaHbI B AalibHelLLen paboTe.

KnioueBble cnoBa: agnHamMumyeckne psiabl, MakpoakoHoMuyeckas ctatucTtuka, ARIMA, nceBooBbibopka Henepe-

KpblBatoLLMxcs 6710K0B, NceBaoBbIOOPKa NepekpbiBaoLLMXCS 6/10KOB, CTaUMOHaPHbI 6errvHr

* Moctynuna: 21.06.2023  fopa6oTaHa: 19.07.2023 ¢ MpuHaTa kK ony6nukoBaHuio: 14.12.2023

Ansa untupoeanus: [pamosud 9.B., Mycatos [0.10., MeTtpycesuny [.A. NMprmeHeHne 6errvHra B nporH03npoBaHnm Bpe-
MeHHbIX psaoB. Russ. Technol. J. 2024;12(1):101-110. https://doi.org/10.32362/2500-316X-2024-12-1-101-110

np03pa‘-lHOCTb d)MHaHCOBOﬁ neaTesibHOCTU: ABTOpr HEe nMetoT Cbl/lHaHCOBOVI 3anHTEepPeCcoBaHHOCTW B npeacTaB/1eH-
HbIX MaTepunasiax nin MmetTogax.

ABTOpbI 3a9BASIOT 06 OTCYTCTBUM KOHMIMKTA MHTEPECOB.
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INTRODUCTION

This work considers the application of bagging [1-5]
in time series modeling. The use of bagging in time
series modeling can be considered as an expression
of the general idea of building a more accurate model
based on several available models. The approach of
making a weighted combination of forecasts of several
time series models and averaging several forecasts is
discussed in [6, 7]. The main difference between bagging
and combining forecasts of time series models is that it
combines only noise components. The main objective in
both approaches is to improve the quality of forecasts
on the basis of building a combination of forecasts of
several time series models.

The approach under consideration is relevant
due to the expediency of improving the accuracy
of time series forecasting based on the best estimate
of the distribution of the random component. The
article contains new research results expressed in the
experimental realization of models built on the basis of
bagging of time series and comparison of forecasting
results against results obtained using alternative
ARIMA! and neural network models. The aim of the
work is to build different bagging models, to compare
the accuracy of their forecasts for the test period with
standard models and to draw conclusions about the
possibility of further use of the bagging method in time
series modeling.

The time series is represented as a combination of
three parts: seasonal component S,, trend 7,, and noise
R, in additive or multiplicative form (index t stands for
time):

V=S + T + R, (1)
Y =StXTt XR,. 2)

Bagging is applied to the noise component R,.
This strategy was originally successfully applied in the
classification task, where itinvolves building an ensemble
model by training independent classifiers on different
samples [8]. The predictions obtained by each model
are then averaged, in order to obtain the final result (the
weighted averaging can be applied depending on how
accurate the predictions of each model participating in
the ensemble are on the test sample). In this way, the
forecasting accuracy is improved.

In addition to the idea of combining models, bagging
is based on bootstrap. This approach consists in replacing
the unknown distribution of data (characterizing the
time process under consideration) with an empirical
distribution constructed by the researcher. When using

I ARIMA is an autoregressive integrated moving average
model or Box—Jenkins model.

bootstrap in classification tasks, the data have no
temporal dimension, so they can be mixed randomly.
Things get more complicated when such ideas are
applied to time series. In this case, the different sample
values must follow each other according to the time
dimension, even if chosen randomly. Here, the idea is
transformed into constructing a set of bootstraps based
on the original time series data. Several times in fact,
(the number of patterns is specified by the user), based
on a certain principle, values are selected from the series
data to represent a new time sequence. Since there are
usually many values of the time series, it is possible to
build a set of new time series based on the original one,
randomly selecting new values for each bootstrap. It is
assumed that the characteristics of the time series under
study will be close to the parameters of the resulting
bootstraps.

CONSIDERED BAGGING METHODS

The approaches to obtaining bootstraps from the
time series values are as follows:

1. Construction of bootstraps from nonoverlapping
blocks (nonoverlapping block bootstrap, block
bootstrap, circular bootstrap, NBB) [9, 10]. The
time series data is divided into a given number
of nonoverlapping blocks. The block length is
a customizable parameter. When constructing
bootstraps, each block can fall into any of them with
some probability. For example, let us build blocks
with the length of 3 elements from a row with
12 values: X = {X, ..., X},}:

(Xl’ Xz’ X3)7 (X45 X5: X6)’ (X’77 Xga Xg)’ (X]()’ X]]a X]Z)'

When compiling a bootstrap, any blocks can be
selected from them with return. If the length of the
bootstrap is 12, you can take 4 blocks, e.g.:

(X49 X59 X6)’ (Xla Xza X3)’ (Xl()a X]]a X]z)a (X4a X57 Xé)

Note that blocks can be repeated. The
measurements in the bootstrap do not have to follow
the same temporal order as the original data, so the
stationarity of the original time series does not have
to be preserved.

2. Constructing a bootstrap from overlapping
blocks (moving block bootstrap, MBB) [11-13]. The
blocks into which the time series data are divided
can overlap. The block length is a customizable
parameter. When constructing bootstraps, each
block can fall into any block with some probability.
In general, this case differs from the first, in that the
blocks can overlap. The example from the previous
paragraph can be transformed as follows:
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(Xla X27 X3)9 (X3a X4n X5)9 (Xsy X67 X7)7 (X75 Xga Xg)a
(X‘)’ XIO’ Xll)’ (XIO’ Xll’ XIZ)‘

Note that the beginning of each block (except for
the first one) overlaps with the end of the previous
block. The number of overlapping elements is, of
course, adjustable. In general, further construction
of the bootstrap follows point 1, so stationarity of the
initial series, if any, does not guarantee stationarity
of the bootstraps.

3. Constructing a stationary bootstrap [14]. This differs
from the first two cases in that the researchers set
the idea of preserving the stationarity property for
the extracted bootstraps, provided that the original
time series X is stationary. The length of the blocks
is not fixed. Instead, a certain block termination
probability p is given. The first element of the block
X, is selected randomly. Then each subsequent
element either falls into the block with probability
1 — p, or the block is terminated and a new one
begins. The block lengths L, L,, ... are subject
to geometric distribution, so the probability of
obtaining a block of length /:

pL;=D=01-p"p.

The length L and initial position X; of a block are
set. We thus obtain the set of blocks
Bj(i,Lj) = {XI*,X;, s ij }. Here the asterisk denotes
that the values selected from the series do not have to
form a continuous interval, but that the elements are
selected following the initial element X; of the bootstrap:
X 1* = X;. Figure 1 schematically represents the process
of selecting elements of the time series into the bootstrap
when applying stationary bagging: JX; is the sequence of
values of the time series, X, is the bootstrap selected by

1
bagging). Each subsequent element must be later than

the previously selected element (X: 41 1s always later
than the moment corresponding to the element of the

row X :). That said, there may be gaps between them.

XiXgeow XiXinq Xisgeeo X Xy
{ { {
X; X3 X;

Fig. 1. Example of selecting time series elements X into
the bootstrap X" when applying the stationary

bagging (element X,-*+1 always comes later than the
previously selected X;)

The work [15] studies the selection of the optimal
block length and concludes that the length should be
proportional to the cube root of the length of the time
series.

The present work also considers the fourth method
which in many respects repeats stationary bagging. The
main difference is the prohibition to use blocks (values
in the next block could refer to an earlier time interval
than the previous one). Instead, a single block is actually
used, where each previous value refers to an earlier
measurement than the next. Interpolation is used when it
is necessary to align the length of the bootstrap with the
length of the row.

In [16] the author compares methods by the bias
of the expectation (which appears due to the fact that
independent quantities cannot be extracted from the
time process), while in [15] a simpler bias estimation for
the mathematical expectation £ and the dispersion V is
suggested:

.41
B(E(D)) = 35 o [Ej’
A 1 ®)
~ h

Here b is the block length in the bagging scheme.
A,, A, are constants, the calculation details of which
are given in [16]. Thus, when considering first-order
estimates, the different approaches to bagging remain
theoretically identical.

The MBB (overlapping blocks) method has
smaller second order moments compared to NBB (non-
overlapping blocks) and stationary bagging [15, 16]. The
estimates for each method are given in formulas (4)—(6):

N 4?2 g0 (b
- 504,54

“4)
. 47'c2g (0) (b
Vage V' (0)) = #b +0 (n—3j
R 212 g, (0
Vi (B(b) = —2120 ng;( L n%j
(5)
. 212g,(0
Vi (P (B)) = %2()1; + 5(%),
n
2
Von By = O a(ni]
(6)
2
Fon (0= T ELO I gy 5[ L,

where g, g,, G|, G, are functions, the type and properties
of which are described in [15, 16]. Here 7 is the number
of time series elements. The method based on overlapping
MBB blocks has lower second order moments than NBB.
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Table 1. Comparison of the groups of models involved in the calculation experiment

Group of models

Learning algorithm (principle of model
fitting to series values)

Additional model comparison indicators

Standard (ARIMA, ETS)

Principle of maximum plausibility

Akaike, Bayes (Schwartz) information

criteria
Neural networks (LSTM, GRU, RNN, Error back propagation algorithm (with Absent
fully-connected neural networks) [19] added batch normalization, dropout)/
gradient descent
Models based on bagging After dividing by the trend-seasonality Absent

the new residual

residual using STL processing the
residual and rebuilding the model with

The bias estimation for stationary bagging differs
significantly in the type of expression from the other two
cases, so the comparison is difficult. The variance for
stationary bagging is believed to be higher. At the same
time, it has certain advantages. In [14] the properties of
stationary bagging are studied. Here it is shown that the
bootstrap is a Markovian chain, the order of which depends
on how many matching blocks fall into the bootstrap.

Various statistical packages mainly implement the
MBB algorithm as theoretically superior to other basic
bagging strategies. Modifications of bagging for time
series are widely used for modeling and forecasting of
time processes [2-5, 17].

The algorithm for processing of time series values
to apply one of the bootstrap strategies is presented
in [17, 18]. Its block diagram is shown in Fig. 2.

In this way, the standard models ARIMA and
exponential time smoothing (ETS), neural network
models (long-short term memory (LSTM), gated
recurrent unit (GRU), recurrent neural network (RNN),
fully-connected multilayer perseptron) are presented
in the computational experiment. Their comparison is
presented in Table 1.

The purpose of the work is to compare the forecast
accuracy of models built using different bagging
approaches: with each other; and with other models
often used for time series modeling and forecasting.

CALCULATION EXPERIMENT

The computational experiment considers several
time series models: real personal income (HHI)%;
and real agricultural production (AGR)? according to
macroeconomic statistics of the Russian Federation; as

2 Unified archive of economic and sociological data.
Dynamic series of macroeconomic statistics of the Russian
Federation. Index of money incomes of the population. http:/
sophist.hse.ru/hse/1/tables/HHI M Lhtm (in Russ.). Accessed
September 01, 2023.

3 Unified archive of economic and sociological data. Dynamic
series of macroeconomic statistics of the Russian Federation.
Index of real agricultural production. http://sophist.hse.ru/hse/1/
tablessAGR_M_Lhtm (in Russ.). Accessed September 01, 2023.

To calculate the optimal value of A
for the Box—Cox transformation

v

Box-Cox
transformation

Is the time series

seasonal?

Yes No

STL decomposition
(seasonality, trend,
residual)

LOESS
transformation

* ¢ A

Residual bootstrap R, (MBB)

v

Row rearrangement
with a new residue R,

v

Reverse Box—Cox
transformation

v

New iteration of the
bootstrap?

Fig. 2. lllustration of an example of selecting time series
elements X into the bootstrap X when using stationary
bagging (element X,-*+1 always comes later
than the previously selected X).

A is the parameter for the Box—Cox transformation;
LOESS—Iocally estimated scatterplot smoothing;
STL (seasonal and trend decomposition using LOESS)—
method of time series decomposition into trend,
seasonality, and residuals
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Index of money income of the population
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Fig. 3. Time series of the index of money income of the
population (in %) according to macroeconomic statistics
of the Russian Federation for 1993-2019

well as Sberbank shares on the Moscow stock exchange®.
This article does not address economic issues. The data
is used for modeling and forecasting. All data except the
last year is used for training purposes. The test period
for which the forecast is made is the last year of the time
series. It should be emphasized that the beginning of the
global economic crisis in 2008 and the beginning of the
crisis relating to the shift in power in Ukraine in 2014 are
excluded from consideration. This is because the
behavior of indicators at this time undergoes significant

4 Sberbank (SBER) stock price. https:/www.moex.com/
ru/issue.aspx?board=TQBR&code=SBER (in Russ.). Accessed
September 01, 2023.

1.0

0.8 4

0.6 4

ACF

0.4 4

0.2+

0.0

0.0 0.5 1.0 1.5 2.0
Time

(a)

change (changes in the mathematical expectation,
variance of the series, heteroscedasticity appears). The
data of the previous and the next year are glued together
with respect to the crisis year. The graph for the series of
real monetary income of the population (the ratio of the
average per capita money income in the current month
to the same indicator for the corresponding month of
the last year) and its autocorrelation function (ACF) and
partial autocorrelation function (PACF) [1] are presented
in Figs. 3 and 4. The graphs for the series of real
agricultural production are presented in Figs. 5 and 6.
Mean absolute error (MAE) and root mean square
error (RMSE) estimates are measured as similarity
metrics [1]. The results of processing the index of money
income of the population are presented in Table 2 (the
best models according to various criteria are marked in
bold, accuracy is 0.01). In addition to models based on
bagging and standard ARIMA and ETS models [20],
models based on neural networks GRU, LSTM,
RNN [21-24] are also presented in the experiment.

Table 2. Monetary income index models according
to macroeconomic statistics of the Russian Federation
and their forecasts for the test period

Time series model MAE RMSE
NBB 4.67 5.53
MBB 4.78 5.57
Stationary bagging 4.10 4.91
LOESS method 3.49 4.57
ARIMA 5.86 7.01
ETS 6.57 8.47
RNN 3.88 4.45
LSTM model 591 6.63
GRU model 3.94 4.36
0.8 1
0.6
0.4
L
2 0.2 -
O 5 S SRR
D(-xe 0.0 T | 1 — ‘ | | | l I | ‘ |
-2.0 1 }
-0.4 1
-0.6 1
0.5 1.0 1.5 2.0
Time
(b)

Fig. 4. Diagrams of ACF (a) and PACF (b) functions for the time series of money incomes
of the population according to macroeconomic statistics of the Russian Federation
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Bagging-based time series models show better
results than the ARIMA and ETS standard series models.
Among them, the best forecast was given by the model
based on stationary bagging. At the same time, the
forecast quality of the model based on stationary bagging
is inferior to certain neural network models (RNN and
GRU) and LOESS method (STL series decomposition).

Experiment 2 considers the index of real agricultural
production in Russia for the period 2000-2020.
Figures 5 and 6 show the plots of series and functions
of ACF and PACF. All the models considered were
adjusted for the training period 2000-2020 (the crisis
years 2008 and 2014 were removed from it, the data
were glued together). The results of their forecasts for
the test period (2021) are compared in Table 3.

Real volume of agricultural production

800

600

400 4

200

WV

T T T
1995 2000 2005
Time
Fig. 5. Time series of real volume of agricultural
production (in %) according to macroeconomic statistics
of the Russian Federation

T
2010 2015

1.04
0.5
L
O
<<
0.0
_________ HRERE A .
=057 T T T T T
0.0 0.5 1.0 1.5 2.0
Time

(a)

Table 3. Models of the index of real volume of
agricultural production according to macroeconomic
statistics of the Russian Federation and their forecasts
for the test period

Time series model MAE RMSE
NBB 15.01 22.47
MBB 16.63 25.80
Stationary bagging 17.11 25.59
ARIMA 13.24 18.51
ETS 17.22 25,40
LSTM model 8.78 15.41
GRU model 10.11 16.34
RNN 10.51 16.17

In this experiment, the NBB approach (based on
non-intersecting blocks) showed the best result among
the bagging-based models. It showed approximately
equal characteristics in terms of forecast quality for the
test period with the ARIMA and ETS standard models.
At the same time, the neural network models LSTM,
GRU and RNN outperformed the standard and bagging-
based models in terms of forecasting (the former—
significantly, the latter two—insignificantly).

Let us separately consider a series of exchange rate
of exchange-traded shares: those of Sberbank of the
Russian Federation. This series has heteroscedasticity.
Since the stock rate is non-seasonal, only two approaches
are possible for each neural network system: to make
a forecast for the entire test period at once (integral); or
to make step-by-step forecasts, declaring each new step
as a part of the training sample to move to the next point
in time. The plots of the ACF and PACF functions are
shown in Fig. 7.

0.6

0.4

0.2+

Partial ACF

ot T

-2.0

~0.4

_06 T T T T
0.5 1.0 1.5 2.0
Time

(b)

Fig. 6. Diagrams of ACF (a) and PACF (b) functions for the time series of real volume
of agricultural production according to macroeconomic statistics of the Russian Federation
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Fig. 7. Diagrams of the ACF (a) and PACF (b) functions for the time series
of Sberbank of the Russian Federation stock price

Table 4. Stock price time series models for Sberbank of
the Russian Federation

Time series model MAE RMSE
NBB 23.78 25.53
MBB 24.60 26.39
Stationary bagging 20.94 22,61
ARIMA 11.23 42.11
ETS 4.95 20.68
RNN network 80.53 86.39
LSTM model 76.95 81.40
GRU model 24.66 85.05

The best results are shown by classical methods of
series modeling: ETS and ARIMA models. Stationary
bagging shows slightly worse results, although
significantly outperforming all neural network models.
It should be noted that the standard ARIMA and ETS
models describe the time series statistically better in
the absence of seasonality. The main idea of bagging
is to determine the properties of the noise component
of the series. Obviously, it makes sense to do this for
series with seasonal or cyclical patterns. Modeling
noise for non-seasonal series does not lead to better
forecasting (standard models gave better forecasts than
models based on bagging application).

CONCLUSIONS

The work presents an analysis of different
approaches to time series bagging and examples of their
application to non-seasonal and seasonal time series.
In computational experiments, the results of models

applying bagging are compared with the forecasts of
standard models (ARIMA and ETS), and models based
on neural networks (RNN, LSTM, GRU).

When processing a non-seasonal time series,
modeling of the noise component did not improve the
modeling of the whole series and its forecast. In this
experiment, the best results among all three groups of
models were obtained by ARIMA and ETS standard
models. It should be noted that neural network models,
often used in modeling processes of a different nature,
gave forecasts of worse quality compared to ARIMA
and ETS models (Table 4).

When modeling seasonal time series, the best
results were shown by neural network models, actively
used in time series modeling, and the LOESS method.
Bagging-based models outperformed the standard
ARIMA and ETS models. Bagging was better able
to model the residual of the series (which is obtained
by removing the trend and seasonal component of
the series). Thus, work on various bootstrap schemes
should be continued and their accuracy improved. In
addition, it may be possible to improve the accuracy of
modeling and forecasting by working separately on the
trend, seasonality, and residual. At the same time, it is
not possible to determine which bootstrap type will best
model the residual of a given series. Each type is best
suited for a different set of seasonal time series. In this
work, the different bootstrap approaches are implemented
in the simplest form. Based on the experimental results,
the work should be continued by editing the differing
bootstrap features and combining the various approaches
to model trend, noise and residual.
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