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Abstract

Objectives. As the scope of personal data transmitted online continues to grow, national legislatures are increasingly
regulating the storage and processing of digital information. This paper raises the problem of protecting personal
data and other confidential information such as bank secrecy or medical confidentiality of individuals. One approach
to the protection of confidential data is to depersonalize it, i.e., to transform it so that it becomes impossible to
identify the specific subject to whom the data belongs. The aim of the work is to develop a method for the rapid and
safe automation of the depersonalization process using machine learning technologies.

Methods. The authors propose the use of artificial intelligence models to implement a system for the automatic
depersonalization of personal data without the use of human labor to preclude the possibility of recognizing
confidential information even in unstructured data with sufficient accuracy. Rule-based algorithms for improving the
precision of the depersonalization system are described.

Results. In order to solve this problem, a model of named entity recognition is trained on confidential data provided
by the authors. In conjunction with rule-based algorithms, an F, score greater than 0.9 is achieved. For solving specific
depersonalization problems, a choice between several implemented anonymization algorithm variants can be made.
Conclusions. The developed system solves the problem of automatic anonymization of confidential data. This opens
an opportunity to ensure the secure processing and transmission of confidential information in many areas, such as
banking, government administration, and advertising campaigns. The automation of the depersonalization process
makes it possible to transfer confidential information in cases where it is necessary, but not currently possible due to
legal restrictions. The distinctive feature of the developed solution is that both structured data and unstructured data
are depersonalized, including the preservation of context.

Keywords: automated system, anonymization, information protection, cybersecurity, sensitive information,
machine learning, neural networks, depersonalization, personal data, named entity recognition
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Pe3iome

Llenu. B To Bpems kak 06beM NepCOHasbHbIX AaHHbIX, NepeaaBaeMbiX Mo CeTU, NPOAOIKAET pacTh, 3aKkOHOAATE b-
Hble opraHbl Bce 60nee XeCTKO PerynmpytoT NPoLECcChl XpaHeHus 1 06paboTkn uyudppoBon nHpopmaumn. B padoTe
paccmaTpuBaeTcs npobnema 3almTbl NePCOHANbHBIX AaHHbIX U APYroin KoHGuaeHuuanbHom nHdopmauum (KN),
Hanpumep, 6aHKOBCKOW 11 BpadebHOoM TarHbl, Guandeckux nuu. OgHUM n3 cnocoboB 3almTbl KOHGUAEHUMATb-
HbIX JaHHbIX ABNSETCA UX 06e3nmnymBaHne — npeobpasoBaHue, B pe3ybTaTe KOTOPOro CTaHOBUTCS HEBO3MOXHO
YCTaHOBUTb NPUHAONEXHOCTb 3TUX JAHHbIX KOHKPETHOMY CyObekTy. Llenb paboTbl — MOCTPOEHME aBTOMATUYECKOMN
CUCTEMbI, MO3BOJISAIOLLEN OLICTPO 1 6e30MacHO 06e311MYMBaTb JaHHbIE C MOMOLLbIO TEXHOMOM NI MaLUMHHOIO 00yye-
HUS.

MeTopabl. Npeanaraetcsa NCNoib30BaTb MOAENN NCKYCCTBEHHOIO MHTENJIEKTa A1 peanmaauym CUCTeMbl aBToOMa-
Tnyeckoro obesnnymneanua KM, 1.x. 3To gaeT BOBMOXHOCTb pacrno3HaBaTb KU gaxe B HECTPYKTYPUPOBAHHbIX JaH-
HbIX C I0CTATO4YHO BbICOKOWM TOYHOCTbIO €3 NPUBIEYEHUS YeNoBe4YecKoro Tpyaa. Jas noBbilLeHNs TOYHOCTUN BCel
cucTeMbl 06e3NMYMBaHVA NpeaiaraeTcs MCNoib30BaTh a/iTOPUTMbl HA OCHOBE MpPaBul.

Pe3ynbTaTtbl. Ha KOHPUOEHUMANbHBLIX AAHHBIX, Pa3MEYeHHbIX aBTOpPaMu ANS pPelleHns OaHHOM 3afa4qm, obydyeHa
MO[esb PaCcNo3HABaHWSA UMEHOBAHHbIX CYLLLHOCTEN, KOTOpPasi B CBSI3KE C airOpMTMaMm Ha OCHOBE NpaBul B pe3yJib-
TaTe MMeeT 3HaYeHve F;-mepbl 6osiblue, 4em 0.9. Peanm3oBaHo HECKOJILKO BapuaLii anroputMoB 06e3IM4nBaHNns,
4YTO NO3BOJIIET BbIOMPATL MEXAy HAMU OJ1 KaXA0M KOHKPETHOM 3aaa4u.

BbiBoabl. PaspaboTaHHas cuctema peluaeT 3agady aBToMaTmyeckoro obesnmymeannsa KU. 910 oTkpbiBaeT BO3-
MO>XHOCTb AN1st 6e3omnacHoi 06paboTku 1 nepenaym KN Bo MHOrmx obnacTtsx, HanpumMmep, B 6aHKOBCKOM OesaTeb-
HOCTM, rOCYAapPCTBEHHOM YNpaB/eHNN, PeKnaMHbIX KaMnaHuaX. Takke aBToMaTnsauus npoLecca obe3nmymBaHms
[enaeTt BO3MOXHOM nepepady KM B Tex cnydasx, korga 9To Heo6XxoaumMo, HO HEBO3MOXHO B CUJTy MPaBOBbIX Orpa-
HU4yeHnin. OTNnYMTENbHAs 0COBEHHOCTL Pa3paboTaHHOIo PeLLeHNs 3akio4aeTcsa B TOM, HTO 00e31M4MBatoTCS Kak
CTPYKTYPUPOBAHHbIE AaHHbIE, TaK U HECTPYKTYPUPOBaHHbIE, B T.4. C COXPaHEHNEM KOHTEKCTA.
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Mpo3payHocTb GUHAHCOBOW AEeATEeJNIbHOCTU: ABTOPbI HE UMEIOT (PUHAHCOBOM 3aUHTEPECOBAHHOCTM B NPeACTaB/IEH-

HbIX MaTepuanax nim Mmetogax.

ABTOpbI 329BNSIOT 06 OTCYTCTBUM KOHMIMKTA MHTEPECOB.

INTRODUCTION

In today’s digitally intermediated world, the scope
of stored and processed data is constantly growing,
requiring increased reliability in terms of data protection.
The issue of protecting personal data transmitted via
computer networks and stored in information systems
becomes particularly relevant. The list and procedure
for processing personal data is outlined in Federal
Law No. 152 “On Personal Data.” Here, personal data
is defined as any information pertaining to a directly or
indirectly identified or identifiable individual'.

Modern computer systems allow organizations to
collect and process large amounts of data necessary
for their effective functioning and development. The
access to various kinds of data facilitated by the rapid
development of information technology in turn increases
the risk of information leakage [1]. The high risk of
illegal access to confidential information (CI) makes the
task of ensuring its protection particularly relevant.

One of the measures aimed at minimizing the risks of
harm to an individual in the event of leakage of personal
data from automated systems (AS) is depersonalization
as required by law. The depersonalization of personal
data comprises an action that makes it impossible
to determine, without additional information, the
specific subject to whom the personal data belongs. By
means of such anonymization, legal data-processing
requirements can be reduced, leading to lower costs
for organizations when developing such systems. Thus,
the depersonalization of personal data not only protects
people from cyber threats, but also has a positive
economic effect. This problem was considered in some
works [2-5], but peculiarities of data processing in
Russian, whose morphology has additional complexities,
were not taken into account. Moreover, in these works,
the detailing of recognizable CI entities was not
adequately carried out, which reduces the quality of
impersonal data.

! Federal Law No. 152-FZ dated July 27, 2006 “On Personal
Data” (in Russ.). https://docs.cntd.ru/document/901990046.
Accessed February 09, 2023.

1. TERMS OF REFERENCE

When carrying out data depersonalization, it is
necessary to understand what data elements should
be hidden. Therefore, we can say that the preliminary
stage of depersonalization of CI (in particular personal
data) is its separation from all other information. For
this purpose, manual extraction of a certain type of
information is not only more costly, but also subject to
the risk of human error.

Based on above, there is a task of automatic
recognition and subsequent CI depersonalization in
the data processed and transmitted in the AS. Data can
be transmitted in the form of exchanged files, various
information flows, etc. In this regard, it is necessary to
provide the ability to extract information from files of
different extensions and byte representation.

2. CI RECOGNITION

There are several basic automated ways to recognize
information, such as vocabulary search, regular
expressions, and machine learning algorithms. While the
recognition of any kind of information in structured data is
quite often solved using rule-based systems, things are not
so straightforward with unstructured data. Moreover, there
is a large variety of data that directly or indirectly identify a
person, such as name, first name and patronymic, passport
series and number, phone number. For each type of data,
large vocabularies will have to be compiled and constantly
updated, along with the encoding of complex rules.

These problems can be solved by using machine
learning algorithms to recognize personal data in
structured and unstructured information. In particular,
the task of personal data recognition is reduced to the
task of Named Entity Recognition (NER) [6]. There are
several basic ways to solve this problem:

e using statistical methods, for example, according to
the number of certain characters;

e using rules based on vocabularies and regular
expressions;

e using neural networks.
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Statistical methods currently used to perform this
task lack sufficient recognition quality, especially when
dealing with unstructured data. Rule-based systems,
although relatively fast, require more frequent updates
and are prone to errors in more complex data, such
as organization names, surnames, and first names.
In addition, statistical and rule-based approaches do
not take context into account. Neural networks can
address these shortcomings. For the tasks of natural
language processing and, in particular, NER, the most
advanced are neural networks with transformer-type
architecture [7]. Transformers transform natural
language into a numerical vector representation called
embedding, which in turn can be processed by machine.
Such embeddings, unlike classical vectors, take into
account the semantic proximity of token words.

When working with structured data, it is not always
necessary to use neural networks to recognize some
types of CI—simple rules and statistical methods suffice.
Preliminary analysis and separation of data into structured
and unstructured allows choosing a suitable recognition
algorithm. For recognition of numerical data, regular
expressions with check digits are more suitable, especially
in structured data. It is also worth noting that some numeric
personal data are well recognized by neural networks
working with a sufficiently large set of unstructured data.
In any case, in order to use machine learning algorithms, it
is necessary to prepare a training sampling.

2.1. Data markup

Training sampling consists of data presented in a
certain way and labeled with various attributes of CIL.
The text is divided into tokens, represented by words,
which are assigned a tag (label) denoting belonging to a
certain type of information.

Tags can be placed according to one of the following
schemes:

e BIO/IOB, where B (Begin) is the beginning of the
entity; I (Inside) is the continuation of the entity;
O (Outside) is not related to the entity;

e BILUO/BILOU [8], where L (Last) is the end of an
entity; U (Unit) is a single token entity; B, I, and O
are decoded as in the BIO/IOB scheme.

Since the BIO scheme is more commonly-used, it is
used in the present work.

Tagging of tokens may differ depending on the
problem to be solved. In the Nested Named Entity
Recognition (Nested NER) task [9, 10], two tags are
assigned to each token: a summary tag and a nested
tag. An example of markup is shown in Table 1. Tags
manually applied by a qualified expert typically contain
an abbreviated meaningful description of the information
contained in the token being tagged. For example, the
tag B-SNM is an abbreviation of Surname.

Table 1. Token tagging to recognize nested named entities

Token Consolidated Tag Nested Tag
Sidorov B-PERSON B-SNM
Ivan [-PERSON B-FNM
Petrovich I-PERSON B-PNM
has concluded o O
the contract o O
with (0] (0]
000 B-ORG B-OPF
Romashka I-ORG B-ORG_NAME

When recognizing discontinuous named entities
(Discontinuous NER) [11], tagging can be represented
as a table where the number of columns depends on the
maximum number of discontinuities for the discontinuous
entity. Thus, the first word in a discontinuous entity
is tagged with prefix B, while all subsequent tags are
shifted by one column to the right at each discontinuity
and prefixed with I (in the case of the BIO scheme).

Since the present work is aimed at solving the
classical problem of named entities recognition, so the
training sample is divided into words. Each word is
matched with a label indicating that it belongs to one or
another type of CI. The data set used contains various
regulatory documents, memos and other documents
involved in the production activities of the organization,
which will later be depersonalized.

By tagging the data and training an artificial
intelligence (AI) model, it is possible to recognize CI
automatically, which in turn opens up the possibility for
subsequent automatic depersonalization.

3. DEPERSONALIZATION

Once detected in the CI text, it can be depersonalized
in a reversible or irreversible way. In most cases,
depersonalization means irreversible implementation; if
necessary, it is possible to save the substitution table in
a protected loop to obtain reversible depersonalization.

The following depersonalization algorithms are
possible in any implementation:

e setting to zero—deleting all or a significant part of
the original value;

e replacement by constant—replacement of the
original value by a non-zero constant;

e replacement with a value from the reference
book—replacement of the original value with a
random different value from the reference book,
corresponding to the data type to be replaced;

e replacement by a character set—converting each
character of the original value into a random
character that matches the data type;

o shuffling—shuffling of individual values or groups
of values of attributes of personal data in the array
of personal data;
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Fig. 1. Cl depersonalization process

blurring the sum and the date—replacing the original
value by a random value close to the impersonal value;
transformation based on a given expression—
transformation of the initial value by an expression
containing both constants and variables;
masking—replacing part of the original value with a
special character or a set of characters (mask);
replacement by a random value—replacement of the
original value with a randomly generated value;
generation of pseudo-meaningful meanings—
creation of text on the basis of language model or
given expressions, allowing the correct text from
the point of view of the basic linguistic norms and
data parameters to be received. In addition to this
method, we can refer generation of photos, taking
into account gender and age of the person.

When choosing an approach to depersonalization
of personal data, it is worth considering the guidance
published by Roskomnadzor?, according to which the
main methods of depersonalization include: the method
of introducing identifiers (replacing part of the data by
identifiers and creating a table of matching identifiers with
the original data); the method of changing the composition
or semantics of personal data by replacing them with
the results of statistical processing, transformation,
summarization, or deleting parts of data; decomposition
method (dividing the set of personal data).

2 Order of Roskomnadzor dated September 05, 2013 No. 996
“On approval of requirements and methods for depersonalization
of personal data” (in Russ.). https:/rkn.gov.ru/docs/6
Trebovanija i metody po obezlichivaniju personal6nykh
dannykh.docx. Accessed February 09, 2023.

Taking into account the recommendations of
Roskomnadzor, the most suitable algorithms are pseudo-
value generation and constant replacement. To implement
reversible depersonalization, it is necessary to create a
table of matching source data; here, it should be noted
that the table itself should be stored separately from the
depersonalized data, with only persons authorized to
work with personal data in open form having access to it.

Depending on the problem to be solved, various
algorithms may be used. For example, if it is necessary
to unambiguously determine that an anonymization was
performed and to understand what type of information
was removed, a constant replacement algorithm is the
best choice. If it is necessary to preserve the length of the
value to be replaced at the same time as determining that
an anonymization was performed, the partial masking
algorithm will handle this task well. In the case where
the depersonalized data needs to be used in almost the
same way as the original data, for example, for training
Al models, the best choice would be an algorithm for
generating pseudo-meaningful values.

4. AUTOMATIC DEPERSONALIZATION SYSTEM

In order to work with CI as safely as possible,
it is necessary to develop a system of automatic
depersonalization. ~ The  process of  automatic
depersonalization by means of the system implemented by
the authors of the present work consists of the following
tasks (Fig. 1).

1.1 Request to the system for depersonalization
according to API from a third-party AS.
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1.2 Request to the system for depersonalization
through the interface from the user.
2 Data type definition and preprocessing.
3.1 CI recognition in structured data.
3.2 Cl recognition in unstructured data.
4 Depersonalization of the recognized CI by the
most suitable algorithm.
5 Return of a depersonalized document or data stream.
The need to separate the recognition of personal
data in structured and unstructured information in the
system arises due to the fact that different machine
learning algorithms are used, in particular those using
considering and not-considering syntactic features.

4.1. Data preparation

In total, about one million tokens, represented by
individual words, were manually tagged by the authors for
model training. For the markup we used service documents
containing personal data, banking secrets and other CI. A
BIO scheme was chosen as the markup scheme, where the
first token within a confidential entity is prefixed with B,
and all subsequent tokens are prefixed with I. This approach
allows most pre-trained architectures to be compared and
used, which simplifies the process of creating an Al model,
at least in terms of reducing the time to train it.

Resulting set of marked data is divided into 3 parts,
where 80% of the data is used to train the model, 10%
is used to validate it, and 10% is used to calculate the
metrics of the trained model. This is the ratio used, not
60/20/20, because some types of CI in the data set are
not sufficient, and it would be irrational to further reduce
their number in the training set.

When splitting text into tokens, it is necessary to
save the indices of the splitting boundaries in order to
anonymize it strictly within the specified boundaries
following CI recognition.

4.2. Model training

Most advanced results in the tasks of named entities
recognition are shown by neural networks based on

transformer architecture. Transformers pre-trained on
a large corpus of data are well reused in the tasks of
natural language processing [12]. For this purpose, it is
sufficient to fine-tune the model on its own data, thereby
adjusting weights in order to better take into account the
semantics of the input data.

The pre-trained rubert-base-cased model [13] is used
as the basis, the use of other suitable architectures does
not significantly affect the performance ofthe model. This
is primarily due to the similarity of various transformers
used to solve the NER problem, such as BERT [13],
RoBERTa [14], and spaCy [15]. The pre-trained model
comprises a Tokenizer and Encoder to which a NER
classifier is added. In order to improve accuracy and
reduce false positives, rule-based recognition algorithms
are used, in particular, regular expressions and check
digit checking [16]. The results of data processing by
neural networks and rules are then summarized into a
general assumption that the text belongs to one of the
types of CI. A schematic representation of the data
depersonalization process by the proposed system is
shown in Fig. 2.

Due to the lack of context when processing structured
data, preference is given to the rule-based recognition
module.

A rule-based CI recognition model without neural
networks and a PyTorch model based on a recurrent
neural network (RNN) [17] are also implemented in the
depersonalization system for the purposes of comparison.

Since most existing depersonalization systems are
rule-based and have similar implementations, the rule-
based model for CI recognition without neural networks
serves to provide a baseline metric against which other
solutions can be compared. Comparing an implemented
depersonalization system with other implementations
will knowingly present the proposed solution in a better
light, since third-party implementations were designed
for a different, most often structured, data set [18-20].
For example, some third-party systems work only
with personal data and do not support bank secrecy
depersonalization.
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Since all personal data must be recognized and
anonymized in the context of this task, the recall metric is
important; however, precision is also important to ensure
that the number of false positives does not undermine
trust in the system. For this reason, the F';-measure is
used, which takes both of these metrics into account, and
is calculated by the formula

P 2 x precision x recall
! precision + recall

The metrics are calculated using the test part of the
marked dataset described in Section 4.1. To begin with, a
confusion matrix is constructed, in which the horizontal
axis contains the true tags from the markup and the
vertical axis contains the tags predicted by the Al model.
Then the number of true CI attributes (TP, true positive),
the number of true unrecognized attributes (TN, true
negative), the number of false attributes recognized
(FP, false positive) and the number of false unrecognized
attributes (FN, false negative) are counted from the error

matrix. After that, recall and precision are calculated
using the formulas

TP
recall = ——
TP +FN
and
.. TP
precision = ——
TP + FP

and then their average harmonic F-measure is
determined [21].

Table 2 shows the main attributes of CI and
calculated weighted average F|-measure by different
models: rule-based model, recurrent neural network
and BERT model. It is worth noting that the rule-based
implementation works only on the basis of rules,
while the other implementations use neural networks
together with regular expressions and other rule-based
algorithms.

Table 2. Main attributes of Cl and calculated weighted average F,-measure

CI attribute F, (rule-based) F, (RNN) F, (BERT)
Surname 0.804 0.911 0.931
Name 0.819 0.876 0.929
Patronymic 0.874 0.883 0.943
Passport serial number 0.883 0.907 0.906
Authority that issued the passport 0.701 0.794 0.899
Phone number 0.959 0.969 0.967
E-mail 0.955 0.959 0.964
IP-address 0.929 0.932 0.930
Geolocation 0.904 0.919 0.922
Address 0.809 0.810 0912
Date of birth 0.813 0.837 0915
TIN 0.918 0.915 0.919
ITAN 0.931 0.935 0.934
OMI policy number 0.921 0.914 0.921
Bank account number 0.937 0.929 0.936
Bank card number 0.967 0.959 0.965
Military ID number 0.892 0.880 0.889
ofthe Indvidus Enpeprencur 0910 0909 0919
Job position 0.812 0.820 0.873
Organization name 0.817 0.899 0.951
Average weighted F,-measure 0.878 0.898 0.926
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The RoBERTa and spaCy models were additionally
compared. These showed metrics similar to the BERT
model with a scatter of F';-measure values less than
0.01. In this regard, the BERT model was chosen
because it is smaller than the RoOBERTa model at the
same time as having more flexible settings than the
spaCy model; this becomes an important factor when
implementing an industrial version of the model in a
system.

As shown in Table 2, the rule-based solution is
significantly inferior to machine learning models in
terms of the values of the F-measure. The effect is
especially noticeable in string data types, where context
plays a significant role. Due to the heterogeneous set
of documents, the recurrent neural network RNN also
performs worse than BERT. Based on the values of the
F|-measure metric presented in Table 2, and the fact that
transformer models have wide potential for development
and reuse, the BERT model outperforms the other
solutions by an average of 4%, for which reason it was
selected in the final solution.

The main advantage of the depersonalization system
using the BERT model over other solutions is the use
of the self-attention mechanism, which allows better
detection of CI through the analysis of context and
importance of words in the text. The attention mechanism
used in the model can be expressed by the formula

. K’
attention = softmax [ Q ]V,

A

where Q is the query vector; K is the key vector; V is the
value vector; d, is the dimensionality of vectors.

Vectors Q, K, and V are obtained by multiplying
the token embedding by the corresponding matrices
obtained by pre-training the rubert-base-cased model
taken as the basis. Since in reality calculations performed
over vector representations of several tokens Q, K, and
V are matrices; therefore, before calculating the product
of Q and K, the matrix K must be transposed [7]. In a
practical implementation, the key vector and values are
the same vector and serve to represent a token, while
the query vector shows the significance of a given token
with respect to other.

The Softmax function is expressed by the formula

efi

—_—~ - b
]Y e’
J=1

G(Z)i =

where i and j are indices of a vector element in the range
from 1 to N serves for normalization, i.e., it converts
a vector z of dimension N to a vector ¢ of the same
dimension, where all coordinates of the normalized

vector o; are expressed by a number in the range from 0
to 1, and their sum is equal to one.

CI recognition in unstructured data, represented
by images and audio recordings, is reduced to the
processing of unstructured texts. For this purpose,
the Optical Character Recognition (OCR) [22] and
Automatic Speech Recognition (ASR) tasks [23] are
solved in advance. [23].

4.3. Depersonalization

Having recognized a CI, the system depersonalizes
it using one of the selected algorithms. The choice of
algorithm is possible both at the level of the whole
document or data set, as well as that of the separate type
of CI. The system presented by the authors implements
depersonalization algorithms based on the following
methods:

e replacement with a constant (placeholder) of the
form {Attribute CI};

e masking to the * symbol;

e pseudo-meaningful value generation, including
replacement with a value from a reference,
conversion based on a given expression, and date
blurring.

For example, having recognized by the Al model in
the sentence “Alexander Sidorov (TIN 503199560259)
received a transfer to the card 4561 2612 1234 5467~
the CI represented by the surname, name, taxpayer
identification number (TIN) and the bank card number,
the system user can choose one of the depersonalization
algorithms described above. When replaced with a
placeholder, the sentence in question will take the
following form: “{Name} {Surname} (TIN {TIN})
received a transfer to card {Bank Card Number},”
where the CI is replaced with constants indicating what
type of information was previously in the sentence.
With partial masking, the CI is replaced by a mask, and
the sentence in question will take the following form:
€6sfe sfe sk sfeoske skeseosk sk S****** (TIN 50**********) receiVed
transfer 4561 26** **** 5467 where the parts of
words that are not dangerous for the identification of
the data subject, but which allow the indirect attributes,
for example, the bank that issued the card, to be
preserved. When substituted with pseudo meanings,
the sentence in question will take the following form:
“Vladislav Lazarev (TIN 503195234624) received
a transfer to card 4561 2698 5513 5467.” The latter
algorithm, unlike the previous two, works more slowly,
as it generates pseudo meaningful data, but generates a
fully meaningful text that can be used, for example, in
machine learning tasks.

The selection of the depersonalization algorithm
used depends on the task to be solved and is left to the
user or the AS.
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CONCLUSIONS

A total of about one million tokens are marked for
training the Al model, so that a large number of data
representation methods containing CI are covered.
When the number of types of depersonalized documents
is small, it is sufficient to partition a small set of data
that includes all the necessary types of CI for model
pre-training. Since, due to the use of transformer models,
model retraining is not required in most cases, the
developed system can be reused in different organizations
“as 1s” or with adjustments on a small volume of data.
The use of neural networks permits the removal of huge
directories of surnames and names, as well as other data
entities used to identify a person. Regular expressions,
in turn, take into account structural features, such as
existing series, codes and bank identification numbers,
which makes it possible to detect even those data on
which the model has not previously been trained.

Thedistinguishingadvantage ofthe depersonalization
system presented by the authors from the existing ones
is the support of both structured and unstructured data.
Moreover, in most known systems, depersonalization
is performed in a destructive way, after which the data
become unusable for many tasks, for example, for
machine learning.

Average weighted F'|-measure of the implemented
CI recognition model exceeded 0.9, indicating the
high quality of the depersonalization system, which
effectively eliminates the need for human labor for CI
detection.

Implemented algorithms of depersonalization
based on the method of constant replacement, masking
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