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Abstract

Objectives. In order to model and analyze the information conductivity of complex networks having an irregular
structure, itis possible to use percolation theory methods known in solid-state physics to quantify how close the given
network is to a percolation transition, and thus to form a prediction model. Thus, the object of the study comprises
international information networks structured on the basis of dictionaries of model predictive terms thematically
related to cutting-edge information technologies.

Methods. An algorithmic approach is applied to establish the sequence of combining the necessary operations
for automated processing of textual information by the internal algorithms of specialized databases, software
environments and shells providing for their integration during data transmission. This approach comprises the stages
of constructing a terminological model of the subject area in the Scopus bibliographic database, then processing
texts in natural language with the output of a visual map of the scientific landscape of the subject area in the VOSviewer
program, and then collecting the extended data of parameters characterizing the dynamics of the formation of links
of the scientific terminological network in the Pajek software environment.

Results. Visual cluster analysis of the range of 645-3364 terms in the 2004-2021 dynamics of the memory and data
storage technologies category, which are integrated into a total of 23 clusters, revealed active cluster formation in
the field of the term quantum memory. On this basis, allowing qualitative conclusions are drawn concerning the local
dynamics of the scientific landscape. The exploratory data analysis carried out in the STATISTICA software package
indicates the correlation of the behavior of the introduced MADSTA keyword integrator with basic terms including
periods of extremes, confirming the correctness of the choice of the methodology for detailing the study by year.
Conclusions. A basis is established for the formation of a set of basic parameters required for an extensive
computational modeling of a cluster formation in the semantic field of the scientific texts, especially in relation to
simulations of the formation of the largest component of the network and percolation transitions.

Keywords: information network, algorithm, database, term, cluster, visualization, mapping, dynamics, network
analysis
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Pesiome

Lenu. Jna MmoaenvMpoBaHus 1 aHanmaa MHGopMaLMoHHOM NPOBOAMMOCTU CITOXHbIX CETEN C HeperynspHoOn CTpyK-
TYpPOV BO3MOXHO NPUMEHEHNE N3BECTHLIX B GU3MKE TBEPAOro Tena METOLOB TEOPUN NEPKONALMM, MO3BOSIAIOLLMX
KONMMYECTBEHHO OLEHUTb, HACKOJIbKO JaHHas CeTb 6113Ka K NEPKOASALNOHHOMY NEPEXOAY, U TEM CaMbiM CHOPMUPO-
BaTb MOJENb NPOrHo3npoBaHusa. OGbEKTOM UCCNef0BaHUS BbICTYNAT MEXAYHapOaHblE MHPOPMALIMOHHbLIE CETU,
CTPYKTYPUPOBAHHbBIE HA OCHOBE C/IOBApElN MOAENbHbIX MPOrHOCTUYECKUX TEPMUHOB, TEMATUYECKM OTHOCSLLMXCS
K NepCneKkTMBHbIM NHPOPMALIMOHHBIM TEXHONOMNSAM.

MeTopabl. NpYMeHeH anropuTMUYECKMA NOOXOM, COrflacHO KOTOPOMY 3aaeTCsl MOC/eA0BaTeIbHOCTb KOMOUHM-
pPOBaHUSA HEOOXOAMMBIX ornepauuii N0 aBTOMaTU3NPOBAHHON 06paboTke TEKCTOBOM MHMOPMALMN BHYTPEHHUMMN
anropUTMamMu cneuvanm3npoBaHHbix 6a3 AaHHbix (B), nporpaMMHbIX cpea 1 000/104ekK, NPeayCMaTPUBAOLLINX UX
VIHTerpaumio Npun nepepaye AaHHbixX. JaHHbI NOAX0A, B HACTHOCTU, BKJIIOHYAET 3Tarbl MOCTPOEHUS TEPMUHOIOIMYE-
CcKoW Mozenun npegMeTHon obnactu B Gubnmorpadudeckon B Scopus, 3aTem 06paboTKy TEKCTOB Ha ECTECTBEH-
HOM $13blke C BbIBOZLOM BU3YaslbHOWM KapTbl HAYYHOro NaHawadTa npeameTHor obnactn B nporpamme VOSviewer n
nanee — c60p pacLUMPEHHbIX AaHHbIX MApPaMeTPOB, XapakTepuUsyloLmx AMHaMnUKy GOopMMPOBaHMS CBA3EN HayYHOW
TEPMUHOJSIOMMYECKOM CETU B NPOrpaMMHON cpene Pajek.

PeaynbTaTtbl. Bu3yanbHbll KknacTepHblA aHanu3, cocTaBnsaowmin B anmHamuke 2004-2021 rr. guanasoH
645-3364 TepMOB KaTteropum «TeXHONOrMM NaMATN N XPAHEHUS AAHHbIX», NHTEFPUPOBAHHbBIX CYMMAapPHO B 23 kna-
CTepa, BbISIBUI aKTMBHOE KlacTepoobpasoBaHre B 061acT Tepma «quantum memory» (kBaHToBasi NaMsaTb), NO3BO-
naouee aoenatb Ka4eCTBEHHbIE BbIBOAbI O TOKaNbHOM ANHAMMKe Hay4HOro naHawadTa. [poBeaeHHbI B nporpaMm-
HoM nakeTe STATISTICA pa3BenoyHblii aHanM3 AaHHbIX CBUAETENbCTBYET O KOPPENAaLUMN NOBeAeHNS BBEAEHHOIO
MHTerparopa knto4yeBbix cnoB MADSTA ¢ 6a30BbIMY TEPMaMU, BKIIOYAS MEPMOAbI SKCTPEMYMOB, YTO NOATBEPXAAET
NPaBUIbHOCTb BbIGOPA METOANKM AeTanm3aumnm UCCNeaoBaHms no rogam.
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BbiBOAbI. 3a510)kEHA OCHOBA A1 GOPMUPOBaHUS KOMriekca 6a30Bbix NapamMeTpoB, HEOOXOAMMBbIX NPY OBLLMPHOM
BbI4MCIUTENBHOM MOOENMPOBAHUN K1lacTepo0Opa3oBaHNst B CEMaHTUYECKOM MOJIE Hay4YHbIX TEKCTOB, OCOOEHHO
B OTHOLLEHUW CUMYTIILMIA GOPMUPOBAHMS HAMBOSbLLERO KOMMOHEHTA CETU N NEPKONSILIMOHHBLIX MEePEexX0i0B.

KnioueBble cnoBa: MHGOpPMaLMOHHAsA CEeTb, aNropuTM, 6a3a AaHHbIX, TEPMUH, KNlacTep, BU3yanusauns, KapTupo-

BaHVE, AMHaMMKa, CETEBOW aHaNM3

e Moctynuna: 11.08.2022 e flopa6oTraHa: 01.11.2022 ¢ MpuHaTa k ony6nukosaHuio: 02.03.2023
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TSX, CTPYKTYPUPOBAHHbLIX HA OCHOBE MPOrHOCTMYECKMX TEPMUHOB. Russ. Technol. J. 2023;11(3):17-29. https://doi.
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npospaquocn: d)MHaHCOBOﬁ neaTesibHOCTU: ABTOpr HEe NMeloT q)l/lHaHCOBOI7I 3anHTEepecoBaHHOCTW B npeacTaB/ieH-

HbIX MaTepunasiax nin Mmetogax.

ABTOpPbI 3aBASAIOT 06 OTCYTCTBUM KOHGMIMKTA MHTEPECOB.

INTRODUCTION

The study of information dissemination in social
networks with a random topology is an urgent task for
the optimization of the modern sociotechnical systems,
which is confirmed by the undiminished interest in the
problems of social network analysis (SNA) [1-3].

A distinct category of complex networks, along
with social and biological networks, is comprised
by information networks, also called “knowledge
networks.” An example is the citation networks between
scientific publications, whose structure quite accurately
reflects the structure of the information stored in its
vertices (articles), which defines the terminology
“information network.”

When applied to an analysis of the relationships
between classes of words in the thesaurus, an information
network can also be seen in conceptual terms,
representing the structure of language, or perhaps even
the mental constructs language represents [4].

To model and analyze the information processes
occurring in the networks with an irregular structure,
it is possible to apply percolation methods [5] known
in solid-state physics.

Percolation, which is derived from Latin (percolare),
means “leakage, seepage.” For a long time, this
simple probabilistic model was the ideal basic model
used in physics to demonstrate phase transitions and
critical phenomena. As a mathematical object, it was
first considered in the classic work of Broadbent and
Hammersley in 1957 [6], in which the term as well
as geometric and probabilistic concepts were introduced.

Methods for solving various theoretical and applied
problems over the last decades have brought new
insights into the mathematical study of percolation [7].
Although the penetration of a fluid inside a porous stone,
the spreading of an epidemic or the dissemination of the
information in a social network seemingly have nothing
in common, all three aspects converge in mathematics
to comprise an additive component [7-9].

Regardless of the physical nature and the model
of the system, percolation theory in its most general form
addresses questions concerning the probability that there
is an open path from 0 to infinity (or whether there is an
infinite cluster of connected pores or nodes). Thus, the
problem is reduced to finding an answer to the question
whether such paths exist for a given probability p. The
theory is mainly concerned with the existence of such
a cluster and its structure with respect to the filling
probability p.

To mathematically describe this criticality, it is
necessary to define a percolation model. As an example,
we selected the simplest model represented by an infinite
two-dimensional (or square) grid. The intersection points
of the lines are called nodes (graph vertices), while the
lines themselves are called links (graph edges). There are
two grid models: permeability of links and permeability
of nodes.

In the first model, each link is mathematically
occupied with probability p or free with probability
1 — p. The occupied links then connect the nodes into
clusters. This model can be used to simulate the process
of liquid penetration inside a porous stone and epidemic
propagation.

In the node percolation model, we occupy not
a link, but each node with probability p, leaving it free
with probability 1 — p. In general, link percolation
is considered less general than node percolation due
to the possibility of reformulating link percolation
as node percolation on another grid, but not vice versa.

Percolation theory mainly focuses on the appearance
of an infinite cluster with increasing probability p.
To characterize this phenomenon, one typically takes the
size of a giant cluster S, which is defined as:

5
S= lim N’ (D)
N—>o

where N is the system size (total number of nodes); S, is
the number of nodes in the largest cluster.
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Fig. 1. Science data scientific project implementation algorithm diagram [11]

As the probability p increases, there must exist
a critical pg, called the percolation threshold or critical
point, above which a non-zero value of S can be found.
This determines the percolation transition of the system
with respect to the control parameter p, while S is the
corresponding parameter of order.

To describe the features of finite clusters, the
distribution of clusters by size can also be used:

s @
Pg = s
s st

S

where mg is the number of clusters with size S.

Models have now been constructed for three-
dimensional and higher grid dimensions or for other
percolation conditions.

Extensive computational modeling of social
networks, both on classical 2D-regular grids and for
higher-dimensional networks, has yielded results
confirming the mapping of the phase of transient
behavior characterized by the largest component in the
proposed non-consensus opinion model with the well-
known physical problem of seepage in incompressible
fluids [9].

The use of computational modeling methods
of random networks with a large number of links has
led to analytical solutions, such as the construction
of stochastic models describing the dynamics of node
state changes and percolation transitions that predict the
dynamics of social network behavior [2].

By analogy with social networks, we believe that
a properly constructed research methodology will allow
us to quantify how close the information network is to
the threshold of percolation, and thus form a model for
its prediction.

In this regard, it makes sense to apply mapping
and network analysis techniques to study the patterns
that affect the percolation threshold in information
dissemination and clustering in networks structured
on the basis of dictionaries of model predictive terms
extracted from network resources and thesauruses,
as well as scientometric and bibliographic databases.

In the article [10], the priority importance
of information and communication technologies (ICT)
and the field of information sciences was substantiated
under the conditions of convergent tendencies of “joint”
interdisciplinary links in the development of complex
geoinformation systems. This position determined the
main choice of the subject area for the present study.

TOOLS AND METHODS

The basic toolkit of the stages of the scientific
project associated with the processing of large amounts
of information comprised of science data is shown
in Fig. 1. The main mechanism of knowledge generation
for the final design lies in a large central block,
including data visualization and modeling. Analysis
of the obtained knowledge at each step will require their
transformation and optimization, including narrowing
the range of observations of interest, calculation of a set
of summary statistics, average values, etc.

The algorithmic approach seeks to maximize the
objectivity of the search and the speed with which itallows
a user to delve into a given subject area of research.

The basic steps and tools for implementing the
empirical part of the algorithm are considered in [12].
A variant modified to solve current research problems
consists of the following iterations:

1) formation of a terminological model of the subject
domain based on a matrix defining the system maturity
level (SML) of self-organizing intelligent systems;

2) formation of algorithmic queries of the Scopus!
bibliographic database by a special formula and
output the data in .csv format for further processing
and analysis in software tools;

3) preprocessing, vectorization, clustering of the
obtained terminological database by internal
algorithms of VOSviewer? software environment;

4) primary visual analysis of intra- and inter-cluster
interactions by VOSviewer program’s basic
interfaces by years and terms;

! https://www.scopus.com/. Accessed March 01, 2022.
2 https://www.vosviewer.com/. Accessed March 22, 2022.
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5)a detailed study of the parameters of scientific
terminology network links by clusters in the
dynamics of development with the help of algorithms
of the Pajek?® software product;

6) data processing and visualizing the dynamic
relationships of term network parameters in the
STATISTICA* environment.

There are several ways to achieve this goal. The initial
stage of this work is the formation of a terminological
model of the subject domain, on the basis of which the
database for further research is formed.

The basis for the selection of a given pattern
of keywords is the method of calculating the SML matrix
of self-organizing intelligent systems (IS) [13], allowing
the maturity index of the IS to be quantified. The SML
indicator, which is applied at the system level, represents
a maturity index from 0 to 1.

In the framework of this study, level 4 of
a sociotechnical system maturity is of interest, which has
the maturity index range 0.60—0.80, and can be described
as follows: “the predicted technologies do not go beyond
research and some prototyping, and the requirements
of socioeconomic adaptation of the new technologies
can be developed by reaching a compromise between
communities” [13].

In order to determine the basic structures of the
subject domain by the expert method, four categories
of promising trends in the development of ICT
corresponding to the fourth level of the SML matrix
were identified:

1) human-computer interfaces;

2) computing engineering;

3) memory and data storage technologies;

4) electronics and communications.

The present study proposes an approach based on the
extraction of stable keyword patterns by analyzing the
corpora of the subject-oriented texts, including not only
stationary databases of scientometric and bibliometric
information, butalso using dynamic network thesauruses,
one of which is represented by the network encyclopedia
Wikipedia® [14].

At the same time, the desired level of reliability
of the obtained information can be increased by forming
acombined algorithm of'the term extraction. This algorithm
allows a multilevel selection based on an extended expert
environment using the internal services of Wikipedia
at the first stage, while, at the second stage, scientifically
reliable algorithmic ways of providing information from
highly authoritative qualitative research databases, such
as Scopus and Web of Science?, are used [15].

3 http://mrvar.fdv.uni-lj.si/pajek/. Accessed April 03, 2022.

4 https://www.statistica.com/en/. Accessed June 15, 2022.

3 https://www.wikipedia.org/. Accessed March 15, 2022.

¢ http://www.webofknowledge.com/. Accessed March 04,
2022.

The extended terminological basis is obtained
by processing the initial sets of basic keywords
obtained by expert method in the bibliographic database
Scopus using a special formula. The extracted useful
database for the study falls within the dynamic range
of 645-3364 terms, including related publications
in which their joint inclusion occurs.

In[16], the main computational methods leading to an
automatic mode of knowledge discovery in publications
are classified in detail, including distributive semantic
modeling. In addition to term-level modeling analysis,
analysis at the level of the dissemination topic—
so-called thematic modeling allows a deeper understanding
of the information dissemination process. In the aspect
of information retrieval and filtering, two generative
models are widely used: probabilistic latent semantic
analysis (PLSA) and, more commonly, latent Dirichlet
allocation, which, in turn, is a generalization of PLSA.

Recently, a fundamentally different and more universal
approach to thematic models based on network modeling
has been proposed: the stochastic block model [17].

However, the use of these methods for analyzing
scientific literature is rare [16—18].

Based on the study of programs for visualization and
mapping of science and technology as the primary tool
for thematic cluster analysis and visualization of the data
obtained, the software package VOSviewer was selected.
This tool is freely available and well integrated with
bibliographic databases, including Scopus [19, 20].

VOSviewer’s  internal  algorithms  provide
vectorization, normalization, term-document matrix
construction, bibliometric mapping and initial clustering
of text data, dynamically changing in the context of the
assigned research tasks.

The maps generated by VOSviewer include various
items that can include publications, researchers,
or terms. VOSviewer maps the strength of a reference
reflecting the number of publications in which two terms
occur together (in the case of a matching occurrence
reference).

For each pair of items i and j, VOSviewer requires
as input the similarity 8, (sl.j > 0). To determine the
similarity between items, the frequency of matching
is typically determined using a similarity measure.
Different types of similarity measures can be applied:
strength of association, Jaccard index, Pearson
correlation, cosine measure.

In VOSviewer, the similarity s, is calculated using
the association force AS defined in the equation:

Sij
iy

where s; is the similarity of the element of the ith
component; s is the similarity of the element of the jth
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component; s is the similarity of the pair. All the listed o o i
" y . . . k _ (zu) (u=1)
quantities have the dimensionality equal to one. u= z put =e’’* Z T e? , 6)
After calculating the similarity between the elements, k=0 - k!

a special technique for their mapping is applied [16].
VOSviewer determines the location of elements on the
map by minimizing the function:

V(xl,...,xn): Zsij

i<j

-

where x,, x; are locations of nodes i and j in two-
dimensionall space; n is the number of the nodes in the

X=X “ are the Euclidean distances between

grid;
nodes i and j, provided that:

Zsij

i<j

2
n(n—1)

X -] =1. (5)

Consequently, the idea of VOSviewer is to minimize
the weighted sum of the squares of distances between
all pairs of elements. The squared distance between the
pair of elements is weighted as the similarity between
the elements.

As a result, a complex associated structure of the
network under study is formed, whose nodes and terms
are calculated by the weight of different elements
according to three basic criteria: degree of nodes, as well
as the distance and strength of links between nodes; here,
the size of nodes depends on the weight of a particular
term.

Particular attention should be paid to the dynamics
of the formation of the so-called largest or giant
component of the network. A classic example of a
discrete probability distribution is the Poisson
distribution model of random numbers. Based on this,
Erdds and Rényi [21] proposed an extremely simple
network model, which they called a random graph.
It was shown that a random graph has an important
property, which can be called a phase transition to a
state when a large fraction of all vertices are connected
together into one giant component.

Using the Poisson distribution, the heuristic
argument [4] can be used to calculate the expected size
of the giant component of random networks. Suppose
u is a part of vertices of the network which do not belong
to the giant component. Therefore, the probability
that a vertex does not belong to the giant component
is also equal to the probability that none of the network
neighbors of the vertex belongs to the giant component,
i.e., u¥, where k is the degree of the vertex.

After applying the averaging procedure, the
expression for the probability of the Poisson distribution
of degrees p, in the self-consistency relation for u within
a large graph size can be represented as follows:

where e is the Eulerian number; k is the degree of a
vertex; z is the average degree of all vertices N of the
network.

The fraction S of the network occupied by the giant
component is S = 1 — u. By averaging the expression
for the random graph model of Erdds and Rényi by the
probability of the Poisson distribution of degrees,
we obtain the following self-consistency relation within
the large size of the graph:

S=1-e%5, (7

The appearance of the giant component indicates
a phase (percolation) transition at the point z = 1, where
the divergence of the mean size <s> of the non-giant
components also occurs when studying the behavior
of the random graph. If z < 1, the only non-negative
solution of this equation is S = 0, while if z > 1, there
exists also a nonzero solution which determines the size
of the giant component.

The tasks of general network analysis are performed
by the Pajek software. This software environment based
on large network visualization graphs offers many
different efficient (sub-quadratic) network analysis
algorithms [22].

Fromabibliometric pointofview, themethods offered
by Pajek include clustering and main path analysis. The
software is used not only to reveal the global structure
of knowledge networks, but also to operationalize
and measure the stability of the resulting network
models [23]. An important feature of Pajek is its close
connection to VOSviewer, which allows direct two-way
communication between these network environments,
as well as exporting data in formats of widely used other
external tools, including programming language R,
Statistical Package for the Social Sciences (SSPS) and
Excel [22].

The most fundamental approaches to the study
of knowledge networks are related to basic descriptive
statistics of the network structure, such as measuring the
number and size of components in the network, as well
as calculating various measures of centrality (degree,
closeness, betweenness). From the point of view
of the tasks set in this paper, these latter characteristics
of network interactions are -effectively computed
in Pajek.

The universal integrated system STATISTICA was
used as a software package for statistical analysis. When
properly used, the system saves the user from routine
calculations by clearly displaying the results of cluster
analysis [24], leaving the specialist to interpret the results
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and formulate conclusions. At the same time, it provides
cues, which are important for the implementation
of functions of data analysis, data management and
visualization. In terms of implementing iterations of the
algorithm of this study, the system is integrated with
Excel.

RESULTS AND DISCUSSION

The data obtained from the bibliographic database
Scopus are taken from the first year of publications,
in which the occurrence of each of the keywords in the
articles exceeds the lower threshold of 10 articles, and
is inclusive up to 2021. The bibliographic data are
detailed by year for mapping and primary visual analysis
of clusters. In our case, the overall time range of the
study covers the period from 1978 to 2021.

As part of the objectives of this research phase, the
memory and data storage technologies category was
selected as the basis for the selection of the established
keywords.

In order to analyze the behavior of the trend, four
keywords were selected from the terminology model:
phase-change memory, patterned media, quantum
memory, DNA digital data storage. From the resulting
database the different dates of the initial inclusion of the
terms follow.

In this regard, the Scopus query formula was
optimized. For example, the database of publications for the
keyword quantum memory, limited to the year 1978, was
specified by the formula: TITLE (quantumANDmemory)
AND (LIMIT-TO (PUBYEAR, 1978)).

Full bibliographic descriptions of extracted
publications were automatically downloaded in .csv

format for the further processing and analysis in software
tools, including a total of 33 information fields for each
record.

It should be noted that in the context of the issues
we are considering, text data from the TITLE and
ABSTRACT fields of the database of uploaded
documents was used. These fields are selected
in VOSviewer automatically when loading the source
document.

In order to understand the clearer structure of the
network in the VOSviewer environment, an additional
parameter, which implements the network integration
of the specified keywords, with the name memory
and data storage technologies all (MADSTA), was
introduced. The timing of the introduction of this
integrator is related to the period of active research
phase since inclusion of the fourth keyword DNA digital
data storage, 1.e., from 2004 to 2021.

In the above time interval, the comparative visual
analysis of the obtained range of 645-3364 terms
integrated into a total of 23 clusters shown in Fig. 2
presents a well-defined clustering dynamic around
the terms quantum memory, phase-change memory.
At the same time, the noticeable activation of research
by 2021 in the area of the term DNA digital data storage
pushed the term patterned media to the periphery of the
scientific landscape. At the same time, the formation
of a new cluster associated with the term post-quantum
cryptography 1is clearly visualized near the quantum
memory area. This can be explained by the fact that
many cryptographers are now actively developing
new algorithms for quantum key search [25] in order
to prepare for a future time when quantum computing
is likely to present a security threat.

Fig. 2. VOSviewer visualization map showing the dynamics of data clustering for the keyword integrator MADSTA,
marked clusters in the area of quantum memory (C1), phase-change memory (C2), patterned media (C3),
DNA digital data storage (C4), post-quantum cryptography (C5):

(a) the beginning of the period 2004; (b) the end of the period 2021
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For the further analysis of clustering, an automated
transfer of data is performed from one VOSviewer
network environment to another using the Pajek network
calculator [21].

Working in Pajek starts with three file extensions
characterizing certain types of data: networks, partition,
vectors. When data are loaded into the program, the
parameters characterizing the dynamic state of network
links are investigated. We note that the Pajek network
calculator function ideally suits it for performing such tasks.

The data processed in Pajek are shown in the
summary table. Only parameters characterizing the
dynamic state of network links are presented here for the
term integrator.

The results of exploratory data analysis implemented
in the universal integrated package STATISTICA with
a brief description of the parameters are shown below.

The Total Link Strength parameter characterizes the
number of links in a simple network. Another important
parameter for the study is the average number of links
per node known as the Average Degree. The Average
Degree of all nodes in an individual network is a
measure of the structural cohesion of the network. Since
this index does not depend on the size of the network,
it can be compared between networks of different sizes.

In Fig. 3a, the dynamics of Average Degree behavior
leads to average values of 20-30 link units per node.
This can be explained by the fact that the interest of the
scientific community in this area does not decrease
steadily. In our case, the presence of maxima in 2007 and
2009 may be a problem area.

The proposed hypothesis assumes the influence
of the single keyword quantum memory on the other
words by the effect of the aftereffect. In Fig. 3b,
an increasing trend in the total number of links for
quantum memory can be clearly seen. Since this
indicates that the direction in this period was relevant,
the total number of links for the remaining words
determines the dynamic behavior of the overall
network. The introduction of the parameter MADSTA
shows a smooth increase in the total number of links
in the network, which leads to the analysis of the next
dynamic parameter—Density.

Density is responsible for the number of lines
in the simple network, expressed as a fraction of the
maximum possible number of lines. The parameters for
determining the correlation dependence (Density) cover
the maximum time period because the keywords were
entered in the studied network alternately and at different
time intervals.

Table. Dynamics of parameters characterizing the state of terminology network links for the keyword integrator MADSTA

Year | Total Link Strength Average Degree Density Degree Centralization g;::::ﬁg:gii
2004 6140 19.039 0.029 0.139 0.073
2005 15292 29.896 0.029 0.146 0.192
2006 15167 29.827 0.029 0.184 0.092
2007 34415 44.899 0.029 0.211 0.054
2008 22696 27.831 0.017 0.194 0.120
2009 41099 40.833 0.020 0.117 0.034
2010 27976 30.017 0.016 0.236 0.201
2011 30205 22.366 0.008 0.151 0.118
2012 27010 22.813 0.009 0.210 0.240
2013 35111 29.419 0.012 0.172 0.101
2014 32007 29.230 0.013 0.294 0.236
2015 32552 29.232 0.012 0.101 0.075
2016 31683 27.780 0.012 0.110 0.065
2017 35182 27.358 0.011 0.084 0.052
2018 34183 26.726 0.010 0.117 0.070
2019 38765 25.878 0.009 0.148 0.140
2020 43288 27.285 0.009 0.126 0.065
2021 44552 26.488 0.008 0.082 0.072
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Fig. 3. Dependence of the average degree and the total link strength on time:
(a) dependence of the average degree of all vertices, taking into account the introduced parameter, on time;
(b) dependence of the total number of links in the network on time

Figure 4 shows that the integrative increase
in the number of links in the network complicates
the interaction structure due to the growth of the
maximum possible number of lines. Consequently,
the dependencies will tend to return minimum values.
In this case, the behavior of the MADSTA parameter
in the graph reveals that the integration of 4 keywords
does not lead to changes in the dynamics of the
behavior of the index of network density. The MADSTA
parameter, which correlates with the curves, confirms
the correctness of the choice of methodology for
detailing the study by year.

The first parameter Degree Centralization (DC)
represents the variation of the degree centrality of the
network vertices divided by the maximum degree value
that is possible in a network of the same size.

DENSITY
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e—quantum memory
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Fig. 4. Dependence of the network density index
on time

As can be seen in Fig. 5a, oscillations of the
DC indicator for the four keywords result in a mutual
relationship over the interval from 2004 to 2021. The
values of the integrating parameter in this relationship
show a weak correlation.

Betweenness Centralization (BC) represents the
variation of betweenness scores between network nodes
divided by the maximum value of betweenness score
possible in a network of the same size. For a single
node, betweenness shows the level of its inclusion
in combinations of links between other nodes.

In Fig. 5b shows that the oscillation of the
BC indicator of keywords in this dependence on the
interval from 2004 to 2021 is synchronous, which refers
to the same phase of the curve behavior. Graphically,
there is a strong correlation between the extremums
of keywords and MADSTA on a given interval. This
can be explained in terms of the emergence of the trend
associated with the oscillations of the phase-change
memory indicator comprising an impulse for other
terms, in which the semantic links on the shortest paths
between the nodes are more clearly manifested.

Thus, empirical research provides an opportunity
to find latent dependencies of dynamic parameters
of network interactions on time during the exploratory
analysis stage, creating a basis for quantitative
assessment of clustering and percolation transitions.

The analysis of the graphs shows that the introduction
of the integrating parameter MADSTA displays the
interaction of the keywords under study. This is confirmed
by the close correlation on the graphs of the dependencies
of the dynamic parameters of the network (average degree,
betweenness score and density) on a given interval. The
formation of new clusters (C4, C5) is explained by the
increased total number of links.
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Fig. 5. Dependence of DC and BC of the network on time:
(a) dependence of the degree of centrality of the network vertices on time; (b) dependence of betweenness
centralization index of the network vertices on time

CONCLUSIONS

The algorithmic approach implemented in the work
allows for the maximum objectivity of the search and
the speed with which it allows a given subject area
of research to be analyzed. The level of reliability of the
obtained information is increased due to the formation
of'a combined algorithm for term extraction based on an
expanded expert environment and scientifically reliable
qualitative research databases.

By implementing algorithmic queries using the
Scopus bibliographic database, an extended terminological
base is created, which in terms of 2004-2021 dynamics
contains the range of 645-3364 terms of the memory
and data storage technologies category, providing data
output in the .csv format for further processing and
analysis in specialized software tools.

A comparative analysis of the data visualization
map of the terms performed in the software environment
VOSviewer, which are integrated into a total
of 23 clusters, reveals active clustering associated with
the term C5 post-quantum cryptography in the area
of cluster C1 (quantum memory), allowing qualitative
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