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Abstract

Objectives. An analysis of the problem of evaluating alternatives based on the results of expert paired comparisons
is presented. The importance and relevance of this task is due to its numerous applications in a variety of fields,
whether in the technical and natural sciences or in the humanities, ranging from construction to politics. In such
contexts, the problem frequently arises concerning how to calculate an objective ratings vector based on expert
evaluations. In terms of a mathematical formulation, the problem of finding the vector of objective ratings can be
reduced to approximating the matrices of paired comparisons by consistent matrices.

Methods. Analytical analysis and higher algebra methods are used. For some special cases, the results of numerical
calculations are given.

Results. The theorem stating that there is always a unique and consistent matrix that optimally approximates a given
inversely symmetric matrix in a log-Euclidean metric is proven. In addition, derived formulas for calculating such
a consistent matrix are presented. For small dimensions, examples are considered that allow the results obtained
according to the derived formula to be compared with results for other known methods of finding a consistent matrix,
i.e., for calculating the eigenvector and minimizing the discrepancy in the log-Chebyshev metric. It is proven that all
these methods lead to the same result in dimension 3, while in dimension 4 all results are already different.
Conclusions. The results obtained in the paper allow us to calculate the vector of objective ratings based on expert
evaluation data. This method can be used in strategic planning in cases where conclusions and recommendations
are possible only on the basis of expert evaluations.
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Peslome

Llenu. PaccmoTpeHa 3ajaya OLUeHKM anbTepHaTUB Ha OCHOBE Pe3y/ibTaToB 9KCMNEPTHbIX MapHbIX CPaBHEHUN. Bax-
HOCTb M aKkTyaJlbHOCTb 3TOM 3a4a4mM 00YCNOBJIEHbI €€ MHOMOYMUCIEHHLIMU NMPUMEHEHUSIMU B CaMbIX Pa3HbIX 006-
NacTaAX — Kak B TEXHUYECKUX U €CTECTBEHHbIX, Tak U B F'yMaHUTAPHbIX, OT CTPOUTENLCTBA A0 NonuTukn. CTaBuTcs
3a4a4a BblYUCNEHNS BEKTOPA 0OBbEKTMBHbIX PEMTUHIOB HA OCHOBE 3KCMEPTHbIX OLUEHOK. B Matematuyeckon ¢pop-
MYJIMPOBKE 3a[a4a HaxXOXAEeHUS BEKTOpa 0ObEKTUBHbIX PENTUHIOB CBOAMUTCS K annpoKCUMaLmMn MaTpuu, NapHbIX
CpaBHEHWI cornacoBaHHbIMU MaTPULLAMMU.

MeTopabl. Vicnonb3yloTcsa aHannTu4eckme MeToapl aHanmaa v Bbicluer anredpsbl. [ HEKOTOPbIX YaCTHLIX Clly4aeB
npvBeaeHbl Pe3ynbTaTbl YACEHHbIX PaCHeTOB.

PesynbTaTthl. B paboTe gokasaHa TeopemMa, yTBepxXaatoLLas, 4YTo corfnacoBaHHas Matpuua, Hamyydwmnm ob6pasom
annpokcuMupyowas 3agaHHylo 006paTHO-CUMMETPUYECKYIO MaTpULLy B JIOr-eBKJIMAOBOM METpuke, Bcerga cylie-
CTBYeT 1 eAMHCTBEHHA. Kpome Toro, BbiBeaeHbl GOpMyJSibl 47151 BbIYUCIEHUS Takol COrnacoBaHHOM MaTpuubl. Ong
MaJsiblXx pa3MepHOCTeN paccMaTpuBatOTCS NPUMEPSI, MO3BONSIOLME CPaBHUTbL Pe3yfibTaTthl, MOSyYeHHbIE MO BbiBE-
LEeHHOoM popmyne, ¢ peaynbTaTaMn Af1st APYrX M3BECTHbLIX CNOCO60B HaXOXAEHUS COrlaCoBaHHOM MaTpULLbl — 415
Bbl4MCIEHNS COOCTBEHHOIO BEKTOPA M A1 MUHUMU3ALMN HEBA3KU B NOr-4ebblLLeBCKOM MeTpuke. [JokasaHo, 4To
B pa3mepHOCTU 3 BCe 3TN CMOCoObl NPMBOAST K OAHOMY 1 TOMY Xe Pe3ynbTaTy, a y>ke B pa3MepHOCTU 4 BCe pe3yJib-
TaTbl Pa3INYHbI.

BbiBOAbI. [1ony4yeHHbIE B CTaTbe pe3y/bTaTbl MO3BONSIOT BbIHUCISATb BEKTOP OOBbEKTUBHbLIX PEATUHIOB MO AAHHbIM
9KCMNEePTHOM OUEHKN. DTOT METO, MOXET ObITb MCNOJIb30BAH B CTPATErMYECKOM MiIaHNPOBAHUN B TEX CIyHasix, Koraa
BbIBOAbI 1 PEKOMEHAALMN BO3MOXHbI TOJIbKO HA2 OCHOBaHWM 9KCMEPTHbIX CYXXAEHUN.

KnioueBble cnoBa: 3KCNePTHbIE OLLEHKW, NapHble CPaBHEHUS, O6paTHO-CI/IMMeTpVI‘-IeCKaF| mMaTtpuua, corjiacoBaH-

Hasa Mmatpuua, MeTpuka, MMHUMMN3auna HEBA3KA

e Moctynuna: 08.11.2021 ¢ flopa6oTaHa: 29.11.2022 e MpuHaTa k ony6amkoBaHuio: 22.01.2023

Onsa umtnposanus: MynekuH W.C., TatapmnHues A.B. OkcTpeMyM B 3a4a4e O MapHbIX cpaBHeHusX. Russ. Technol. J.
2023;11(2):84-91. https://doi.org/10.32362/2500-316X-2023-11-2-84-91

Mpo3payHocTb pUHAHCOBOMN AEeATENIbHOCTU: ABTOPbLI HE UMEKDT PUHAHCOBOM 3aMHTEPECOBAHHOCTM B NPELACTaB/EH-

HbIX MaTepmnanax nain Mmetogax.

ABTOPbI 3a5BASIOT 06 OTCYTCTBUM KOHGMIMKTA MHTEPECOB.

INTRODUCTION

Since a person responsible for making decisions
does not always have complete information, decisions
can be taken on the basis of criteria that are not always
objective. In cases where a large number of factors must
be taken into account, an error may lead to disastrous
outcomes. Such situations include, for example, strategic
planning issues, particularly in construction, as well as
medicine, politics, economics, and many other areas of
human activity.

The science according to which a strategy is
selected under conditions of incomplete information,
as well as providing a rationale for such choices, is
commonly referred to as decision-making theory. Such
studies attract close attention of experts in various
fields [1, 2]. Many aspects are discussed in the books of
Thomas L. Saaty [3, 4], one of the founders of this theory.

The continued growth of research in this direction
can confidently predicted due to the possibility of
applying decision theory methods to machine learning.
In fact, the use of inconsistent and inaccurate expert
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evaluations which nevertheless allow necessary
information to be obtained when based on large datasets
are broadly similar to situations that typically arise, for
example, when training neural networks or constructing
an ensemble of decision trees that comprises a random
forest [5].

Numerous recent studies discuss the technique of
comparing heterogeneous assets as applied to various
problems from the field of information technology,
in particular, to select storage formats for big data for
various computing complexes, both local and distributed.
For example, studies [6—11] are devoted to this topic.

A situation commonly arises when neither priori
distributions nor prior statistics are available but a
forecast or decision must be made on the basis of earlier
forecasts and expert recommendations. Thus, the task
of processing expert evaluations should be given a
mathematical formulation.

Let us deal with expert evaluations. For example,
an expert compares an apple (A), orange (O), and
banana (B). He compares the fruits in pairs. Suppose the
following opinions are expressed:

e A banana is three times better than an apple;
e An orange is five times better than an apple;
e An orange is twice as good as a banana.

Based on these evaluations, the following
comparison matrix wherein the first column and the first
row correspond to the apple, the second to banana, and
the third to orange can be constructed:

1 3 5
w=13 1 2|
/5 1/2 1

At the intersection of the ith column and the jth row,
there is a number equal to the ratio of the values of the ith
and the jth fruit. For such a positive-definite symmetric
matrix, all of whose elements are strictly positive, the
following relation is satisfied:

a; =dj;.

However, the matrix is inconsistent. If O is 5 times
better than A and O is 3 times better than B, then it
would be appropriate to assume that B should be 5/3
times better than A, not 2 times better.

This situation arises commonly when carrying
out expert evaluations. Moreover, there are also non-
transitive evaluations, e.g., when A is better than B,
B is better than C, but C is better than A. This occurs,
for example, in tournaments when A beats B, B beats C,
and C beats A.

For making an objective evaluation, we assume
that there are objective ratings w,, w,, and w,, for the

evaluated items, and that the expert evaluations are the
same ratings distorted by random errors. The problem
then arises as to how to reconstruct these ratings based
on the given expert evaluations.

If ratings w; are found, then the comparison matrix
elements may be written as follows:

Wi

|

We shall denote this matrix, whose rank is 1, by W,,.
Such matrix is called a consistent matrix.

Thus, the task of processing expert evaluations
is reduced to that of finding the consistent matrix W,
approximating the inversely symmetric matrix W in
the best way. Here, it turns out that the answer changes
significantly depending on the metric which the
difference between these matrices is calculated in.

The study by N.K. Krivulin and his students [12]
proposes to calculate this difference in a log-Chebyshev
metric. In particular, it is noted there that this results in
the problem of processing expert evaluations becoming
the problem from the field of so-called idempotent or
tropical mathematics [13], new direction in modern
mathematics that is rapidly developing. However, it
is also noted there that this metric in high dimensions
results in non-uniqueness of the solution.

The studies by Saaty [3, 4] propose to consider the
correspondingly normalized eigenvector of matrix A
corresponding to its maximal eigenvalue as the required rank
vector. The well-known Perron—Frobenius theorem [14]
states that any positive matrix (consisting only of positive
numbers) has a single maximal modulo eigenvalue; the
multiplicity of such a strictly positive matrix is equal to 1.
However, the metric according to which the obtained
solution is optimal is not specified in those studies.

Thus, the present work is aimed at finding the
optimal solution in the log-Euclidean metric.

DERIVING OPTIMAL EVALUATION

We shall consider the comparison matrix of
arbitrary dimension (n x n). The discrepancy of the
original comparison matrix W = (q;;) and its matched
counterpart W, = (xii) in the log-EucI]idean metric under
consideration may be calculated in the following way:

n xi_
O = Z log?| -~
i.j=1 4

If we consider that the consistent matrix elements
are expressed through the components of the matrix
eigenvector in the form of x = w;/w i then the function ®
depends on n variables, as follows:
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Dd(wy, ...

,W,) = Z log? { J
i, j=1 Wi
The conditions of equality to zero of the derivative
of the residual function on the Akth component of
the eigenvector w, can give the following system of
equations:

n n
nlogw, — Zlong = ZlogakB.
B=1 B=1

The solution to this system of equations is the
following:

n
Wi = NH(akB)l/”,
p=l

where N is the arbitrary normalization factor.

It is considered that the product of all elements of
the original inversely symmetric comparison matrix is
equal to one as follows:

n
H g =1

a,p=1

Thus, the following statement is proved.

Theorem. Consider an inversely symmetric
matrix (a; ) Then the components of the consistent
matrix (x]) minimizing the residual function for the log-
Euclidean metric have the following form:

ZK_H(G .a )l/n
W BB

In other words, the matrix element x,; is equal to the
product of the geometric mean of the ith row and the jth
column of the original matrix.

The inversely symmetric matrices
dimensions may be considered as an example.

Let W = (al].) be the three-dimensional matrix of
expert comparisons:

of small

1 a b
W=|l/a 1 c|
/6 1/c 1

The matrix elements are positive a i 0 and inversely
i = J_ll Note that a matrix is called
consistent if the condition ¢ = b/a or ac/b = 1 is satisfied

for its elements a, b, and ¢ > 0. The similar parameter is

symmetric a;;

called “tropical radius” and notated R=(ac/b)"3 in [12];
this notation is also used in the paper.

It is found in [15] that the eigenvalues of the
comparison matrix for n = 3 are the following:

k1:1+(R+lj;
R

+RJ+§(R_B

One of the roots of the characteristic equation is
real, while the other two are complex-conjugate. The
real root has the largest value in absolute value. For the
consistent matrix, R = 1 and the eigenvalues are A, = 3
A, = hy = 0. The largest nonzero eigenvalue coincides
with the dimension of the comparison matrix in general.

The eigenvector of the original comparison matrix
for the first eigenvalue is also easy to find. It has the
following form (in normalizing w, = 1):

1
k2=X3=1—5£R

w 1
w, |=| R/a |.
wy 1/bR

In this case, the elements of the consistent matrix
may be found as follows: W, = (xl.j) = wi/w]., and hence:

1 a/R bR
W,=| R/la 1 ¢/R|
1/bR R/c 1

The found eigenvector of the original matrix is also
the eigenvector of the consistent matrix. It corresponds
to the eigenvalue of this matrix equal to the dimension
A=3.

For the following three-dimensional comparison
matrix and its corresponding consistent matrix

1 a b
Wz(al-j)z l/a 1 c|;
/b e 1
1 X y
Wo =(x;) = I/x 1 y/x
Vy x/y 1

the problem in the log-Euclidean metric is reduced to
finding the minimum of the residual function ®(x, y)
of two variables included in the following consistent
matrix:
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3
O(x,y)= ). (logay —logxl.j)z,
ij=1

which may be written in the following form with
provision for the explicit form of matrices:

®(x,y) =2log? (fj +2log? (%) +2log? (lj
a

CcX

The function extremum (minimum) is reached at
x = a/R, y = bR. The minimum value of the function
min ® = 6log?R depends on the inconsistency of the
original matrix of expert judgments.

The results for the three-dimensional case can be
also obtained in another way.

As before, the inversely symmetric matrix in the
three-dimensional case is following:

1 a b
W=|l/a 1 c¢|.
/6 1/c 1

When logarithmic, it becomes cosymmetric:

0O u v
H=|-u 0 w|.
v w 0

Here, u =log a, v=log b, and w = log c.
The consistent matrix has the following form:

w/w owyfwowy fwy
Wo = wi/wy wyfwy wy/wy |
wi/wy o owy fwy o owy fwy

After logarithmizing, it has the following form:

0 )
L=|-»y 0 y|
=V V3 0

Here, y, = log w, — log w,; y, = log w; — log w;
v = log wy —log w,.

In addition, the condition y, —y, +y; = 0 is satisfied.
Thus, the problem is reduced to finding the point Q
on the plane y, — y, + y; = 0 being the closest to the
given point P(u, v, w) € R3. The solution to this problem
depends on the metric.

For the Euclidean metric, draw a line perpendicular to
the plane through point P and find the intersection point:

u+tt)—-(v-0+w+rn=0.

We obtain:

1
t=——Ww—-v+w).
3¢ )

Hence:

—u+l—zu+lv—lw —v—t—lu+zv+lw
N MR 30TV

—w+t——lu+lv+zw
73 373 3

Let us assume without loss of generality that w, = 1.

Then

wy = et =a?3p3c13,

wy =e’2 = al3p23c13,

These are the elements of the first row of the matrix.
The first column contains their inverse elements. The
first column is equal to

1
a23p-13.1/3
o V3p-2/3.-1/3

V:

which coincides with the earlier obtained result

1
V=| R/a |.
1/bR

This column (as well as the other two) is an
eigenvector of the original matrix A. This can be easily
checked by direct calculation. However, unfortunately,
this calculation method is not generalized to higher
dimensions.

We shall also consider other metrics. It seems most
natural to consider the most common log-Manhattan and
log-Chebyshev metrics.

It is easy to demonstrate that the solution is not
unique in the log-Manhattan metric even in dimension 3.
Indeed, in geometrical terms, the solution to the problem
of the minimum distance from a point to a plane is
reduced to constructing a sphere centered at this point
and touching this plane. However, in Manhattan metrics,
the “sphere” is an octahedron, one of whose facets lies
just on the plane y, -y, +y; = 0. All points of this facet
are solutions. In addition, the solution in Euclidean
metric belongs to the same facet, i.e., it is one of the
solutions in Manhattan metric.

In the Chebyshev metric in dimension 3, the
solution is singular and coincides with the solution in
the Euclidean metric. Indeed, the “ball” in this metric is
actually a cube. The vector PQ has coordinates (¢, —, 7)
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and is half of the diagonal of the cube, so the cube also
touches the plane at a single point, point Q.

In [12], another approach is used to minimize the
discrepancy in the eigenvector in the log-Chebyshev
metric in dimension 3.

Thus, all the described ways of computing the
matrix consistent in dimension 3—computing the
eigenvector and computing the vector by minimizing
the discrepancy—Iead to the same result (although this
solution is not the only one in the log-Manhattan metric).

In dimension 4, these solutions are already different.

In [12], the numerical example with such a matrix is
considered for dimension 4:

1 2 4 1
Do /2 1 1/2 1/3
/4 2 1 2|
1 3172 1

The above paper proves that any vector belonging to
the segment AB is optimal in the log-Chebyshev metric,
where

1 1
1/4 1/3

A= B=| |
o | 4B
1/2 1/2

Thus, in the log-Chebyshev metric in dimension 4,
the solution is not unique in general.

The results of the method of calculating the
eigenvector are as follows: the eigenvalue is

Max = 4.5056, while the eigenvector in normalization

REFERENCES

1. Korobov V.B. Teoriya i praktika ekspertnykh metodov
(Theory and Practice of Expert Methods). Moscow:
INFRA-M; 2019. 279 p. (in Russ.). ISBN 978-5-16-
015053-6. https://doi.org/10.12737/monography Scae
e0067f1835.43206494

2. Andreichikov A.V., Andreichikova O.N. Analiz, sintez,
planirovanie reshenii v ekonomike (Analysis, Synthesis,
Planning of Decisions in the Economy). Moscow: Finansy
i statistika; 2004. 467 p. (in Russ.). ISBN 5-279-02901-7

3. Saaty T. Prinyatie reshenii. Metod analiza ierarkhii
(Decision Making. Hierarchy Analysis Method). Moscow:
Radio i svyaz’; 1993. 341 p. (in Russ.). ISBN 5-256-
00443-3

when its first coordinate is equal to 1 may be written as
follows:

1.0000
0.2837

“1 05818 |
0.6110

Calculating the solution giving the minimum
discrepancy in the log-Euclidean metric, in accordance
with the theorem proved above, results in the following:

1.0000
0.3195
0.5946 |
0.6580

Thus, already in dimension 4, the methods of
calculating the rating vector described above lead to
different results.

CONCLUSIONS

The theorem proved in the paper can be used to
process expert opinions by reducing them to the form
of a ranking list. It is shown to give the best evaluation
in the log-Euclidean metric. Examples demonstrate that
this evaluation in high dimensions may not coincide with
those obtained by other methods. Thus, the selection of
the desired method should be related to the specifics of
the problem under consideration.

Authors’ contribution. All authors equally
contributed to the research work.
CMUCOK JINTEPATYPbI

1. Kopobos B.b. Teopus u npaxmuka skcnepmuuix me-
mooos. M.: UHOPA-M; 2019. 279 c. ISBN 978-5-16-
015053-6. https://doi.org/10.12737/monography Scae
e006711835.43206494

2. Awnppeituukos A.B., AngpeitunkoBa O.H. Ananus, cun-
mes, nianupoganue pewenutl ¢ skonomure. M.: HHAHCHI
u crartuctuka; 2004. 467 c¢. ISBN 5-279-02901-7

3. Caatu T. [lpunsmue pewenuil. Memoo anaiuza
uepapxuii. M.: Panno u cBsi3b; 1993. 314 c. ISBN 5-256-
00443-3

4. Caaru T. Ilpunamue pewieruii npu 3a8UCUMOCHAX U 00-
pammnvix cesazsax: anarumuyeckue cemu. M.: URSS; 2010.
357 c. ISBN 978-5-397-01622-3

Russian Technological Journal. 2023;11(2):84-91

89


https://doi.org/10.12737/monography_5caee0067f1835.43206494
https://doi.org/10.12737/monography_5caee0067f1835.43206494
https://doi.org/10.12737/monography_5caee0067f1835.43206494
https://doi.org/10.12737/monography_5caee0067f1835.43206494

Extremum in the problem
of paired comparisons

Igor S. Pulkin,
Andrey V. Tatarintsev

4.

10.

11.

12.

13.

14.

15.

Saaty T. Prinyatie reshenii pri zavisimostyakh i obratnykh
svyazyakh: analiticheskie seti (Decision Making with
Dependencies and Feedbacks: Analytical Networks).
Moscow: URSS; 2010. 357 p. (in Russ.). ISBN 978-5-
397-01622-3

. Breiman L. Random forests. Machine Learning. 2001;45(1):

5-32. https://doi.org/10.1023/A:1010933404324

Belov V., Tatarintsev A., Nikulchev E. Comparative
characteristics of big data storage formats. J. Phys.: Conf.
Ser. 2021;1727(1):012005. http://doi.org/10.1088/1742-
6596/1727/1/012005

Belov V., Tatarintsev A., Nikulchev E. Choosing a data
storage format in the Apache Hadoop system based on
experimental evaluation using Apache Spark. Symmetry.
2021;13(2):195. https://doi.org/10.3390/sym 13020195
Moro Visconti R., Morea D. Big data for the sustainability
of  healthcare project financing.  Sustainability.
2019;11(13):3748. https://doi.org/10.3390/sul1133748
Gusev A., Ilin D., Nikulchev E. The dataset of the
experimental evaluation of software components for
application design selection directed by the artificial
bee colony algorithm. Data. 2020;5(3):59. https://doi.
org/10.3390/data5030059

Munir R.F., Abell6 A., Romero O., Thiele M., Lehner W.
A cost-based storage format selector for materialized
resultsinbig data frameworks. Distrib. Parallel Databases.
2020;38(3):335-364.  https://doi.org/10.1007/s10619-
019-07271-0

Gusev A., Ilin D., Kolyasnikov P., Nikulchev E.
Effective selection of software components based on
experimental evaluations of quality of operation. Eng.
Lett. 2020;28(2):420-427.

Krivulin N.K., Ageev V.A., Gladkikh I.V. Application
of methods of tropical optimization for evaluating
alternatives based on pairwise comparisons. Vestnik Sankt-
Peterburgskogo universiteta. Prikladnaya matematika.
Informatika. Protsessy upravleniya = Vestnik of Saint
Petersburg University. Applied Mathematics. Computer
Science. Control Processes. 2017;13(1):27—41. https://
doi.org/10.21638/11701/spbul0.2017.103

Litvinov G.L. The Maslov dequantization, idempotent
and tropical mathematics: a briff introduction. Zapiski
nauchnykh seminarov Sankt-Peterburgskogo otdeleniya
matematicheskogo instituta im. V.A. Steklova RAN (Zapiski
Nauchnykh Seminarov POMI). 2005;326(13):145—-182
(in Russ.).

Gantmakher F R. Teoriya matrits (Matrix Theory).
Moscow: Fizmatlit; 2004. 560 p. (in Russ.). ISBN 5-9221-
0524-8

Evseeva O.A., Pulkin I.S., Tatarintsev A.V. On the problem
of processing expert judgments. In: Innovatsionnye
tekhnologii v elektronike i priborostroenii: sbornik trudov
konferentsii (Innovative technologies in electronics and
instrumentation: collection of conference proceedings).
Moscow: MIREA; 2021. V. 1. P. 355-359 (in Russ.).

10.

11.

12.

13.

14.

15.

. Breiman L. Random forests. Machine Learning. 2001;45(1):

5-32. https://doi.org/10.1023/A:1010933404324

. Belov V., Tatarintsev A., Nikulchev E. Comparative

characteristics of big data storage formats. J. Phys.: Conf.
Ser: 2021;1727(1):012005. http://doi.org/10.1088/1742-
6596/1727/1/012005

. Belov V., Tatarintsev A., Nikulchev E. Choosing a data

storage format in the Apache Hadoop system based on
experimental evaluation using Apache Spark. Symmetry.
2021;13(2):195. https://doi.org/10.3390/sym13020195

. Moro Visconti R., Morea D. Big data for the sustainability

of  healthcare project financing.  Sustainability.
2019;11(13):3748. https://doi.org/10.3390/sul1133748

. Gusev A., Ilin D., Nikulchev E. The dataset of the

experimental evaluation of software components for
application design selection directed by the artificial
bee colony algorithm. Data. 2020;5(3):59. https://doi.
org/10.3390/data5030059

Munir R.F., Abellé A., Romero O., Thiele M., Lehner W.
A cost-based storage format selector for materialized
resultsinbig data frameworks. Distrib. Parallel Databases.
2020;38(3):335-364.  https://doi.org/10.1007/s10619-
019-07271-0

Gusev A., Ilin D., Kolyasnikov P., Nikulchev E.
Effective selection of software components based on
experimental evaluations of quality of operation. Eng.
Lett. 2020;28(2):420-427.

Kpusymun H.K., Aree B.A., Tnmagkux 1.B. Ilpumene-
HUE METONOB TPONUYECKOH ONTUMH3AIMU ISl OLEHKU
QJIbTCPHATHB HAa OCHOBE NMAPHBIX CPaBHEHHWH. BecmHuk
CIIor'Y. [lpuknaonas mamemamuxa. Hupopmamuka.
Ipoyeccvr ynpasnenus. 2017;13(1):27—41. https://doi.
org/10.21638/11701/spbul0.2017.103

JlutBunos I'JI. JlexBantoBanme MacnoBa, HIEMIIO-
TEHTHasT W TPOIHMYECKas MaTeMaTHKa: KpaTkoe BBeIe-
HUe. 3anucku Hayynvlx cemunapos Canxkm-IlemepoOype-
CKO20  OmOeNenuss MAmemMamuieckoco  UHCMumyma
um. B.A. Cmexnosa PAH (3anucku HayuHwlx ceMuHapos
TI0OMH). 2005;326(13):145-182.

I'antmaxep @ P. Teopus mampuy. M.: @uzmariut; 2004.
560 c. ISBN 5-9221-0524-8

EBceesa O.A., ITynekun 1.C., Tarapunues A.B. O 3ana-
4e 00paboTKU IKCIEPTHBIX CYKACHHU. MHHosayuonnvie
MEXHONO02UU 8 ANEeKMPOHUKe U npubopocmpoeruu: coop-
HUK TpyaoB KoHpeperuuu. M.: PTY MUPDA; 2021. T. 1.
C. 355-359.

90

Russian Technological Journal. 2023;11(2):84-91


https://doi.org/10.1023/A:1010933404324
http://doi.org/10.1088/1742-6596/1727/1/012005
http://doi.org/10.1088/1742-6596/1727/1/012005
https://doi.org/10.3390/sym13020195
https://doi.org/10.3390/su11133748
https://doi.org/10.3390/data5030059
https://doi.org/10.3390/data5030059
https://doi.org/10.1007/s10619-019-07271-0
https://doi.org/10.1007/s10619-019-07271-0
https://doi.org/10.21638/11701/spbu10.2017.103
https://doi.org/10.21638/11701/spbu10.2017.103
https://doi.org/10.1023/A:1010933404324
http://doi.org/10.1088/1742-6596/1727/1/012005
http://doi.org/10.1088/1742-6596/1727/1/012005
https://doi.org/10.3390/sym13020195
https://doi.org/10.3390/su11133748
https://doi.org/10.3390/data5030059
https://doi.org/10.3390/data5030059
https://doi.org/10.1007/s10619-019-07271-0
https://doi.org/10.1007/s10619-019-07271-0
https://doi.org/10.21638/11701/spbu10.2017.103
https://doi.org/10.21638/11701/spbu10.2017.103

Extremum in the problem Igor S. Pulkin,
of paired comparisons Andrey V. Tatarintsev

About the authors

Igor S. Pulkin, Cand. Sci. (Phys.-Math.), Associate Professor, Higher Mathematics Department, Institute of
Artificial Intelligence, MIREA — Russian Technological University (78, Vernadskogo pr., Moscow, 119454 Russia).
E-mail: pulkin@mirea.ru. RSCI SPIN-code 3381-669, https://orcid.org/0000-0002-5907-2151

Andrey V. Tatarintsev, Cand. Sci. (Phys.-Math.), Associate Professor, Department of Higher Mathematics
and Programming, Institute of Advanced Technologies and Industrial Programming, MIREA — Russian Technological
University (78, Vernadskogo pr., Moscow, 119454 Russia). Scopus Author ID 57221996001, 7004076246, https://
orcid.org/0000-0003-2969-8740

06 aBTOpax

MynbknH Uropb CepreeBuny, K.@.-M.H., OLEHT kadeapbl BbiCLIen MateMaTuku IHCTUTYTa MICKYCCTBEHHOMO MH-
Tennekta, Pre0y BO «MNP3A — Poccuincknii TexHonorndeckuii ynmsepcuteT» (119454, Poccus, Mockea, np-T Bep-
Hagckoro, 4. 78). E-mail: pulkin@mirea.ru. SPIN-kon PUHLL 3381-669, https://orcid.org/0000-0002-5907-2151

TaTtapuHueB AHgpen BnaguMmupoBuny, K.®.-M.H., OOLUEHT Kadeapbl BbICLLEN MaTEMATUKN U NMPOrpaMMmnpo-
BaHUS VIHCTUTYTa NepcneKkTUBHbLIX TEXHONOMMIA U MHAYCTPUANbHOro nporpammmpoBaHms, GreOy BO «MUP3A -
Poccuiicknin TexHonorndeckuii yHnsepcuteT» (119454, Poccus, Mocksa, np-T BepHapckoro, a. 78). Scopus
Author ID 57221996001, 7004076246, https://orcid.org/0000-0003-2969-8740

Translated from Russian into English by Kirill V. Nazarov
Edited for English language and spelling by Thomas A. Beavitt

Russian Technological Journal. 2023;11(2):84-91
91


mailto:pulkin@mirea.ru
https://orcid.org/0000-0002-5907-2151
mailto:pulkin@mirea.ru
https://orcid.org/0000-0002-5907-2151
https://orcid.org/0000-0003-2969-8740

