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Abstract

Objectives. The aim of the study is to develop a methodology for assessing the semantics of weakly structured or
morphologically complex visual information models. In order to achieve the goal, a criterion for classifying visual
models as complex and an algorithm for obtaining a gradientimage with several levels of density were introduced. The
gradient image is not binary, thus increasing the reliability of finding boundaries or contours. An auxiliary structural
visual model was introduced, and a series of images of different densities was used in processing. Next, the concept
of a conditional image coordinate system was introduced. This allows for information to be transferred from different
visual models to a synthetic resulting visual model.

Methods. Using gradient image processing and constructing a new intermediate structural model allows models
with different densities to be linked. A system of conditional image coordinates was introduced and a series of models
with different densities to obtain a synthetic image was processed.

Results. The visual models obtained from satellite images with poor visibility of objects were processed in the Sun—
Earth—-Moon system. The Sun-Earth system was chosen as the basis. A characteristic of space images is the fact
that the bright light of the Sun “clogs” the images of other objects with large phase angles. The use of the contouring
technique allows for the visibility of images of low brightness and high brightness to be equalised. The shift of the
frequency response after detection of all objects enabled the formation of a clear visual model.

Conclusions. In primary visual models, low brightness images were not visible. They appeared when exposure was
increased, while high-density objects merged into one. Because of this, it is fundamentally impossible to obtain a
high-quality image of all objects, or the complete semantics of a visual model from a single high, medium, or low-
density image. In order to obtain the complete semantics of the visual model, a series ofimages need to be processed
with the transfer of images to a common synthetic image. The proposed technique allowed for such problems to be
resolved. A comparison of the results obtained using the methods of processing a single image proved the reliability
and high information content of the method.

Keywords: mathematical modeling, semantics, visual model, figurative model, visual structural model, information
field, information semantics, cognitive semantics, information model, cognitive model

© V.P. Savinykh, S.G. Gospodinov, S.A. Kudzh, V.Ya. Tsvetkov, |.P. Deshko, 2022
51


https://doi.org/10.32362/2500-316X-2022-10-2-51-58
mailto:cvj2@mail.ru

Semantics of visual models Viktor P. Savinykh,
in space research etal.

e Submitted: 23.12.2021 e Revised: 10.01.2022 ¢ Accepted: 26.03.2022

For citation: Savinykh V.P., Gospodinov S.G., Kudzh S.A., Tsvetkov V.Ya., Deshko |.P. Semantics of visual models in
space research. Russ. Technol. J. 2022;10(2):51-58. https://doi.org/10.32362/2500-316X-2022-10-2-51-58

Financial disclosure: The authors have no a financial or property interest in any material or method mentioned.

The authors declare no conflicts of interest.

HAYYHAA CTATbA

CemMaHTHKA BU3YAJIbHbIX MOJIeJICH
B KOCMHY€CKHUX HCCICTOBAHUSIX

B.MN. CaBuHbix !,
C.lr. FrocnopuHos 2,
C.A. Kyax 3,

B.4. LiBeTkoB 3: @,
W.N. fewko 3

1 MockoBsckuii rocynapCTBeHHbIV yHUBEPCUTET reoaesun n kaptorpapum, Mocksa, 105064 Poccus
2 YHMBEPCUTET apXUTEKTYPbI, CTPOUTENLCTBA 1 reogesun, Copus, 1164 Bonrapws

3 MUP3BA — Poccurickuii TexHonormyeckuii yHmsepceutet, Mocksa, 119454 Poccusi

@ AsTOp A nepenvicku, e-mail: cvi2@mail.ru

Pesiome

Llenu. Uenb paboTbl — pagpaboTka METOANKW AN OLEHKM CEMAHTUKK CNabo CTPYKTYPUPOBAHHbIX UM MOPdOnori-
YECKW CNOXHbIX BU3yaslbHbIX MHPOPMALMOHHBLIX Mogenei. Ona AOCTUXEHWS e BBOAUTCSA KPUTEPUIA OTHECEHMS
BM3yasibHbIX MOAENEN K CIIOXHbBIM 1 anropuTM Moy4eHUs rpaMeHTHOro M3006paxXeHMs C HECKOJIbKMMUN YPOBHAMM
nnoTHocTu. pagneHTHoe n3obpaxeHne He SBNSETCS OUHAPHBIM, HTO MOBLILIAET HAAEXHOCTb HAXOXAEHWS FPaHuL,
U KOHTYPOB. BBOAMTCS BCnomMorartensHas CTPyKTypHasi BU3yanbHas MOAENb, 1 B 06paboTke NCMONb3yeTcs ce-
pusi nsobpaxeHuin pasHor nNNoTHOCTW. Janee BBOAUTCS MOHATUE YCIOBHOM CUCTEMbI KOOPAMHAT N3006paxeHns,
NO3BOJIAIOLLEN NEPEHOCUTb MHDOPMALIMIO C Pa3HbIX BU3yalibHbIX MOAENEN HA CUHTETUYECKYIO PE3Y/IbTUPYIOLLYIO
BM3yasibHYIO0 MOLENb.

MeTopabl. Vicnonb3oBaHve rpagneHTHon 06paboTkn n306paxeHnii N NOCTPOEHME HOBOW NMPOMEXYTOYHOW CTPYK-
TYPHOW MOJENM, KOTOpasi MO3BONSET CBS3bIBATL MOAENN C PA3HOM NJIOTHOCTbLIO. BBEAEHME CUCTEMbI YCIOBHBIX KO-
opamHaT n3obpaxeHus. ObpaboTka cepumn MOAENEen C Pa3HOWM NNOTHOCTLIO AJ151 MOSYyHEHUS CUHTETUYECKOrO N30-
BpaxeHus.

PesynbTatbl. [IpoBeaeHa 06paboTka BU3yasbHbIX MOAENEN, MONYYEHHbBIX C KOCMUYECKUX CHUMKOB CO criaboi pas-
NIN4MMOCTbIO 06bekToB. OBpaboTaHbl CHUMKM B cucteme «ConHue — 3emns — JlyHa». B kauecTBe 6a3nca BelbpaHa
cuctema «ConHue — 3emnsa». [1ns KOCMUYECKMX CHUMKOB XapakTepHO TO, 4TO spkuii ceeT ConHua «3abmBaeTt» n3o-
BpaxeHuns opyrux o6bekToB ¢ 60nbLINMK Ga30BbIMK yrnamu. NprUMeHeHe METOANKN OKOHTYPUBAHUS MO3BONIIO
BbIPOBHATb M306paxeHns 0O6BbEKTOB cnaboli SPKOCTU 1 BONbLIOW APKOCTU. CMeLLLEHNE YaCTOTHOM XapakTepPUCTUKN
nocrne BbISIBEHNSI BCEX 0OBbEKTOB MO3BOMNI0 CHOPMMPOBATL YETKYIO BU3yaslbHYIO MOOENb.

BbeiBOAbI. Ha NepBUYHbIX BU3YasbHbIX MOAENSAX M300PpaxXeHUs1 cnabor spkoCTr He BUAHBI. [puy yBENNYEHUN 9KCMO-
3ULMN OHU MOSIBASIOTCS, HO OO BEKTbI BbICOKOM MAOTHOCTU MOMYT CIMBAaTbCS B OOMH. MI3-3a2 9TOro No 0AHOMY CHUMKY
BbICOKOW, CpeaHel unn cnaboi NA0THOCTU NPUHLMNNATIBHO HEBO3MOXHO MOJIY4NTb KA4ECTBEHHOE N306paxeHne
BCEX OOBEKTOB WJIM NOJIHYIO CEMAHTUKY BU3yasibHOW Moaenu. Jns nony4eHns NosaHOM CEMaHTUKN BU3yanbHON MO-
nenn Heobxoamma obpaboTka cepum M306paxeHUin ¢ NepeHoCoM n300paxeHnin Ha obLLiee CUHTeTUYeckoe n3o-
6paxeHue. NpepnoxeHHas MeTOAMKa NO3BONSET pellaTb Takne 3agadqn. CpaBHEHWE MOyYEeHHbIX PE3YSbTaToB C
MeTogamu 06paboTky 0AHOIO N306paKeHNst MOKa3bIBAET HAAEXHOCTb 1 60bLUYIO0 NHHOPMATUBHOCTL METOAA.
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KnioueBble cnoBa: matemaTnyeckoe MoAenMpoBaHne, ceMaHTuka, BudyasnbHas Moaesb, oOpa3Has Moaesb, Bu-
3yasibHas CTPYKTypHas mMonaenb, MHOpMaLMOHHOE none, MHGOPMaLUMOHHAs CeMaHTUKa, KOrHUTUBHas CeMaHTuKa,

I/IHq)OpMaLJ,VIOHHaﬂ MoJeJb, KOTHUTUBHAA MOAe b
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Ana uutupoBaHus: CasuHbix B.IM., FocnoguHos C.I., Kyopx C.A., Lisetkos B.4., dewko WN.M. CemaHTnka BU3yasb-
HbIX MOZENEN B KOCMUYECKUX nccnenoBanusx. Russ. Technol. J. 2022;10(2):51-58. https://doi.org/10.32362/2500-
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MpospayHocTb hMHAHCOBOW AeATEeNbHOCTU: ABTOPbI HE UMEIOT PUHAHCOBOI 3aMHTEPECOBAHHOCTN B MPEACTaB/EH-

HbIX MaTepuanax nin MetToaax.

ABTOpbI 329BNSI0T 06 OTCYTCTBUN KOHDINKTA MHTEPECOB.

INTRODUCTION

The widespread use of semi-structured visual models
is caused by their application in many areas: radiation
diagnostics, space research, radar images, thermal
images, laser scanning systems, etc. At the present time,
the processing of such images to obtain the semantics of
the image is a matter of relevance.

Each model has a presentation or description
form and a content part. The morphology or formal
representation of the model and its semantics therein
is a matter of discussion. The semantics of any model
refers to its semantic content, including the description
of'its structure and spatial relationships. The semantics
of a visual model is related to the extent to which it
provides information [1, 2]. In many informational
and visual models, the formalism of the model and
its content are created separately. In practice, these
technological stages of creating a model are called
formalization and collection of semantics. This is
because a formal model can have different meanings
and should not be rigidly bound to semantics. The
same formal model can have different meanings. For
example, the image of a rectangle on a visual model
may represent a house, a land plot, an engineering
structure, or a computational unit (in an algorithm
diagram). The meaning of the visual model or its
semantics is determined by analyzing additionally
collected information. This technique is practiced
in geoinformatics, in which metric and attribute
information is collected separately.

Among visual models, two types of models can be
distinguished according to the criterion of perception.
The first type consists of well-structured and recognizable
visual models with clear contours and known objects.
Examples are snapshots of an urban area, scanned
images of drawings, or maps. This type of visual models
can be characterized by the term “objective.” For this
type of visual models, there is a natural decomposition.
The semantics can be easily collected separately and
then combined with the model. The second type consists
of visual models with fuzzy contours or their absence,

and images of objects of an unknown class. This type
of visual models can be characterized by the term
“figurative” or “morphological.” Collecting semantics
separately for such models is a difficult matter. This type
of models is found in space research, in the processing
of radar images, and in X-ray images. There is no natural
decomposition for this type of visual models. Therefore,
the decomposition problem becomes an additional
task. The problem of the semantics of such visual
models is closely related to the extraction of implicit
knowledge [3]. The general problem of the content
accuracy of visual models belongs to the field of artificial
intelligence. This problem is indirectly connected to
the information field [4, 5], information relations, and
information-cognitive semantics. The term “information
perception” and the term “cognitive perception” can also
be added. The semantics of visual models has cognitive
and informational components. Therefore, both of
these factors must be investigated when analyzing the
semantics of visual models.

1. RESEARCH METHODOLOGY

The study was carried out using the methods
of gradient, statistical, comparative, and qualitative
analysis. Publications in the field of analysis and
processing of semi-structured images, as well as satellite
images were used as materials.

2. RESEARCH RESULTS
2.1. Formation of a visual model

Unlike other information models, visual information
models must have three characteristics: morphology,
topology, and spatial relationships. In some cases, the
topology defines the structure. Topology and spatial
logic are most often present in visual models of the
first type. In visual models of the second type, there are
only morphological features and spatial relationships.
Two types of visual models can be used to construct
formational schemes.
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Figure 1 shows the scheme for constructing
a visual model of the first type. The source of
information is a spatial image (a snapshot of a spatial
image), which contains clear boundaries and allows a
natural decomposition of the objects comprising this
image.

DB

1[V]
| Spatial image ' Visual model
! e A/ of the first type
: Natural : g §->
1 | decomposition, > o Sf |o 2 Inf i
i | clearboundaries || |G & % 2 nformation
! ! g9 > semantics
I ¢ 1 D O of the model
: Semantic \ - ?a
! environment ! g

Fig. 1. Block-diagram of a model of the first type.
DB llU—Database of information interpretation units

Natural decomposition and clear boundaries allow
an independent semantic environment to be identified
and each part of the spatial image (map, urban area)
to be described. Natural decomposition and clear
boundaries make it possible for the visual model to
be divided into morphological and semantic parts. In
Fig. 1, this is shown by a double-sided arrow between
the semantic environment and the morphological part.
For visual models of the first type, the morphological
part and semantics can be separated at the level of
model components. This separation enables independent
processing of the morphological part and subsequent
semantic processing of information. This leads to a
formation of the semantics of the model which can be
called informational.

A special database of interpretive units is used to
form the semantics of the model. It can be a symbol
classifier or a thesaurus. The visual model conveys the
meaning of the spatial image in a compact form. In

order to convey the same semantics using a natural or
artificial language, large informational descriptions are
needed.

Figure 2 shows the scheme for constructing a visual
model of the second type.

According to the diagram in Fig. 2, the spatial
image does not contain clear boundaries and clear
decomposition of parts. Therefore, the semantics of
the parts of the image, as well as the image as a whole,
is implicit. This image is conveyed not in the form
of separated parts, but as an informational situation
containing objects and implicit relations. Therefore,
the first stage of processing and extracting the meaning
of such an image is the associative decomposition of
the situation. It relies on a database of associations
contained in the cognitive domain of an expert [6] or
an intelligent processing system [7]. There are a large
number of software tools which assist the expert in the
analysis and interpretation of images. Such a software
product can be used to simplify the image and create
a model that combines different images of the same
object.

The cognitive and informational semantics of the
visual model is created as a result of processing, since
the cognitive factor affects its creation at the level of
associative decomposition. For visual models of the
second type, the semantics is more informative compared
to the semantics of models of the first type.

2.2. Experimental studies

When processing space images, the concept of
“primary images” should be introduced. These are
pictures taken by cameras directly in the process of
observation without any processing.

The following figures show the results of
experimental work. Figure 3 shows a visual model,
which is the primary image obtained during the initial
survey. It gives an image of three spatial objects: the

DB
f oo : 1y
: Spatial image '
! ! v Visual model
- of the second type
: Informational : c i
' | situation without | ! 08 s Tlefo Cognitive
i | clearboundaries |\ |£ 77 NE £33 and informational
| | and decomposition | ” 'g g 123 > £ QE, g semantics
| withimplicit | 25 £8| 18258 of the model
! semantics ! <9 = £ Sca
! ' g < ]
© S
b oo . 2
A >
Association
database

Fig. 2. Block-diagram of a model of the second type
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Moon, the Earth, and the Sun. Due to the direct light
of the Sun “clogging” the brightness of the reflected
light of other objects, the images of objects are barely
visible.

The objects in Fig. 3 have the following
characteristics: the distance to the Moon is 10897 km;
the apparent diameter of the Moon is 15°48°33.8”" and
the phase angle is 166.6°; the distance to the Earth is
406300 km; the visible diameter is 1°46°16.0” and
the phase angle is 152.3°. The distance to the Sun is
0.99124 AU and its visible diameter is 32°16.2”". Recall
that the phase angle is called the angle in the Sun—
object—observer system. This angle is defined as the
angle between the incident and reflected light from the
object, as perceived by the observer [8].

The image is poorly recognizable, so a gradient
processing or a structural visual model was made for it,
shown in Fig. 4.

The structural visual model plays the role of a map.
It can be schematized, vectorized and made into vector
tracing paper to be superimposed on other image options.
Figure 5 shows this vector tracing paper or structural
vectorized model.

The structural vectorized model shows three basic
objects and a conditional object, the position of which
needs to be determined.

Between Fig. 5 and Figs. 3 and 4 there is a
complete informational geometric correspondence [9].
The model in Fig. 5 is a typical informational spatial
model [10]. This allows for measurements to be made,
in order to “connect” informational factors to visual
ones.

In Fig. 5, the symbol S stands for the Sun, E for
the Earth, M for the Moon, and O for an arbitrary
cosmic body. A visual structural model or a geometric
model allows a conditional image coordinate system
relative to the selected objects to be established. For
Fig. 5 it is the Earth—Sun direction. The second axis
is perpendicular to this direction. By measuring the
distances on the image from an arbitrary body to the
selected objects, the coordinates of the object in the
conditional coordinate system can be determined using
the formulae:

N=2S§

SOE/ B

SE°
(1)
L= (REZ _ N2)1/2.

All parameters are shown in Fig. 5. In (1), Sqop
is the area of the triangle SOE calculated through the
lengths of its sides. It should be emphasized that the
N and L values are conditional image coordinates,
corresponding to spatial relationships rather than to
real spatial coordinates. The characteristic curve can be
adjusted by means of computer processing. Enhancing

Fig. 3. Primary image of the Sun, the Earth,
and the Moon

Fig. 4. Structural visual model obtained on the base
of gradient processing of the primary image

(o)

Fig. 5. Vectorized or geometric model to superimpose
a series of images

weak light tones and general equalization of tones gives
the image shown in Fig. 6.

The image of objects in Fig. 6 is given in pseudo-
colors. In Fig. 6, the stars which are not visible in the first
picture are clearly visible. The Sun has a clearly visible
halo as a set of concentric circles of different brightness.
Based on Fig. 5, it is possible to estimate the locations

Russian Technological Journal. 2022;10(2):51-58
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Fig. 6. The image obtained by processing
the primary image

of recognizable objects in Fig. 6. Albeit not the primary
ones, they are derived from the image shown in Fig. 3.

Using and obtaining a visual structural model (VSM)
allows for a series of images of different densities and
different detail to be processed. VSM objects of different
density and visibility to be combined into a general
visual model.

This approach is based on transition from a visual model
to a geometric informational model and the subsequent
use of geometric image processing [11]. It is already
being applied in the processing of aerospace images [12],
albeit with the implementation of regression methods and
direct measurements of images. The primary images (for
example, Fig. 3) do not have high measurable properties.
The method proposed eliminates the measurement of the
primary image and uses a clear geometric model (Fig. 5).
This model allows not only measurements to be performed,
but for the quality of the primary image to be improved and
made more visual (Fig. 6).

CONCLUSIONS

The semantics of visual models contain not only
attributive characteristics, but also the characteristics of
their visibility and spatial relationships. When analyzing
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