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Abstract

Objectives. The work set out to consider the problem of identification of decentralized systems (DS). Due to the
increasing complexity of systems and a priori uncertainty, it becomes necessary to identify appropriate approaches
and methods. In particular, this concerns the parametric identifiability (Pl) of DSs. This condition can be explained
in terms of the complexity of the DS and the presence of internal relationships that complicates the process
of parametric estimation. Thus it becomes necessary to propose an approach to Pl based on meeting the conditions
of the excitation constancy that takes subsystem relationships into account. A class of nonlinear DS is considered
whose nonlinearities satisfy the sectoral condition. By taking this condition into account a more rational approach can
be taken to the analysis of the DS properties. The work additionally set out to: (1) develop an approach to the analysis
of the properties of adaptive identification systems (AIS), taking into account the requirements for the quality of the
processes and synthesis of adaptive parametric algorithms; (2) investigate the possibility of using signal adaptation
algorithms in DS identification systems and searching for a class of Lyapunov functions for the analysis of AIS with
such algorithms; (3) model the proposed methods and algorithms in order to confirm the results obtained.
Methods. The research is based on adaptive identification, implicit identification representation, S-synchronization
of a nonlinear system, sector condition, and Lyapunov vector function methods.

Results. The conditions for the parametric identifiability of the DS at the output and in the state space are obtained.
A criterion is proposed for estimating the stability of an AIS with signal adaptation. Algorithms for adjusting the
parameters of an AIS are synthesized. The exponential dissipativity of the evaluation system is confirmed. The
influence of interrelations in the subsystems on the properties of the obtained parameter estimates is considered.
An adaptive algorithm can be described by a dynamic matrix system if a functional constraint is imposed on the AIS.
The proposed methods and algorithms are modeled to confirm their validity.

Conclusions. Considering the problem of identifying nonlinear DS under uncertainty, estimates have been obtained
for the nonlinear part of the system satisfying the quadratic condition. The parametric identifiability of nonlinear
DS has been confirmed. Algorithms for parametric and signal adaptive identification have been synthesized. A class
of Lyapunov functions is proposed for evaluating the properties of an adaptive system with signal adaptation. The
exponential dissipativity of processes in an adaptive system is demonstrated.
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Pesiome

Llenun. PaccmatpuBaeTca 3agaya naeHTudukaLmm oeueHTpann3oBaHHbix cuctem (AC). YenoxHeHve cuctem n anpu-
opHasi HeonpeaeneHHoCTb TPebyoT pa3paboTky COOTBETCTBYIOLLMX NMOAXOA0B M METOAO0B. DTO KacaeTcs, npexae
Bcero, napametpuyeckoi ngeHtnduumpyemoctn (M) AC. Takoe COCTOAHNE MOXHO 0ObACHUTL CNOXHOCTbIO [C,
HaM4Mem BHYTPEHHMX B3aMMOCBS3Ee, KOTOPbIE YCIIOXHSIM MPOLLECC NapamMeTpUYeckoro oLeHnBaHms. Heobxoammo
npeaioxXnTb noaxon, k M, 0CHOBaHHbIN Ha BbINOJSIHEHUN YCITOBUS MOCTOSIHCTBA BO30Y>XXAEHWS 1 yHeTE B3aMMOCBS3EN
B noacuctemax. PaccmaTtpmBaeTcs Knacc HenMHenHbIX 4C, HENIMHENHOCTU B KOTOPbIX YAOBNETBOPSIOT CEKTOPHOMY
YC/OBUIO. YYeT 3TOro ycnoBusi No3BossieT 060CHOBaHHO MNOAOWTY K aHann3y cBoiicTs [1C, 4To ABNsSieTCcs 0AHOM 13 Le-
nen gaHHoro uccneposaHus. Kpome Toro, uenamu paboTsl aensoTcs: 1) paspaboTka noaxoaa K aHanvay CBOWCTB
aganTuBHbIX cuctemM naeHtuounkaumm (ACK) ¢ ydetom TpeboBaHMIA K Ka4eCTBY MPOLECCOB U CUHTE3 adanTUBHbIX
napameTpu4eCcKnx anroputMoB; 2) NCCnefoBaHMe BO3MOXHOCTU MPUMEHEHNS anrOPUTMOB CUMHANIbHOM adanTtaumm
B cuctemax naeHtndunkaumm AC n nonck knacca ¢yHkumin JlanyHoBa ans aHanu3a ACU ¢ Takumu anroputMmamu;
3) mooennpoBaHve npeanaraemMbiXx METOAOB M aITOPUTMOB C LIENbIO MOATBEPXAEHMS MOMYYEHHbIX PE3Y/bTaTOB.
MeToabl. [MpumeHaloTCa MeTon afanTUBHOM MaeHTUdUKaUUN, HeaBHOe MAEHTUOUKALMOHHOE NpeacTaBlieHne,
S-CMHXPOHN3ALNSA HENIMHENHOM CUCTEMbI, CEKTOPHOE YCNIOBME, METOA, BEKTOPHbIX GYHKLMIA JIanyHOBA.
Pe3ynbTatsl. [TonyyeHbl ycnosus M ,C no BbixoQy 1 B NPOCTPAHCTBE COCTOSHUSA. [peanoxeH Kputepuii, no3Bo-
NSO NONYYUTh OLLEHKM yCTonuYmnBocTn ACU ¢ curHanbHol apantaumen. CUHTE3MPOBaHbI aNrOPUTMbl HACTPOMKN
napameTpoB ACW. lokazaHa SKCnoOHeHu anbHas AUCCUNATUBHOCTb CUCTEMbI OLLEHMBAHNS. PACCMOTPEHO BAUSIHNE
B3aMMOCBS3€el B NoACUCTEMAX Ha CBOMCTBA MoJly4aeMblX OLEeHOK napameTpos. [TokasaHo, YTo afanTUBHbLIA anro-
PUTM MOXHO OonmncaTb ANHAMUYECKON MATPUYHOWM cuctemon, ecnu Ha ACY HanoxmnTb GYHKUMOHANBHOE OrpaHmye-
Hve. BbinonHeHO MoaennpoBaHme npeajiaraeMbix METOO0B U alirfOPUTMOB.

BeiBOoAbl. PaccmoTpeHa npobnema naeHTndunkaumm HenvHenHoix 1C B ycnoBmsx HeornpeaeneHHocTu. [MonyyeHsl
OLEHKN AN HENIMHENHOM 4YaCcTn CUCTEMbI, YAOBETBOPSAIOLLEN KBaApaTUYHOMY ycnosuio. JokadaHa NN HennHen-
HbIX [1C. CMHTE31pPOBaHbI aNrOPUTMbI MAPAMETPUYECKON 1 CUTHANTIbHOW aaanTUBHOM naeHTudukaumn. Npeanoxex
Knacc GyHkUnn J1anyHoBa ons OLEeHKM CBOMCTB afanTUBHOW CUCTEMbI C CUMHANIbHOW agantauven. JokazaHa akcno-
HeHumnanbHas AMCCMNaTUBHOCTb NMPOLLECCOB B a4anTUBHOM CUCTEME.

KnioueBble cnoea: agantueHas naeHTUdUKaLMS, UOASHTUDULMPYEMOCTb, SKCMOHEHUManbHasa yCTOMYMBOCTb, MO-
CTOSAHCTBO BO30YXAeHWNs, BeKTopHaa GpyHKUMA JIanyHoBa, CUrHanbHasa agantaums, CeKTOpHOe YC/ioBMe

Ansa untupoBaHua: Kapabytos H.H. O6 maoeHTudumkaunm OeueHTpannu3oBaHHbIX cuctem. Russian Technological
Journal. 2025;13(4):95-106. https://doi.org/10.32362/2500-316X-2025-13-4-95-106, https://www.elibrary.ru/EFGVQG

Mpo3spa4yHoCTb HPUHAHCOBOI AeATeNIbHOCTU: ABTOD HE NMeeT GUHAHCOBOW 3aMHTEPECOBAHHOCTY B NpeacTaB/ieH-
HbIX MaTepuanax uiM metTonax.

ABTOp 3asBnsieT 06 OTCYTCTBUN KOHDNNKTA MHTEPECOB.

* Penakiys IPUHOCHUT CBOU COOOJIE3HOBAHMS B CBsI3U ¢ koHunHOW Hukomnass Hukonaesuua KapabyToBa nociie npuHATHS PyKOITHUCH
K IyOJTUKAIHH.
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On the identification of decentralized systems

Nikolay N. Karabutov

INTRODUCTION

Decentralized control systems are widely used
to solve various problems. In most cases, the focus
is on ensuring the stability and quality of a system.
Typically, decentralized systems (DS) operate under
conditions of insufficient a priori information [1-7].
Various approaches and methods are used for the
management of DS. Identification methods based on
adaptive observers [2, 5], neural networks [6], frequency
methods [7], model-based approaches [8], correlation
analysis, and least squares methods [9] are used to
recover the missing information. In [10], a two-step
identification procedure is implemented. After applying
adaptive control regularities, various procedures are
used to estimate their parameters [11-13].

The analysis shows that different identification
procedures and methods can be applied depending on the
subject area for which a DS is being developed. Existing
parametric uncertainties are typically compensated by
adjusting the parameters of the adaptive control law.
However, retrospective identification methods do not
always take into account the current state of the system. In
addition, the properties of the proposed algorithms and the
identifiability of the system itself, as well as the influence
of links in the system, are not always taken into account.
This is compensated by the use of multistep identification
procedures.

The present work considers the problem of adaptive
identification of nonlinear DS (NDS) with nonlinearities
for which the quadratic condition is satisfied (Section 1).
Section 2 analyzes the important problem of parametric
identifiability (PI) of an NDS in both the state variable
space and the output space. The influence of the properties
of the information space of the system on the PI is analyzed.
An approach for the synthesis of adaptive algorithms (AA)
for identification based on the second Lyapunov method
is proposed. Two classes of algorithms, parametric and
signaling, are considered. The properties of the identification
system are studied. The exponential dissipativity of the
adaptive identification system (AIS) is proved.

1. PROBLEM STATEMENT

The system consisting of m interconnected

subsystems is considered:

m
X =AX +Bu+ Y AX (X)),
S =L, j#i (1)

where X; e R", Y; e R% are state and output vectors
- m
of S, subsystem, u; €R is control, i=1,m, Y n =n.

i=1

Elements of matrices A; € R"*"i,B, e R" ,A; € R

are unknown, C; € R%". The matrix Kij reflects the

mutual influence of the S; subsystem. F; (Xi ) eR"

takes into account the nonlinear state of the S; subsystem,

and the matrix A; €.7" is Hurwitz (stable).
Assumption 1. F(X)) belongs to class

g (nl,nz): o
= {F(X) eR" ;X <F(X)<m,X, F(0) = 0}
and satisfies the quadratic condition
(r,X-F(X))" (F(X)-m,X)>0, (3)

where ; > 0, 7, > 0 are given numbers.
The mathematical model for system (1) is the
following:

m. o~ 4)

where K; €..7" is the Hurwitz matrix with known
parameters; X; is the model state vector; A;, B,, and

A,-j are adjustable matrices of appropriate dimensions
and F; is the a priori given nonlinear vector function
with known structure. The matrix K is chosen according
to control or identification system requirements.

It is necessary to find algorithms for estimating the

parameters of model (4) based on the analysis of the set of
measurement data L= {Xl. (), u; (1), X0, tel= [to,tk ]}
(J is the data acquisition interval; #is the time; and t, t, are the
beginning and end of the time interval) and satisfying
assumption 1, such that

lim X, () - X, (1) <5,
[—
where 8, > 0.

2. ON THE IDENTIFICATION
OF THE S; SUBSYSTEM

The possibility of parameter estimation depends on
the identifiability of the S, subsystems. It is known that
in adaptive systems, the excitation constancy
condition (marginal non-degeneracy) of elements I ;
should be satisfied when implementing estimation
algorithms.

Let the function u(7) satisfy the excitation constancy
condition:

Russian Technological Journal. 2025;13(4):95-106

97



On the identification of decentralized systems

Nikolay N. Karabutov

Loy, le?(t)saui Vte[to,to +T], 5)

where &y, ,0,, are positive numbers, 7> 0. Further, the
1
condition (5) is written as u,(1) €27, 5 . Ifu(f) does
=Uu; >y
not have the excitation constancy property, then it is
written as u; (1) g @7, g oru,(H)gce .
=u;’ u;

Note 1. For the identification (identifiability) of
nonlinear systems, condition (5) should be chosen taking
into account the S-synchronizability of the nonlinear
system [14]. In this case, property (5) is written in the
following form:

, (Qu[ <ul(1) < a, )&(Qui (o) = Qs(co)),

where Q”i (o) is the set of frequencies u; g(w) is the

set of admissible frequencies of the input u,, providing
S-synchronizability of the system. In the following, the

excitation constancy property is denoted by %‘%u o
0y,
noting that it guarantees 7(15 5
—Uu;>"u;
The model (4)

is considered to obtain the
identifiability ~conditions of S, For the error

E; = Xi —X,, the following equation is derived:

E, =K,E, + AA)X; + ABu; +
M 6
+ > AAX; HAF (X)), ©
Jj=Lj#i
where AAI :Ai _Ai’ ABI :ﬁi _Bi’ AKZ] :KU _Kij’

AF; = ﬁ‘i —F, are parametric discrepancies.
Lemma 1. If the nonlinearity F(X) e R” belongs to
the class F(X)e. 7§ (nl , nz) and

T X<F(X)<n,X, (7

then the following estimate holds for F(X):
2 —
[F(O" < naix ®)

where XeR", n, > 0, m, > 0, 1 =n(n1,n2) >0,
Oy =0y (X) > 0.

Lemma 2. If the conditions of Lemma 1 are satisfied,
then the following estimate holds for AF(X):

AFTAF <2nay + 8,

2

where N=2%+7°, T=mn,,n=m, +n,, 5> 0.

Consider the system (6) and the Lyapunov
function (LF) ¥; (E;) = 0.5ETR,E;, where R, =R] >0

1
is a positive definite symmetric matrix. We denote the

matrix norm AA;: "AAZ- " =, /Sp(AAiTAA s
HAKU :,/Sp(AA;AAij), Sp(+) is the trace of the
matrix.

Theorem 1. Let 1) the matrix A; €./

2) X;(t)e %’@xi ax, ,Xj e %’@Xj »axj u,(t) e ?/l“(dw 4, ;

1 1

and 3) the conditions of Lemmas 1, 2 are satisfied
for F(X,). Then the subsystem (1) is identifiable
on the set I ;, provided that

2{&&. aa, | + q, |aB,[ +

(€]
mo — 2 _ _
+ . Z ,an HAAIJ“ +2nocxi +8Fi <AV
Jj=Lj=i

where Xl- =A; —k;, A, >0 is the minimum eigenvalue of
the matrix Q,, k£, > 0, K,R, +K;/R; =-Q;, Q, is a
positive symmetric matrix, N=2%+n%, © = T+,
T=m",, 8Fi >0.

If the conditions of Theorem 1 are satisfied, then the
S, subsystem is called identifiable on the set I
or &7y -identifiable.

1

We consider the identifiability of the subsystem S,

on the set “Input—Output™:

I[O,Yl- = {Yi(t)’ Hl-(t), Yj(t)a tel :[to,tk]}.

For the §; subsystem, the following representation
is true:

Y, = A#’in. + B#,i”i +

mo o (10)
+ > A, Y, +CIF(CY,),
j=Lj#i
- # T - ~ -
where C; =(CTc;) €T, A, =C/A,C;. B, =CIB,

~ hum & .
A#,ij =Cj Al.jCj, # 1is the
pseudoinversion.

Taking into account the specificity of equation (10),

the model for (10) has a similar structure to (4). We
E,, =Y,-Y, and LF

sign of the matrix

introduce  the
_ T
Vs (E#J ) =0.5E] R,E, .
Theorem 2. Let: 1) the matrix A#,ie%/ ’;
DY, o Y07, v, u () e@7,

€Iror

a a 8,
; Y L

3) the conditions of Lemmas 1, 2 are satisfied for F(X);

Russian Technological Journal. 2025;13(4):95-106

98



On the identification of decentralized systems

Nikolay N. Karabutov

and 4) the S, subsystem is observable. Then the
subsystem (1) is identifiable on the set ]Io,Yi’ provided
that

Z(aYi Jaas [+ a, |aB,| +

m — 2 _
+ Z dy, “AA#J] “ +21‘|(in +6Ft Shy Vi
J=1,j#i
where  AAy, =A,, — Ay, ABy, =By, -By;,
AR, =Ay;—Ay AF=F—F 7, >0

The proof of Theorems 1 and 2 is reduced to ensuring
the non-positivity of the LF derivatives.

3. SYNTHESIS OF ADAPTATION ALGORITHMS

We consider the LF 7 (Ei ) =0.5ER,E; whose
derivative on the motions (6) has the following form:

— T T
V,=-ETQ,E, +EJR, x

m
x[AAiXi +ABu; + . AAX; +AF, (xi)J.
j=1,j#i

We require that in the process of adaptation the
following functional constraint is satisfied:

V <—y;(AA;,AA, AB, AF)),
where
1(AA;.AA;,AB;, AF, ) = 0.5((p A, O]2A, of +

+ 03, QRO + o0, OB+ o3, 0% 0 )
Pa, (0, 95 (). g (1), ¢ (1) are bounded non-
negative functions. Then
M =V; +y; =—EJQE; +7(AA,,AA,, AF, ) +
mo (11)
+ETR, {AAI.XI. +ABu; + D AAX HAF (X, )J
j=Lj#i

From the condition n < 0, the AA is derived, as
follows:

A T
AA; =T, ((pAi A +ERXT),

— A T
ARy =Ty, (%l_jAAij +ERX] ) (12)

i [

AB, =-Ty ((pBijABi +R.E.u.),

where T’ A r A’ and T p, are diagonal matrices of

corresponding dimensions with positive diagonal
elements. This guarantees the stability of the adaptation
processes.

3.1. Parametric algorithm for F;

Parametric and signaling algorithms can be
used to estimate F, We consider the parametric
approach [15].

Assumption 2. The function F(X)) is defined on the
following set:

F, e]FFi :{Fl. € Ng (Tcl,nz):Fl.(Xi):

=FT (Xl.,Nl.yl)Ni’z, (13)

N, =[NJL.NL TN, e Ni,a},

where Ni’a = {Ni eR":N; <N; < N;} is  the
a posteriori formed parametric domain for F; E,ﬁ are

the vector bounds for N, understood as n; € N;, 7; € Ni;
N, | is the a priori known vector of nonlinearity
parameters, N; , is the a priori unknown set of
parameters, which is further considered as a vector to be
estimated. Some elements of N;, Ni may be unknown.
The structure I:‘l. (Xl. Ni ) is formed a priori taking into
account the known vector N, ;.

It follows from (13) that the estimate of the vector
function F(X,) in the identification step is sought in the
following form:

A

F.(X,)=FT (Xi’Ni,l)Ni2’ (14)

s

where Ni,l eR"1 is the a priori estimate of known
parameters, Ni,z eR":2 is the vector of adjustable
parameters.

We assume N; =N, UN;,. The set N, cR"l
(Nl.,1 € Ni,l) contains elements that are not available for
tuning with AA. The elements N;, €N, , < R"2 are
estimated in  the identification  step. The

matrix Fl.( y,Ni’l) is formed in the step of structural
synthesis (analysis) of the system. The representation (14)
is a consequence of the proposed parametric concept
for F(X)). A

Note 2. The vector N;; can be tuned iteratively
based on the forcing algorithm [15].

Since AF=F[T (y, Ni,l)NLz -F,(X;), then from

the condition Vl <0 we obtain AA for Ni’z, as follows:
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N, = _rFi (‘PFi Ni,+ F'RE, (Xi’Ni,l ))> (15)

where I'p is a diagonal matrix with positive diagonal
1

elements.
In the following, the system (6), (11), (15) will be
denoted as AS ;5 to simplify the references.

3.2. Signaling algorithm

We consider the following model:

LS (16)
+ z A X+,

L

and the error equation:

E, =K.E. + AA X, + ABu, +
o (17)

Z AX;+U (X)) -F(X).

j=Lj
The LF derivative has the following form:
V;=-ETQE, +E[R, x
LI (18)
x| AAX; +ABu; + > AA X, +U, ~F, |,
j=L,j#i
and the algorithm for U, is as follows:

U,=-DRE, (19)
where D; e R is the diagonal matrix with positive
elements.

Since  F;(X;)e. /g (m.m,),
for F(X)).

We use the approach described in [16]. Choose the

Lemma 1 holds

clements of the matrix D, from the condition
||Dl. || >d; zna X, Then we obtain the following
for (18):

7 — _gT T

V.=-E;QE, +E;/ R, [AAI.Xi +ABu; +
20)
n —_—

+ D, AAX;-DRE,-F |

j=l.j#i

Since E/R,D;RE; >2moy AV,
the smallest eigenvalue of the matrix R, then

where &Ri is

/ T
V,<-oV, +E]R,

(21)
X{AAX +ABu, + Z AAUX]J,
J=1,j#i

where c=A

After
following:

Q" 2ngxi &Ri .

simple transformations we obtain the

RS (NI e

¥ a | J

J=lj#i

If the condition

2(axi ||Ml||2 +a, [aB, ||2 +

+ Z OLX “AAUH +noclX oV;
J=1,j#i

is  satisfied, then the  system (16) at

(ul- ®),X; (), X j (t)) €@ ¢ isparametrically identifiable

on the set {ui @), X;(®), X j (t)} on the class of
algorithms (12), (19).

For ease of references, the system (6), (12), (19) is
denoted below as A4S, 5,

4. ADAPTIVE ALGORITHM
AS A DYNAMIC SYSTEM

The considered approach to AA synthesis is based
on meeting stability properties and is typical of AIS.
Attempts to obtain more complex AAs involve imposing
constraints on the system. This approach requires
certain knowledge and does not always lead to workable
algorithms. Below, a method is proposed that takes into
account a number of requirements for AIS.

Consider the synthesis of AA using the matrix A, as
an example. We apply LF, as follows:

VA(E;,AA;,AA, )= 0.5ETR.E, +0.55p(AATAA, ).

We require that the functional constraint is satisfied:

VA <y, =—a,Sp(AATAA,).

Then for my = V.l-A + OLASp(AAiTAAi) on the
motions (6) we obtain the following:
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na =-ETQE, + ETR,AA X, +Sp(AATAA, )+
+Sp(AATAA, )+ 0, Sp(AATAA, ).

Hence AA follows for AA;:

_ A T
AA; =-AA; —a,AA, - rAiEiRin‘ .
LetAA; = Z,. Then

Z,=2,,
Saa Z,=-o0,Z, -7, -, ERXT
P A

Thus, we obtain the AA whose state is described by
the S, , system, provided that the functional constraint
X = 0 is imposed on the AIS.

Note 3. Theoretically, different classes of
algorithms can be obtained from this approach. Their
implementation requires further structuring, taking into
account the operating conditions of the loop system.

5. ADAPTIVE SYSTEM PROPERTIES
5.1. The ASA,_.i system
We consider the AS ;. and A4S, systems along
i j
with LF ¥;(E;)=0.5ETR,E,,
Vi =0.5-Sp(AATT;1AA, ) +
m —_— —_—
+0.5) Sp(AATT;'AA, )+

J=1

- -1
+0.5ABIT;!AB; + 0.5AN{2rNi ,ANN -

(22)

Theorem 3. Let: 1) there exist LFs V(#) and Va 1G]
admitting an infinitesimal upper limit; 2) A; €..77;
3) Aij guarantee the stability of the S, subsystem;

> I e .
HX;(t)ew ax, ax, X;()ew @xj ax; u(tyez (Q"i a,’

5) F FFi , where FF,- is the set of functions belonging

to -/, 6) the system of inequalities is valid for the

vector LF W, :[Vi,VA,i]T :
2 _

. 2
Vi < i EKi {V }— H; °F,
. = 1 1
Vai Yail Jossy,

Sxa,ipi _Bxx,i

» (23)

Aw, L;

1

where ui,Ki,Sm’i,pi,BM,i,GFi,SN,Z- are positive

numbers depending on the parameters of the S, subsystem

and the characteristics of the information set;
and 7) the upper solution for W; satisfies the system of

equations vai = AVVi SWi +L;, provided that
w (£) <5, (¢) V(tZtO)&(wp(to)Ssp(tO)),

p=e,i;A,i for elements W, w, € W, 5y € Sw.- Then
1

the system is exponentially dissipative with the following

estimate:

t
W.(1) < eAWf("tO)sWi (1) + JeAWi(t_T)Lidt, (24)
fy
if

“z‘zf’xx,i 2269, iP;- (25)

The limiting properties of ASy ; are determined by
the elements of the vector L, If the structure and the

parameters of the vector Ni,l are known, then the
subsystem is exponentially stable, provided that
Fl. ECE.

We consider the ASp; ; system consisting of the
ASp; m ASp ; subsystems. For ASg; ;, the following
system of inequalities applies:

W, | |Aw, 0 I'w. ] [L,
v.[5l 0o Ay (W |TL, ] @9
W; w LY L

J

where AWi and L, are of the form (23).

The conditions for exponential stability are as
follows:

2 2
My ka,i = ZKiSX(x,ipi’ K B?ux,j = 2KjSXU~’jpj'

5.2. The AS, g system

We consider the LFs V(#) and
— -1
Vagi=0-5-Sp(AATT1AA, )+

m
+0.5) Sp(AAJT;'AA,; )+ 0.5AB]T;1AB, +
j=1
t
+0.5[ Ay BT (1A Fy(v)dr,
to 1 1
where AUi F,=U, -F,.

Theorem 4. Let the following conditions be
satisfied: 1) there exist LFs V() and VAS,i (t) admitting
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an infinitesimal upper limit; 2) A; €.77; 3) Kij

guarantee the stability of the S, subsystem;
4) Fl.(Xl.)eJ/VF“(nl,nz); 5) ui(t)e%?éui,&ui,

. (NG _ . [z 2% _ : 1
X;() e (/@Xi,axi, X](t)e ,/lej’axj, 6) in some
> 0
FTA, F, = 2 Ay FIP) s valid at £>>1,:

i Ay = "Fl" +“ v, ’H is valid at 0>

7) the system of inequalities for the vector LF

origin region there exist such v, that

- -T
WS’Z. = _Vl.,VAS,l._ is satisfied:
o [ 2
Vi < 1 0 AS,i I:VI ]+
Ao
= ?ASJ SASzp’ BAS”' WSJ
We v S
s Avy BNC)

0
+ — |
{\/0. 125vl.niotxi }

Lg

i
>

where u,-,KAS,I-,SA'i,pI-,BAJ,Vi,n,- are positive numbers

depending on the parameters of the A4S ¢ subsystem
1

and properties of the information set I ;;and 8) for the

upper

SWSi = AWS,iSWS,i +Lg ; is valid, provided that

solution Wg;, the system of -equation

w, (£) < 5, (0) V(tZtO)&(wp(to)Ssp(tO)),

p=e,i; Ag; forelements WSi’ W, € WSi’ s, €Sw. -

P S,i

Then the A4S, g system is exponentially dissipative
1

with the following estimate:

A t—t,
W, ()<e w, (1=0)

SWs. (o) +
L Aw. (- (28)
+ Ie WSi( G)Ls,idG,

)

: 2
if 7B 229,88 -

It follows from the that using the
AS g system gives biased estimates of the S, subsystem

results

parameters.

The scheme used to prove Theorems 3, 4 is given
in[17].

Note 4. It should be noted that signaling algorithms
are widely used in adaptive control systems. Their use is
justified on the basis of ensuring the non-positivity of
the LF derivative. This is due to the use of quadratic LFs,
which incompletely reflect the specificity of the

processes in A4S ;g systems. The LF VASi proposed in

the paper makes it possible to substantiate the properties
of the A4S, ¢ system and to obtain estimates of the
1

quality of its functioning.

Note 5. Algorithm (19) is a compensation control.
Therefore, the term “signal adaptation” (SA) only refers
to the choice of the gain matrix in (19). In identification
problems, the SA use depends largely on the quality
requirements of the identification system.

Note 6. The results obtained in [I5] can be
used to analyze the properties of the algorithm (12)
with @, = 0.

6. EXAMPLE

We consider the following system:

Y| |0 1 [ x, 0 0 0
Sy [’&12}_{_‘121 —azj[xu}{aszJ{bjul+Ll}f](x“),

=0 (29)
S - Xy = —ayxy +@yx ) +byuy + 5 fy (X)),
Vo) =X,

where X = [xn xlz]T; ¥, 1s the state vector and the
output of the S, subsystem; u, is the input (control);
S1Gq) sat(x,;) is the saturation function;
J>(x,) = sign(x,) is the sign function; and y, is the output
of the S, subsystem. The parameters of the system (29)
are: by =1,a,,=2,a,,=3, ay=15, ¢, =1,a,=125,
a,=0.2, b, = 1, and ¢, = 0.25. The inputs u(r) are
sinusoidal.

Since the variable X, is not measured, the S,
subsystem is transformed to the form where only the
observable variables are used. Applying the approach
from [15], the representation in the “Input—Output”
space for S, is obtained:

n=-a oy, +[312px2 +b1pu] +tapry. (30)

where «;, a,, B,,, b;, ¢, are the coefficients to be
estimated; u > 0,

Py =THP, TV Py =MD X,

o o (31
Py = WPy Ty, Pp = —bp s+

The phase portrait for S, is shown in Fig. 1. The
processes in the subsystem are nonlinear. In addition,
there is a relationship y, = y,(y,) between y, and
¥, (coefficient of determinationis 75%), which is reflected
in the properties of the S, subsystem (see Fig. 1). In
particular, y, affects the S-synchronizability of S| and the
parameter estimation. Applying the approach from [15],
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it can be concluded that the subsystem S, is structurally
identifiable.

1.00 25
120
0.75 1
411.5
0.50 1 110
' {05
025 v
40.0
0.00 1 05
4-1.0
-0.251
_ 1-15
-0.50 N : 2.0
-2.5 0.0 2.5 5.0

Y1

Fig. 1. Phase portrait of the S, subsystem

The models for the S, and S, subsystems are as
follows

0 =—kie +ayy + c"zlzpy1 + o)
+ Blsz2 +b11”u1 +élpf1’

Py =—kyey + a5y, +ayy; +byuy +61 15, (33)

where k,, k, are a priori positive numbers, ¢; = J; -y,
ey =3, —», are identification errors, and @;,a;,b;,¢;
are adjustable parameters.

The algorithms (12) with @, = 0 are used to adjust the
parameters of the models, as follows:

17 a2 q2 = Ve @by

Pip = VB, 6P, (34)
b =-vpep, ¢ = Ve aPy>
ay = Ya,©2Y2>% =Vg,% )1
(35)

by ==1p, ey, & =1, €2/

where yaij >0’Y‘7ij >0, yﬁij >0’ybi > O,YCI_ >0 are the
gain coefficients of the adaptation loop.

The process of adjusting the model (32) parameters
for S, is shown in Fig. 2.

The results of evaluating the adequacy of models (32)
and (33) in the output space are shown in Fig. 3.

In Fig. 4, the dynamics of the adjustment processes
of the model (33) parameters depending on e, is
shown. It can be seen that the processes are nonlinear
in the AIS for the S, subsystem, while the adjustment
process is more regular in the AIS for the S, subsystem.

The parameter adjustment processes of models (32)

and (33) are mu

Ititemporal (Fig. 5).

We consider the AIS with SA for §,. We apply the

model:

Vy =—kyey +ayy, + a5y, +byu,y + Ug,, (322)

where Ugy = —dye,x,.

2
1
= L u L] n L] = = u L ] ] a L ] L L
o
2
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Fig. 2. Tuning of model (32) parameters:
(1) B11,(2) €11, (3) &1, (4) &, and (5) by
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Fig. 3. Adequacy of models (32) and (33)
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Fig. 4. Tuning of model (33) parameters
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Fig. 5. AIS phase portrait in error space

The results of the AIS with SA are shown in Figs. 6-9.
In Figs. 6 and 7, the adjustment processes of the model (32)
parameters and the adequacy of the models in the output
space are shown. The dynamics of the processes in AIS and
the SA signal variation as a function of the identification
error for the S, subsystem are shown in Fig. 8.

The results of AIS modeling with SA show that the
output of the §, subsystem influences the AIS parameter
adjustment of the §; subsystem. Therefore, provided that
the requirements for the quality of the adaptation process
are met, identification systems with SA should be used.
Nevertheless, despite the compensating properties, SA
may lead to complication of processes in AIS.
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Fig. 6. Tuning of model (32) parameters
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Fig. 7. Adequacy of models (32) and (32a)
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Fig. 8. AIS phase portraits
and SA output in error space
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Fig. 9. Tuning of model (32a) parameters

CONCLUSIONS

An approach for the identification of NDS
under uncertainty is proposed. The class of NDS
is considered where the nonlinearity satisfies the
sector condition (quadratic coupling). Estimates
of the nonlinearity are obtained. The presence of
internal correlations significantly complicates the
problem of parametric estimation. Here, the problem
of NDS identifiability plays an important role. The
PI conditions of the DS are obtained both for the
output and in the state space. These are based on the
verification of the excitation constancy condition. The
PI is shown to be influenced by the interconnections
between the subsystems. Algorithms for parametric
and signal adaptive identification of DSs are obtained
along with the properties of signal-adaptive DS. For
the first time, a justification of the stability of AIS
with the above class of algorithms is carried out based
on a special class of Lyapunov functions used for this
purpose. The proposed approach to AA synthesis takes
into account the requirements of the identification
system.
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