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Abstract

Objectives. Pipelining is an effective method for increasing the clock frequency of digital circuits. At the same
time, balancing the pipeline stages during circuit synthesis at the register transfer level does not yet guarantee
a balanced topological implementation of such a pipeline in terms of signal propagation delays according to the
selected technological basis. This is due to the specifics of the algorithms for placing and routing components of
digital devices, which are not capable of optimizing solutions in a strict mathematical sense in an acceptable time.
In practice, approaches for developing digital devices combine manual control of topological constraints that set
general rules for placing components with automatic optimization for localized fragments of the circuit are used to
obtain results close to optimal. Pipeline circuits are based on a simple connection diagram of individual stages to
demonstrate the effect of using topological design constraints on their example. On the basis of pipeline structures, a
number of algorithms can be implemented to effectively complement programmable processor devices and provide
hardware acceleration of some tasks. The present work develops methodological recommendations for managing
topological design constraints in the implementation of pipeline computing structures based on programmable logic
devices (PLD) with field-programmable gate array (FPGA) architecture.

Methods. The work is based on accepted methods for designing and modeling digital systems.

Results. Based on the analysis, modifications to a 32-bit CORDIC transcendental function computation pipeline were
developed. By adding design constraints on the placement of register groups corresponding to the pipeline stages a
significant increase in the clock frequency can be achieved as compared to automatic placement to reduce the running time
of the tracing algorithms. The resulting effect is systematically reproduced in several implemented versions of the pipeline.
Conclusions. The presented recommendations can be used to control the clock frequency and number of stages of
pipeline computing structures while simultaneously reducing the time of one iteration and routing of a module based
on PLD with FPGA architecture.
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Pe3iome

Lenu. KoHenepnzauuysa aensetcs apdEKTMBHbIM NPUEMOM MOBbLILLIEHUST TAKTOBOM 4acTOThbl LUMMPOBbIX cxem. Mpn
3TOM HGanaHcMpoBKa CTaauin KOHBEepPa NMpU CUHTE3E CXEMbI HA YPOBHE PErMCTPOBbIX NEPEAY eLLe He rapaHTUpyeT
cHanaHCMpoBaHHYIO Mo 3aep>KkaM PacnpoCTpPaHEHUS CUrHANA TOMOJIOMMYECKYIO peaniv3aLmio Takoro KOHBeMepa B Bbl-
©OpaHHOM TeXHONOrM4eckom 6asmce. 3To 06YCNOBNEHO CneLndUKoi anropuTMOB Pa3MELLEHMS U TPACCUPOBKM KOMIMO-
HEHTOB LMPPOBbLIX YCTPOUCTB, KOTOPbIE HE MO3BOASIOT NMOJy4aTh ONTUMaibHbIE PELLEHMS B CTPOMOM MaTemMaTuyeCKoM
CMbIC/iE 32 NpuemsieMoe BpeMs. B npakTrke pa3paboTku L@ pPOoBbIX YCTPONCTB NPUMEHSIOTCS NOAX0Abl, OCHOBaHHbIE
Ha KOMOMHALMM PYYHOrO YNpPaBiaeHUs TOMONOrMYECKUMUM OFPaHNYEHNSIMUA, 3aai0LLIMMK 06LLIME NpaBusia pa3MeLLeHs
KOMMOHEHTOB, 1 aBTOMATU4ECKOM ONTUMMU3ALIN 4715 IOKASIM30BaHHbIX GParMeHTOB CXEMbI, KOTOPAsi B 3TOM Cilyyae no-
3BOJISIET MOJy4aTb pe3dynbTaThl, 611M3K1e K onTuManbHbIM. KOHBENEPHbIE CTPYKTYPbI UMEIOT MPOCTYIO0 CXeEMY coeamHe-
HW OTAENbHBIX CTaAMiA, YTO NO3BOSISIET NPOAEMOHCTPUPOBATL Ha UX NpUMepe 3P deKT OT NPUMEHEHUS TOMONOMNYECKIMX
NPOEKTHbIX OrpaHNYeHnin. B To xe Bpemsi, Ha 6a3e KOHBENEPHBIX CTPYKTYP BO3MOXHa peann3aums psaa anroputmoB,
3 DEKTUBHO LOMNOMHSIOLLMX MPOrpaMMUpyeMble MPOLECCOPHbIE YCTPOMCTBA U 06ecrneynBatoLLme annapaTHoe yckope-
HMe HEKOTOPbIX 3aza4. Lienb paboTbl — paspaboTka METOAMYECKUX PEKOMEHAALIMI MO YNPaBAEHWIO TOMOMOMMYECKUMN
NPOEKTHLIMW OrPaHUYEHMSIMI MPU PeaNM3aUM KOHBENEPHBIX BbIMUCIUTENBHBLIX CTPYKTYP Ha 6a3e nporpamMmMmpyembix
norunyecknx nHterpaneHbix cxem (MINC) ¢ apxutekTypoii field-programmable gate array (FPGA).

MeTopabl. Icnonb30BaHbl METOAbI NPOEKTUPOBAHWS N MOLAENNPOBAHUS UMMPOBbLIX CUCTEM.

PesynbTatbl. Ha ocHOBe npoBeaeHHOro aHannaa paspaboTaHbl MOAUPUKALUN KOHBENEPHOrO BbIYUCAUTENS
32-paspsagHoro npeodbpasoBaHns CORDIC ans Bbl4MCNeHUs TpaHCUEHAEHTHbIX PYHKUMA. YCTaHOBMEHO, YTO A0-
6aBfieHNEe NPOEKTHbLIX OrPAHMYEHNI NO Pa3MELLEHMIO TPYMN PErMCTPOB, COOTBETCTBYIOLMX CTAANSM KOHBENE-
pa, No3BonsieT CyLWECTBEHHO MOBbLICUTb TAaKTOBYK 4AaCTOTY MO CPABHEHWMIO C aBTOMATUYECKUM pasMeLleHUeEM
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N YMEHbLUNTb BPeMsi paboThbl aITOPMTMOB TPACCUPOBKU. MNonydyeHHbINn 9 deKT cucTtemaTnyeck BOCNPOU3BOANT-
Cs B HECKOJIbKMX pPeanin3oBaHHbIX BapuaHTax KOHBenepa.

BbiBOAbl. PACCMOTPEHHbIE PEKOMEHLALMM NO3BONAIOT YNPABAATL TAKTOBOW YaCTOTOM M KONIMYECTBOM CTaAuMN KOH-
BEWNEPHbIX BbIYUCIIUTESNIbHBLIX CTPYKTYP NPU OAHOBPEMEHHOM YMEHbLUEHUN BPEMEHN OLHON NTepaunm pasmMeLleHuns

1 TpaccupoBku moayns Ha 6ase MNJINC.

KnioueBbie cnosa: MJIMC, koHBelep, NpoekTHble orpaHmnyeruns, CORDIC

Ansa umtupoBaHua: Tapacos W.E., CoeToB1.H., Jllonaea [.B., AykcuH H.A. YnpaBneHne TonoaorMieckumMm orpaHmye-
HUAMU NPY peann3aumm KOHBEeNEpPHbIX BbIYUCUTENbHbLIX CTPYKTYP Ha 6a3e NporpaMmmMupyeMblX TOrMYeCckmx MHTerpab-
HbIX cxeM. Russian Technological Journal. 2025;13(3):44-53. https://doi.org/10.32362/2500-316X-2025-13-3-44-53,

https://www.elibrary.ru/QWXGNC

MpospayHocTb hpMHAHCOBOM AeATENbHOCTU: ABTOPbLI HE UMEIOT PUHAHCOBOM 3aMHTEPECOBAHHOCTHY B NMPEeACTaB/IEH-

HbIX MaTepuanax Wi MetToaax.

ABTOpr 3aaBng0T 00 OTCYTCTBUA KOHCDJ'II/IKTa NHTEepPeCOoB.

INTRODUCTION

High performance computing systems are designed
as a combination of general purpose and specialized
subsystems. At the architectural design stage, it is
necessary to identify tasks to be solved by specialized
subsystems that complement the work of general purpose
processors. Such identified tasks should be both in high
demand and either too inefficient to be solved by the
central processing unit or represent an unacceptable load.
In digital electronic devices and systems, algorithms
for digital signal processing [1], calculation of hash
functions in information protection subsystems [2],
acceleration of artificial neural networks [3], etc., are
often implemented based on specialized computing
devices. In the present paper, approaches to the design
of a pipeline calculator are considered on a number of
examples.

When developing a computing device that transforms
the input vector X into the output vector ¥, the
transformation of the function given in the high-level
input language into a sequence of actions is performed at
each stage of the transformation. For this purpose,
a synthesizer developed in the Specialized Computer
Systems Laboratory at RTU MIREA is used [4]. The
output of the synthesizer comprises a text in the hardware
description language, which forms registers at the stages
of the pipeline and combinational logic nodes between
them to perform the transformations f, f, f5, ... [,
A similar approach is used in a number of
synthesizers [5]'. However, for the developed software
product there is a possibility of synthesis control based
on feedback formed by analyzing the results of
component placement and tracing. In this case, the
maximum value of the signal propagation delay between
the stages of the pipeline determines the minimum

I https://docs.amd.com/r/en-US/ug1399-vitis-hls/HLS-
Programmers-Guide. Accessed October 10, 2024.

period of the clock frequency signal. The components of
this delay should be determined for the topological basis
in such a way that the synthesizer can evenly distribute
the signal propagation delay between the pipeline stages.

The signal propagation delay between registers
of a programmable logic device (PLD) using field
programmable gate array (FPGA) architecture is defined
as follows?:

1= tlogic * troute’ (1)

where Dogic is the propagation delay determined by the
combinational elements; 7 . is the propagation delay
determined by the PLD trace circuitry.

For achieving high clock frequency and uniform
distribution of total signal delay between all stages
of the pipeline, the synthesizer should evaluate the
components defined by the combinational elements as
well as those defined by the trace circuits. Once the
signal transformations have been distributed to the
combinational logic nodes, the resulting register transfer
level (RTL) representation of the pipeline is passed to
the PLD computer-aided design (CAD) system, which
performs the placement of the circuit components and
tracing of the interconnects. In this case, suboptimal
component placement introduces additional signal delay
that violates the uniformity of delay distribution across
the pipeline stages.

The stages in the development of a pipeline
computing device are shown in Fig. 1.

In order to achieve a high clock frequency of the
pipeline operation, it is necessary to estimate the
components of the signal propagation delays and
eliminate the negative effects of suboptimal mutual
placement of the interconnected components on the
PLD chip. While the placement optimization problem

2 https://docs.xilinx.com/r/en-US/ug906-vivado-design-
analysis/Timing-Analysis. Accessed October 10, 2024.
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Fig. 1. The stages in the development
of a pipelined computing device.
The C-RTL Trubol synthesizer is a software developed
by the authors. The synthesizer is a tool for creating
a description in the electronic CAD format

can be formulated in the strict mathematical sense, it
has no practical solution in an acceptable time due to
the burgeoning complexity of optimization algorithms
for a general formulation. In practice, the PLD-based
design uses design constraints that specify the areas for
placing groups of components (so-called topological
design constraints). For groups of components (called
P-blocks) placed in this way, optimization by
CAD algorithms can be performed in a reasonable
time but with suboptimal results. Technical methods
for controlling design constraints are specified in the
AMD UltraFast™ Design Methodology Guide for
FPGAs and Systems-on-a-Chip?. Research into the
use of topological design constraints as reflected in
a number of publications and dates back to 2011 [6]
is driven by the development of design tools such as
Xilinx PlanAhead [7, 8]. At present, the use of design
constraints is still being used in network packet
processing [9] and digital signal processing [10].

CONTROL OF THE SYNTHESIS OPERATIONS
OF THE PIPELINE FUNCTIONAL UNITS

We consider the following sequence of design of
a pipelined computational structure. A set of test pipeline
chains containing nodes with the appropriate logic
function is created to estimate the delay determined
by combinational logic. For these nodes, the pipeline
is synthesized and placed, and the experimental
estimate is written into the data structure passed to the
C-RTL synthesizer. As the synthesizer is an original
design, appropriate modifications are introduced to
account for delays introduced by external sources.

3 https://docs.amd.com/r/en-US/ug949-vivado-design-
methodology. Accessed October 10, 2024.

It should be noted that the use of PLD does not
require the evaluation of a wide range of possible
arithmetic and logic operations. For this purpose, since
bitwise operations are performed based on truth tables,
while addition and subtraction operations can be carried
out using special “fast carry chain” nodes, it is sufficient
to estimate the delay caused by these two classes of
operations.

Given an architectural pattern and certain delay
parameters, the design sequence of the pipeline
computing structure shown in Fig. 2 can be adopted.

Source text
|
R
v C-RTL Trubol synthesizer (RTU MIREA)

Delay
parameters l
of the main -
W Topologlcall RTL
de_S|gn constraints representation
/—\ in .xdc format

N |

Templates :

for topological ( PLD CAD (AMD Vivado) j
pipeline 1

representation

FPGA Configuration

Fig. 2. The sequence of the automated design
of the pipeline computing structure

The input to the developed sequence is assumed to
be the program source code in a problem-oriented high-
level language, as well as the design constraints formed
on the basis of the study of the hardware platform
characteristics. The synthesis uses the delay parameters
of the main functional nodes that have been preliminarily
evaluated in the process of pipeline synthesis according
to a predetermined scheme that explicitly distinguishes
the circuit fragments for evaluation. The dedicated
synthesizer generates an RTL representation of the
module in the hardware description language, which is
complemented by the design constraints file in .xdc or
.sdc format (depending on the CAD system used). This
file is created by parameterizing one of the developed
templates for the topological pipeline representation.

FORMATION OF TOPOLOGICAL DESIGN
CONSTRAINTS FOR PIPELINE COMPUTATION
STRUCTURE

When placing a pipeline in PLD, it is necessary to
specify the rules for placing its individual components.
In PLD CAD systems, it is common practice to have
a hierarchical (modular) placement mode whose
placement algorithms use the project modules at the RTL
level as localized project units to place their components
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as compactly as possible. At the same time, the designer
can accompany the project with special project constraint
files that control the processes of the Implementation
group, such as timing analysis and placement. The
corresponding constraint language command groups
deal with timing constraints and topological (area)
constraints.

The command for describing design constraints
within a single stage has the following form:
create pb <pblock name>
< X-axis pblock coordinate >
< Y-axis pblock coordinate >
< pblock width> < pblock height>
< list of elements associated with pblock>

In this example, PLD on-chip boundaries with
specified coordinates are set for triggers whose names
match the template (Figure 3). The size of the on-chip
boundaries and coordinates are precisely matched to
the overall topology of the chip along with the number
of registers and logic elements involved in each stage.
The name template is selected based on the RTL level
description format.

Fig. 3. The process of the P-block allocation in PLD
using FPGA architecture

The study confirms the assumed utility of describing
topological design constraints only for pipeline registers.
This is due to the local relation of the combinational
logic between the register groups and corresponding
pipeline stages. By defining the pipeline stage placement
regions, a compact placement of the combinational
logic nodes associated with the registers is achieved
while preserving the CAD capability to perform local
optimizations. In this case, the manual control of separate
pipeline components, including separate triggers and
combinational logic nodes, would be excessively labor-
intensive.

For the circuit synthesizer developed in RTU MIREA
in RTL format, it is recommended to modify it by
generating register names with the introduction of
fragments that uniquely identify the pipeline stage to
which this register belongs. Although this information
is available in the internal representation of the
synthesizer, it has not yet been used. Analysis of world

analogs has confirmed the impossibility of identifying
the pipeline stage is impossible in them; consequently,
the exported RTL representation typically uses end-to-
end numbering of separate circuit triggers. At the same
time, the introduction of information about the pipeline
stage allows the allocation of a group of registers
corresponding to this stage using a regular expression
having the following form:

*/pipeline unit/*/*reg Ki\ *

EXAMPLES OF PRACTICAL TESTING
OF THE METHOD

The practical testing of the method is carried out
through the implementation of several types of pipelines.
For example, sequential application of the vector rotation
operation is used in the CORDIC* algorithm [11]. Similar
operations in the form of a combination of addition and shift
are used in successive multiplication with accumulation.
These operations can be combined in a single configurable
pipeline. The schematic fragment generated in Vivado®
CAD shown in Fig. 4 demonstrates the possibility of
obtaining a locally optimal solution by automatic placement
of pipeline components followed by their optimization.

Fig. 4. Pipeline stage placement in automated mode
in Vivado CAD

From a CAD point of view, the search for an optimal
solution does not take into account the stage partitioning
inherent in the pipeline architecture. Based on this

4 CORDIC is an acronym for COordinate Rotation DIgital
Computer; a “digit by digit” method.

5 https://www.amd.com/en/products/software/adaptive-
socs-and-fpgas/vivado.html. Accessed October 10, 2024.
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assumption, the placement characteristics can be improved
using the approach described above. The experimental
results confirm the possibility of improving basic circuit
performance when the block boundaries of each stage
partially overlap the boundaries of adjacent blocks. The
result obtained using this strategy is shown in Fig. 5.

In comparison to the standard placement (Fig. 6),
aclock frequency of 1 GHz can be achieved by placement
in an AMD FPGA Virtex™ UltraScale™-+xcvu440
CIV-figa2892-3-¢° (Fig. 7).

When the number of stages of the CORDIC algorithm
is increased, the result of the approach becomes even

Fig. 5. Pipeline stage placement of using topological design constraints

Design Timing Summary

Setup Hold

Worst Negative Slack (WNS): -0.179 ns
-45.105 ns

Worst Hold Slack (WHS):

Pulse Width
0.016 ns Worst Pulse Width Slack (WPWS): -0.176 ns
0.000 ns Total Pulse Width Negative Slack (TPWS): —0.176 ns

Total Negative Slack (TNS): Total Hold Slack (THS):

Number of Failing Endpoints: 970 Number of Failing Endpoints: 0 Number of Failing Endpoints: 1

Total Number of Endpoints: 96075 Total Number of Endpoints: 96075 Total Number of Endpoints: 94415

Fig. 6. CAD report snippet with project time characteristics for the circuit solution obtained in auto mode

6 https://www.xilinx.com/products/boards-and-kits/1-66ql3z.html. Accessed October 10, 2024.
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Design Timing Summary
Setup Hold Pulse Width
Worst Negative Slack (WNS): 0.005 ns Worst Hold Slack (WHS): 0.018 ns Worst Pulse Width Slack (WPWS): -0.176 ns
Total Negative Slack (TNS): 0.000 ns Total Hold Slack (THS): 0.000 ns Total Pulse Width Negative Slack (TPWS): -0.176 ns

Number of Failing Endpoints: 0

Total Number of Endpoints: 142287

Number of Failing Endpoints: 0

Total Number of Endpoints:

Number of Failing Endpoints: 1

142287 Total Number of Endpoints: 140609

Fig. 7. CAD report snippet with project time characteristics for a circuit solution using topological design constraints

more pronounced. The results for 64 stages at a clock
frequency of 600 MHz are shown in Figs. 8 and 9.

Fig. 8. Pipeline stage placement
(64 stages, 600 MHz clock frequency)

A similar approach is applied to the
placement of the considered circuit on the
AMD FPGA Artix-7 xc7al00tcsg324-17 (16 stages,
400 MHz clock frequency) and AMD FPGA Kintex™
UltraScale™ xckull5 CIV-flvf1924-3-e® (32 stages,
850 MHz clock frequency) chips. The viability of
the approach is demonstrated by the comparison
of timing analysis results for the circuits under
consideration (Figs. 10-13).

Design Timing Summary

Setup Hold
Worst Negative Slack (WNS):  0.005 ns Worst Hold Slack (WHS):
Total Negative Slack (TNS): 0.000 ns Total Hold Slack (THS):

Number of Failing Endpoints: 0
Total Number of Endpoints: 780243

All user specified timing constraints are met.

Number of Failing Endpoints: 0

Total Number of Endpoints:

Fig. 10. Pipeline stage placement using topological
design constraints (xc7a100tcsg324-1 PLD)

Design Timing Summary

Setup Hold
Worst Negative Slack (WNS):  0.024 ns Worst Hold Slack (WHS): 0.010 ns
Total Negative Slack (TNS): 0.000 ns Total Hold Slack (THS): 0.000 ns

Number of Failing Endpoints: 0 Number of Failing Endpoints: 0

Total Number of Endpoints: 16911 Total Number of Endpoints: 16911

All user specified timing constraints are met.

Fig. 11. CAD report snippet with project
time characteristics for the obtained
placement (xc7a100tcsg324-1 PLD)

Pulse Width

0.016 ns Worst Pulse Width Slack (WPWS): 0.100 ns

0.000 ns Total Pulse Width Negative Slack (TPWS): 0.000 ns
Number of Failing Endpoints: 0
775890

780243 Total Number of Endpoints:

Fig. 9. CAD report snippet with time characteristics of the CORDIC pipeline computer project
(64 stages, 600 MHz clock frequency)

7 https://www.amd.com/en/products/adaptive-socs-and-fpgas/fpga/artix-7.html. Accessed October 10, 2024,
8 https://www.amd.com/en/products/adaptive-socs-and-fpgas/fpga/kintex-ultrascale-plus.html. Accessed October 10, 2024.
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Fig. 12. Pipeline stage placement using topological
design constraints (xcku115_CIV-flvf1924-3-e PLD)

Design Timing Summary

Setup Hold

Worst Negative Slack (WNS):  0.040 ns
Total Negative Slack (TNS): 0.000 ns

Worst Hold Slack (WHS):
Total Hold Slack (THS):

0.030 ns
0.000 ns
Number of Failing Endpoints: 0

142195

Number of Failing Endpoints: 0

Total Number of Endpoints: Total Number of Endpoints: 142195

Timing constraints are not met.

Fig. 13. CAD report snippet with project time
characteristics for the obtained placement
(xcku115_CIV-fivf1924-3-e PLD)

The results confirm the possibility of setting
design constraints on registers of a separate module
describing the pipeline to systematically improve the
design properties of computers having a pipelined
structure. The continuing interest in pipelined
nodes [12] confirms the relevance of this research
direction. In addition, pipelined devices can function
as subsystems of computational complexes to increase
their efficiency both in widespread tasks [13] and

when used as accelerators of a narrow computational
subclass [14, 15].

CONCLUSIONS

The presented materials describe results obtained
by the Specialized Computer Systems Laboratory
at RTU MIREA in the development of a design
methodology for specialized pipelined computing
accelerators. By focusing on a simple hardware
architecture with localized connections between nodes,
it is possible to develop a set of algorithms and design
measures for systematically improving the topological
representation properties of a computing device from
its initial high-level language description. The obtained
results can be adapted to other types of architectural
templates to extend the nomenclature of specialized
electronic component bases.
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