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Abstract

Objectives. Despite the recent success of large language models, which are now capable of solving a wide
range of tasks, a number of practical issues remain unsolved. For example, users of systems providing question
answering (QA) services may experience a lack of commonsense knowledge and reasoning proficiency. The present
work considers knowledge injection methods as a means of providing functional enhancements to large language
models by providing necessary facts and patterns from external sources.

Methods. Knowledge injection methods leveraged in relevant QA systems are classified, analyzed, and compared.
Self-supervised learning, fine-tuning, attention mechanism and interaction tokens for supporting information
injection are considered along with auxiliary approaches for emphasizing the most relevant facts.

Results. The reviewed QA systems explicitly show the accuracy increase on the CommonsenseQA benchmark
compared to pretrained language model baseline due to knowledge injection methods exploitation. At the same time,
in general the higher results are related to knowledge injection methods based on language models and attention
mechanism.

Conclusions. The presented systematic review of existing external knowledge injection methods for QA systems
confirms the continuing validity of this research direction. Such methods are not only capable of increasing the
accuracy of QA systems but also mitigating issues with interpretability and factual obsolescence in pretrained models.
Further investigations will be carried out to improve and optimize different aspects of the current approaches and
develop conceptually novel ideas.
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Pesiome

Llenn. HecmoTpsa Ha Habnogaemble B NOcieaHMe HECKOJIbKO NeT ycnexu 60blUnX A3bIKOBbIX MOAEeNen, KoTopble
CrnocobHbI pellaTh WNPOKUIA NepedYeHb 3aaad, psam NpakTUYeckmx rnpobnemM ocTaeTcs He A0 KOHLA PEeLUeHHbIM.
B KOHTEKCTE NOCTPOEHNSA BOMPOCHO-0TBETHBIX CUCTEM K TakMM NpodaieMamM MOXHO OTHECTU MCMNONb30BaHMe 00LLINX
3HAHUN U Yy4eT NMPUYNHHO-CNEACTBEHHbIX CBA3el. Llenblo cTaTbn ABNSETCS paCCMOTPEHME METOO0B MHTerpauum
3HaHUIN, KOTOPbIE CNOCOOHbLI YCOBEPLLUEHCTBOBATb PYHKLIMOHMPOBaHWE OOMbLLNX I3bIKOBLIX MOAENEN NMyTEM NPeao-
CTaBNIeHUst HeOOXOANMBIX CBEAEHNIM 1 3aKOHOMEPHOCTEN N3 BHELLHUX MCTOYHMKOB.

MeTogbl. B paboTe ocyLecTBAAOTCS kKnaccudukaums, aHanm3 1 ConocTaBNeHne MeToA0B MHTEerpaummn 3HaHun,
MCMOJIb3YEMBbIX B aKTyaslbHbIX peann3aLmsax BOMNPOCHO-0TBETHbLIX CUCTEM. B 4yacTHOCTKU, paccMaTpuBaeTcs BOBNe-
YyeHue BcnomoraTefbHbIX CBeAeHNI Yyepe3 caMoobydeHne, 1000y4YeHne, MexaHn3mM BHUMaHUS U UCMoJIb30BaHWe
TOKEHOB B3aMMO/ENCTBUS, a TakXXe ON1CbIBAOTCSA COOTBETCTBYIOLLIME BCMOMOraTesibHble NOAX0Ab! ANS aKLEeHTUPO-
BaHWSA Hanbonee peneBaHTHbIX CBEAEHUIA.

Pe3ynbTaTtbl. PaccMoOTpeHHblE B 0630pe BOMPOCHO-OTBETHbIE CUCTEMbI HEMOCPEACTBEHHO AEMOHCTPUPYIOT BO3-
pacTaHMe TOYHOCTU OTHOCUTENBbHO BA30BOr0 PELLIEHNS HA OCHOBE NPeaobyyYeHHON A3bIKOBO MOAENN 3a CHET UC-
Nosib30BaHNSA METOAOB MHTErpaummn 3aHaHui Ha npumepe 6eHdmapka CommonsenseQA. Mpu 3ToM B Lenom bonee
BbICOKME pe3ybTaTbl NOKa3bIBAOT METOAbI UHTErpaLum 3HaHNI, OCHOBaHHbIE HA MCMONIb30BaHMN A3bIKOBbIX MOE-
nen n mexaHmama BHUMaHuA.

BbiBoAbl. NpeacTaBfeHHbI CUCTEMATMHECKMIA 0030P CYLLIECTBYIOLLMX METOA0B MHTErpaLnm 3HaHNn N3 BHELLIHUX
MCTOYHMKOB B paboTy BOMPOCHO-OTBETHLIX CUCTEM dakTuieckn noareepxaaeT adpPEeKTUBHOCTb U NEepPCrneKkTuB-
HOCTb 9TOro HanpasfieHUs nccnenoBaHuin, JaHHble MeToAbl AEMOHCTPUPYIOT HE TOJIbKO BOSMOXHOCTb YBENNYUTb
TOYHOCTb BOMPOCHO-0TBETHbIX CUCTEM, HO 1 B HEKOTOPOW CTENEHU CraanTb NPobneMbl, CBA3aHHbIE C UHTEPMNPEeTU-
PYEMOCTbIO pe3ynbTaToB U ycTapeBaHMeM 3HaHWM B NpeaobyyYeHHbIx Moaensax. NMocnenyoLime nabickaHns cnocob-
Hbl KaK YAy4LLIUTb 1 ONTUMU3NPOBATb OTAEbHbIE aCNEeKThbl CYLLLECTBYIOLLMX NOAX000B, TakK U BbipaboTaTb KOHLENTY-
aJIbHO HOBbIE.

KnioueBblie cnoea: rnybokoe obyyeHne, o6paboTka eCTECTBEHHOIO A3blka, BOMNPOCHO-0TBETHAs cuctema, 6asa
3HaHWN, rpadOBble HENPOHHbIE CETU, MHTErpaumsa 3HaHUN

Ana untupoBaHua: Paawow [.B. MeToabl vHTErpauym 3HaHuUA Ons pa3paboTkym BOMPOCHO-OTBETHbLIX CUCTEM.
Russian Technological Journal. 2025;13(3):21-43. https://doi.org/10.32362/2500-316X-2025-13-3-21-43, https://
www.elibrary.ru/QKUGFZ

MpospayHocTb pUHAHCOBOMN AeATeNIbHOCTU: ABTOP HE MMEET GUHAHCOBOW 3aMHTEPECOBAHHOCTM B NPEACTaBEH-
HbIX MaTepuanax uam metogax.

ABTOp 3a9BnseT 00 OTCYTCTBUM KOHPIMKTA UHTEPECOB.
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INTRODUCTION

The development of question answering (QA)
systems in recent years has been significantly influenced
by the emergence and subsequent improvement of pre-
trained language models [1]. The effectiveness of such
models is based on the processing of large text corpora
containing heterogeneous information, which makes it
possible to capture both certain linguistic regularities
and specific facts in the model weights [2]. Nevertheless,
due to the peculiarities of natural languages, a significant
amount of relevant information about the surrounding
world may not always presented in the text in an explicit
form, making it difficult to identify such information
by language models at the training stage. In the first
place, such information concerns various kinds of social
interactions, including their psychological aspects, but
also basic physical principles, which are learned by human
beings at an early age. Examples of the latter include
understanding the need to take care when crossing the
road or cool down excessively hot food before eating it.

In order to compensate for this disadvantage, different
kinds of knowledge sources can be used, in which such
data will be recorded in an unambiguous form. For
example, Cyc!, which set out to collect general ideas
about the world around us, can be considered as one of
the first examples of a combined ontology and knowledge
base. The main idea consists in the information record
in the form of logical rules, which corresponded to the
main direction of development of applications in the
field of artificial intelligence of that time. A number
of similar sources have been developed to date, albeit
having somewhat different approaches to knowledge
description, such as ATOMIC [3] and ConceptNet?.

From a formal point of view, several arguments
in favor of using external knowledge sources in the
development of QA systems can be distinguished.
Here, the primary motivation is directly to obtain more
accurate and satisfying results for the user. By providing
additional context to the query, a model can be expected
to be able to answer a number of questions for which
the internal representations of pretrained language
models may not be sufficient. On the one hand, such
questions include those where some causal relations
are omitted, while, on the other, there is uncertainty in
terms of identifying the semantics of some words due to
their polysemy and insufficient context. This is largely
determined by the limitations identified in the analysis of
the application of transformers, which tend to rely only
on the superficial and statistically most likely meanings
of individual words [4], while for logical inference they

! Cycorp. https://cyc.com. Accessed December 01, 2024.
2 ConceptNet. An open, multilingual knowledge graph.
https://conceptnet.io. Accessed December 01, 2024.

rely heavily on heuristics learned from the training
sample [5].

Even language models with a large number of
weights, which demonstrate high results on many
benchmarks, can not only make mistakes, but sometimes
produce answers that have no relation to reality, which
are popularly known as hallucinations [6]. In this
regard, there is even a separate research area dedicated
to methods of extracting query-relevant information and
including it into the input data to improve the quality of
answers [7] and using retrieval-augmented generation to
reduce the number of hallucinations [8].

External knowledge sources can be used to reduce the
requirements for the necessary computational resources
to utilize pretrained language models. In particular, the
purposeful involvement of additional information may
enable the use of models having fewer weights while
maintaining system accuracy at a comparable level [9].
This approach can be used to simplify QA system
exploitation, as well as offsetting the cost of extracting
and processing auxiliary data.

No less important is the use of knowledge bases from
the position of explainable artificial intelligence (XAI).
Due to the structured nature of knowledge bases,
information extracted from them can provide a sequence
of logical reasoning to the user to serve as a justification
of the system’s result. This property can be extremely
important from the point of view of practical application
since it is often the lack of interpretability of the results
obtained with the help of neural networks that restricts
their application in areas where there is a high risk of
error and corresponding potential damage to society. In
general, in order to effectively evaluate the adequacy
of a system, it is desirable to have the most complete
understanding of its operation.

Finally, the problem of updating the facts captured in
the weights of language models is significant. Training of
such models is typically performed on specific data sets
and takes quite a long period of time. At the same time,
a huge number of events occur every day, which leads
to the change of a part of knowledge and the appearance
of new facts. One way to solve this problem is to extract
such information from external databases.

Inthisregard, itis quiterelevant to consider how to use
auxiliary general information to solve specific problems,
such as the development of QA systems. In particular,
the successful operation of the system requires that the
information obtained is sufficient but not redundant, as
otherwise it may impede its functioning and degrade the
results. Also of equal importance is the way in which the
additional knowledge is processed, as this will largely
determine the effect of its use in the system. Thus, since
the procedure of knowledge injection can be influenced
by a substantial number of aspects, this paper presents an
attempt to systematically analyze and compare existing
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approaches in order to draw a complete picture of the
relevant ideas.

KNOWLEDGE BASES

In general, several directions can be distinguished
in the field of QA system development depending
on the methods used to provide additional data. For
example, open domain QA implies the absence of
a specialized knowledge base and is focused on the use
of information from general-purpose sources. For this
purpose, Wikipedia? is typically used and thus, due to
its considerable volume and structural heterogeneity of
content, the focus shifts significantly towards methods
of searching for relevant information.

When using more narrowly focused queries to
search for answers to more specialized questions, closed
domain QA approaches include those complicated by
the need to perform logical inference and take specific
information into account. In this regard, specialized
bases of structured knowledge, for example, knowledge
graphs, can act as external knowledge sources that
simplifies to a certain extent information retrieval, as
well as implementation of logical inference and auxiliary
operations. A relevant example is the knowledge
graph DBpedia®.

In the context of developing approaches to
knowledge injection in the field of QA systems,
structured knowledge bases are of primary interest. To
some extent, this can be justified by the current state
of affairs in this area. In particular, the emergence
and subsequent development of pretrained language
models has significantly reduced the need for contextual
requirements to be provided to the query. As a result,
some models after fine-tuning are now able to show
results comparable to those of humans. Consequently,
the main interest shifts towards analyzing the cases in
which humans outperform existing QA systems. As
a rule, such queries are those requiring out-of-context
general ideas about the structure of the surrounding
world, as well as analyzing cause-and-effect relations
between individual facts.

In such circumstances, structured common
knowledge bases can be particularly useful. In the first
place, they directly provide the system with missing
facts, which can be extracted taking into account existing
relationships among themselves and together with other
related information. Moreover, the structured nature of
the knowledge greatly simplifies its machine processing
and hence its use in practice. Thus, it seems possible
to solve, to some extent, simultaneously the problems

3 https://www.wikipedia.org/. Accessed December 01, 2024.
4 The DBpedia Knowledge Base. https://www.dbpedia.org.
Accessed December 01, 2024.

related to the class of queries that can be considered
challenging for existing QA systems.

While Wikipedia can still be of use as an
external source of additional data, due to the lack of
systematization and large redundancy of information,
the Wikidata® structured knowledge base which is
based on data from Wikipedia has become of increasing
relevance. The Wikidata graph consists of more
than 100 miln entries describing elements of human
knowledge in some way. Since each element of the
graph corresponds to a certain set of properties that
characterize it and establish its relationships with other
elements, the content of Wikidata can be represented as
for other knowledge graphs as a set of so-called subject—
predicate—object triplets for which the object is a set of
specific property values or a reference to another entity.

The ConceptNet knowledge base is also frequently
used as a knowledge source in the context of building
QA systems. This knowledge base, in addition to unique
general information, partially includes information
from other relatively frequently used sources such as
the previously mentioned Cyc and DBpedia. Within
ConceptNet, words and phrases are grouped based on
several dozen relations. Comparable to the Wikidata
resource discussed earlier, ConceptNet contains over
30 min entries, although one must keep in mind that
a significant portion of this value is due to the presence
of effectively duplicate entries due to the existence of
counterparts in another language, single-rooted words,
and symmetric relationships. In addition, a slightly
greater emphasis in ConceptNet is placed on linguistic
properties, for example by capturing synonyms,
antonyms and etymologically related words for a word.
Finally, a feature of ConceptNet is the existence of
weights for each relationship between elements, which
heuristically reflects the degree of probability or
importance of a given relationship.

Among the relatively recent general knowledge bases,
ATOMIC, which contains more than 1 mln elements, can
also be emphasized. The peculiarity of ATOMIC is the
reflection of information in the form of abstract events and
their results, which can be used emphasize complex cause-
and-effect relations existing in the surrounding world. In
particular, for example, based on some event in ATOMIC,
it is possible to identify any of its consequences, as well as
the intention, desire, or other characteristic of one of the
participants, which can provide models with potentially
missing knowledge about social interactions.

Table 1 presents examples of information that can be
extracted from the knowledge bases discussed above. In
general, they are somewhat similar, except for the more
specific purpose of the ATOMIC database.

5> Wikidata. The free knowledge base. https://www.wikidata.
org. Accessed December 01, 2024.
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Table 1. Examples of information extracted from the knowledge bases

Knowledge base Data example
DBpedia DBpedia subject SemanticWeb
Wikidata Wikidata uses semantic technology
ConceptNet ConceptNet motivated by goal let computers understand what people already know
ATOMIC Person X pays Person Y a compliment. Person X wanted to be nice

KNOWLEDGE INJECTION METHODS

A classification of knowledge injection methods
based on the analysis of current research on the topic
is presented in Fig. 1. Accordingly, the main ideas
of knowledge injection methods can be considered
in the context of developing QA systems with the
corresponding examples and taking into account the
peculiarities of specific selected classes of methods.
The main place in this classification is occupied by the
division of knowledge injection methods according to
the use of knowledge bases, which is understood as
processing the information directly when inferencing
answers to queries and thus excludes cases of involving
knowledge bases in the process of pretraining models.
In turn, both language and graph models can be used to
extract features from knowledge base data.

Knowledge
injection methods

Without
knowledge bases

With
knowledge bases

e Self-supervised
learning
e Fine-tuning

Text embeddings
injection

Graph embeddings
injection

e Attention mechanism
e Interaction tokens

e Attention mechanism

Fig. 1. Classification of knowledge injection methods

METHODOLOGICAL BASIS

Despite the differences in the approaches used
for knowledge injection, it is possible to identify
a common methodological basis in the QA systems

discussed below. In particular, this applies both to the
problem formulation itself and the supporting methods
used.

The use of additional context in the system creates
a certain specificity in terms of operation. In this regard,
such auxiliary stages as retrieval of relevant data to
the query also begin to acquire significant importance.
In general, this stage implies determination of some
number of entities n: (¢, ..., g,) in the received query.
For this purpose, classical methods from the field of
natural language processing, such as lemmatization and
part-of-speech tagging, continue to be mostly used in
practice. The subsequent part of the process may vary
depending on the specific task.

Many works on knowledge injection in QA systems
assume that a question has answer choices. Accordingly,
the goal of the system is to estimate the probability of
each answer and select the most probable one. This allows
us to significantly simplify and unify the construction
and evaluation of systems. Therefore, in such cases, we
will assume that the identified » entities correspond to
m similarly extracted entities from the answer choices:
(@, ... a,).

The next step involves some knowledge base, which
can be formalized as G = (V, E), where V' is the set of
entities in the knowledge base, and £ € V' x R X V'is
the set of triplets of the knowledge base of the entity—
relation—entity kind. In practice, the established form of
representation of such knowledge bases is a graph. Based
on this, it is possible to construct a set of paths between
entities defined in the context of the used knowledge
base of the following form:

=@ 7 Vs O s Viy)s oo s 70 @),

where i € (1, ..., n),j € (1, ..., m); k is the path length
in the graph; / € (1, ..., k); g, is the ith entity from the
query; a; is the jth entity from the answer; v, and r, are
the /th entity and relation in the graph, respectively.

Subsequently, a knowledge base subgraph or set of
paths is used as additional context to determine the most
likely answer.
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One of the main problems in this setting is to
determine the most relevant information in relation to
the query. A possible tool for solving this problem is the
Attention mechanism [10], which allows us to calculate
the so-called Attention Weights quantitatively evaluating
the degree of importance of this or that information
from the context. Formally, the attention mechanism is
defined by the expression:

T
QxK V=

V dmodel M

= Attention weights -V,

Attention(Q, K, V) = softmax

WhereQ:Query:XXWq;K:Key:XXWk;
V=Value=XxW_; Xe€ RN*model i the embedding®
of the input data; W, € R%modeldk | W, € R¥modet k|

W, e Rmodeldy | N s the number of vectors in the

input da.tta; .dmodel, d,, d, are the .dimensions of the

embedding in the model and matrices K and V, and
exp(X;)

N

z exp(X j)
j=1

Thus, the attention weights, when multiplied by
the embedding of the context, can adjust the influence
of its individual elements on the result. In practice, it
is common to use several groups of different matrices
(so-called heads) to take into account different aspects
of the data within the mechanism; the ensuing result
of their application is concatenated and projected into
the desired dimension using one more matrix, which is
called Multi-Head Attention:

softmax(X;) =

Multi-Head Attention =

= Concatenation(Attentiony, ..., Attention ) x W,

2

where Attention; is the ith result of the Attention block,

W, e R*@model | while z is the number of the attention
heads.

The attention mechanism, which plays a major
role in many deep learning models, is widely used
in developing approaches for knowledge injection.
A feedforward neural network is also often used in
conjunction with multi-head attention, which together
form the main part of the model called a transformer.
A multilayer perceptron is a specific implementation
of feedforward neural network; from a practical point
of view, the role of this component of the transformer
is considered in the context of storing and retrieving
patterns learned in the process of the training.

¢ Embedding means a vector representation.

METHODS OF KNOWLEDGE
INJECTION WITHOUT KNOWLEDGE BASES

The involvement of auxiliary knowledge does not
necessarily imply the use of specific knowledge bases.
For example, similar examples with an indication of
the correct answer can be used as information to help
obtain a more accurate answer to a query. For example,
[11] and [12] demonstrate the positive effect of adding
queries from the training sample to the input data based
on the similarity of their embeddings to the embedding
of the original query.

Another type of approach is based on the idea
of directly accessing the information learned in the
process of the model pretraining; retrieved depending
on the query, it is used as additional input data. For
this purpose, [13] proposes to ask the pretrained
model clarifying questions using templates, and use
the answers as useful context. A similar approach
in [14] also involves the exploitation of auxiliary
data generated for a query in the QA system.
Specially trained for knowledge generation models
as described in [15] generate structured information
in the format of knowledge base paths. Thus, the
approaches discussed above are based on the idea of
providing additional information as input, for which
pretrained and other auxiliary models can be used,
while fine-tuning of the language models may not be
required.

Quantitatively, the most extensive group of
approaches comes from the concept of pretraining
models. Many experimental results support the idea
that models with a large number of weights, trained
on as much diverse information as possible, are able
to show better results when they are subsequently
adapted to specific conditions [16]. This concept relies
heavily on the self-supervised learning methodology,
which enables the extraction of representations from
text corpora without the need of labels. To accomplish
this, special tasks are developed according to the model
training requirements. In particular, two such tasks
were used in the development of the bidirectional
encoder representations from transformers (BERT)
language model [1]. The first task is the prediction of
words in a sentence masked by a special token. For
this purpose, some tokens from a sentence are selected
with a probability of 15%, then 80% of these tokens are
masked, 10% are replaced by a random token, while the
remaining 10% are left unchanged. Cross-entropy can
be used as a measure of error for the model’s masked
token prediction:

N
Cross-entropy = —%Zyi xlog(y,), (3)
i=1
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Fig. 2. BERT model training scheme [1]

where N is the total number of examples; y, is one-hot-
vector’ encoding the correct answer for the ith example;
y; is the model prediction vector for the ith example
denoting the probability of matching each possible
answer choice within the problem.

The second task concerns determining the correct
order of two sentences in a text. This is realized through
adding a special token [CLS] to the input data during
training, representing information from the entire
sentence, and is reduced to a binary classification task.
The goal of this classification is to determine whether
some sentence B is a continuation for the sentence 4
based on their resulting embeddings in the output of the
model for the [CLS] tokens. In this learning framework,
in 50% of cases, B is a random sentence, while in the
other 50% of cases, B is a correct continuation. Cross-
entropy can also function as the measure of loss for the
task. The total model loss during training is considered
as the sum of losses for each task. The overall training
scheme of the BERT model is shown in Fig. 2:

In the pretraining phase, some tokens of unlabeled
sentence 4 and B pair are masked, after which the
embeddings (E[CLS], E\, ... Ey E[SEP], and El’, e EM’)
of the tockens (Tok 1, ..., Tok N and Tok 1, ..., Tok M)
of the masked sentence 4 and masked sentence B
with addition of generalization and separation
tokens ([CLS] and [SEP]) are fed to the input of the
BERT transformer. The resulting final embeddings
(C, Ty ooy Ty Tsgp Ty » .., Ty, are used to predict
masked tokens and sentence order. In the Fine-Tuning

phase, the format of the input data and the predicted
data changes depending on the task (MNLIS, NER?,
SQuAD'9). In the case of QA SQuAD dataset, the input
is a Question and the corresponding Paragraph, and the
output is a predicted position in the context of the correct
answer (Start/End Span).

Subsequently, this methodology has been modified
and adapted in the context of pretraining of other
language models. In the context of QA systems, many
approaches have been developed based on modifying
and extending BERT self-supervised learning tasks or
replacing them with others. In general, when building
these kinds of models, it is most common to modify
the masking procedure by imposing constraints on
what should be masked in a sentence and changing the
masking parameters during training.

One of the first and most significant developments in
this direction was the Enhanced Language Representation
with Informative Entities (ERNIE) model [17], the
scheme of which is shown in Fig. 3. Its main idea is
that if one also pretrains to predict the masked named
entities identified in the text based on the knowledge
base as an additional task for self-supervised learning,
it can improve the model’s language understanding as
well as contextualize its certain knowledge about the
world. Specifically, for this purpose, for text tokens, the
corresponding named entity is replaced by a random
entity in 5% of the cases, and in 15% of the cases, the
entity is masked and should be predicted from the text
tokens. In addition, the paper introduces an interaction

7 One-hot vector is a binary vector in which only one element has the value 1, and remaining elements are equal to 0.
8 Multi-Genre Natural Language Inference—dataset for the Natural Language Inference task—establishes a logical relationship

between the text fragments.

° Named Entity Recognition is the task of recognizing named entities in the text.
10" Stanford Question Answering Dataset is a QA dataset, which implies automatic answers to questions in natural language.
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mechanism between the embeddings of entities and the
corresponding text tokens, which can bring additional
information to both types of embeddings, thereby
increasing the accuracy of predicting the correct tokens.
To this end, an intermediate embedding is introduced
that combines information at the level of tokens and
named entities, due to which the initial embeddings of
tokens and entities are subsequently updated, which is
defined by the expressions:

h; =c(Ww; + Wee +b),
W, =(Wh; +b,), )
e, =o(W,h  +b,),

where hj is the aggregate embedding of the token number

J, o 1s a given nonlinear activation function, W; and W,
are embeddings of the token j before and after knowledge

injection, er and e, are the embeddings of the named
entity k£ matching the token j before and after knowledge

injection, W, W, b, and b are model parameters.

In the process of training the ERNIE model, the input
text token embeddings (Token Input) pass through N layers
of the transformer (T-Encoder), after which, together with the
named entity embeddings (Entity Input) they are processed
by M layers of the aggregator (K-Encoder). At each layer i
of the aggregator, the entity (e, and e,) and text (w,, ..., w,)
embeddings pass through corresponding wmm related
Multi-Head Attention block, and the corresponding updated
entity (¢, and ¢,) and text (vﬁl, s vﬁn) embeddings are fed
into the knowledge injection block (Information Fusion),
the output of which, according to the formulas (4), produces
the embeddings of entities (Entity Output) and text (Token
Output) taking into account the knowledge injection.

A similar method is at the heart of the KnowBert
model [18], but the injection of external information occurs
at the level of embeddings of entities, which are updated
through the attention mechanism and by adding pretraining
entity embeddings from the knowledge base, which
subsequently also affects the embeddings of all tokens
through the attention mechanism, according to the formula:

H; =MLP(MHA(H,,S¢,8'¢), %)
where H; is the embedding of the token i after knowledge
injection, MLP is the multilayer perceptron, MHA is
Multi-Head Attention, H; is the embedding of the

token i before knowledge injection, S'¢ are updated
embeddings of the identified named entities.

A conceptually similar architecture to ERNIE is
proposed in [19], the main difference being the use
of information about relations between entities, the
prediction of which is represented by a separate task

for pretraining. In the Weakly Supervised Knowledge-
Pretrained Language Model [20], instead of masking
entities in the pretraining phase, the model is trained
to predict whether entities in the input data have been
replaced by others of the same type within the Wikidata
knowledge base. The architecture of the model in this
case is consistent with BERT, but token masking is only
performed at 5% rather than 15% to avoid masking
too large a fragment of context, as entities can consist
of multiple words. In [21], word combination masking
is applied in addition to masking words and named
entities, which improves the model’s understanding of
word combinability, and the injection is done in stages:
at each stage, a BERT-like model is trained on only one
type of masking. The use of multiple training modes,
in which the model switches from word prediction to
phrase prediction depending on which mode between the
last two consecutive iterations had the largest reduction
in model loss relative to the total reduction in loss over
all iterations, is a major innovation [22].

The authors of the study [23] pretrain a BERT-based
model, aiming to learn masked entity prediction from
their descriptions, as well as to converge embeddings of
synonymous entity descriptions and distance antonymous
ones, for which a special loss function is used:

h_..h
L= —Z log S Qo Syn) , (6)
f(hori’hsyn) + f(hori ’hant)
where f(hl.,hj) = exp(hihj ), h_; is the embedding of
the masked entity description, hg is the embedding of
the synonymous entity description, h,  is the embedding
of the antonymous entity description.

In order to deal with specific tasks this model is used in
pair with BERT as an additional source of knowledge in the
form of embeddings of identified entities, and their injection
is performed through concatenation of model outputs
with BERT outputs with optional application of attention
mechanism to take into account the importance of data
on specific entities. The use of the attention mechanism is
considered for both output embeddings from the last model
layers and output embeddings across model layers with
averaging applied, and the result of the attention mechanism
is concatenated with the output of the BERT model instead
of the output of the auxiliary model. Linguistic features also
play an important role in [24], in which an additional task
for self-supervised learning is to determine the semantic
similarity of a pair of words, while the model is trained by
alternating between the BERT self-supervised learning task
and the auxiliary task. A similar idea is presented in [25],
where the model is trained to classify words into groups
with similar meaning based on WordNet'! data.

T A lexical database of the English language developed at
Princeton University. https://wordnet.princeton.edu/. Accessed
December 01, 2024.
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A logical development of entity and relation
masking approaches is the use of predicting structured
knowledge units in the form of triplets as the
pretraining stage task, which may enable learning
more general principles and relationships similar
to those contained in knowledge bases. Thus, in
Knowledge Embedding and Pretrained Language
Representation (KEPLER) [26], embeddings of
triplet elements are treated as embeddings of their
descriptions from a knowledge base, obtained using
the same model that is used to generate embeddings of
text tokens in the masked token prediction task. In this
case, the scoring function of TrancE knowledge graph
embedding model is applied to compute the loss in the
triplet prediction task [27]:

dh,t)=|h+r-t|, @)

where h is the embedding of the subject in the triplet,
r is the embedding of the relation in the triplet, t is the
embedding of the object in the triplet.

In [28], a set of triplets from a single subgraph is
given as input to the model, and therefore the attention
mechanism additionally utilizes the adjacency matrix
to account for existing relationships, and training is
performed in a triplet reconstruction format, which
involves composing triplets from updated vertex
embeddings and using the scoring function (7). The
study [29] contains the idea of pretraining three functions
based on an encoder model to predict each triplet
element from the other two, which should facilitate
the learning of possible combinations. In this setting,
the answer score is the product of the similarity scores
of the values of the three pretrained functions and the
corresponding real triplet elements, where the subject
represents the context of the question, the relation is
the question itself, and the object is the specific answer
choice. A pretraining function that will participate in
finding answers to queries by identifying the most likely
relationships with auxiliary data from the knowledge
base is proposed in [30]. With the help of this function,
the extracted auxiliary facts for each answer choice are
compared by the degree of similarity with the facts for
the question, and the more probable answer is considered
to be the one for which this similarity of facts is higher
on average.

At the same time, triplets from a relevant subgraph
to a query can be directly fed to the input of the model
within the framework of pretraining on a par with text
tokens using special embeddings to indicate the token
type, as shown in [31]. In this regard, when implementing
the attention mechanism in the model, a mask matrix
is used to restrict the interaction of unrelated vertices
in the subgraph. In [32], it was proposed to improve
the approach of the ERNIE model by modifying the

representation of entities by taking into account their
relationships in the corresponding subgraph, and
using the attention mechanism to filter out potentially
irrelevant context for a query.

Another way of using knowledge bases in the
pretraining phase of the model can be to build new
QA datasets on their basis, with which the system also
improves its ability to find correct answers in a certain
way. This approach is used in [33], and in [34] it is
developed by conceptualization: specific facts are
considered in a more general way, so that more situations
can be covered and the ability to distinguish between
similar variants can be improved. For example, using the
ATOMIC framework, playing soccer can be represented
as a tedious event.

The conceptof Self-supervised Bidirectional Encoder
Representation Learning of Commonsense (elBERto)
model [35] is more emphasized on quantitative expansion
of the number of self-supervised learning tasks. In order
to improve the system’s ability to process difficult
queries, three more tasks were added to the BERT
self-supervised learning tasks: the first one is aimed at
distinguishing contexts with opposite meanings; the
second one requires putting in order several jumbled
sentences taken from the same paragraph; the third one
extends the learning of contextual relationships through
entity masking. According to the authors, this approach
will also allow the system to better capture linguistic
patterns and provide more universal applications.

Another concept of knowledge injection implies
as an additional step the fine-tuning on the basis of
existing datasets corresponding to the practical task.
For example, the use of the SQUAD dataset [36] from
the field of QA systems has gained some popularity in
this regard. Its key features include a relatively large
size (more than 100000 queries), while each query is
accompanied by a corresponding context taken from
Wikipedia. Thus, as a result of training on this dataset,
the model better adapts to the problem formulation and
format, and in addition processes a rather significant
amount of data, thus increasing the amount of learned
factual information.

As a relevant and characteristic example in this
regard, we can mention the UnifiedQA model [37], the
development of which was based on training the language
model on 8 QA datasets of different types. It allows the
existing benchmark formats to be adapted and provides
an increase in the accuracy of the model on unseen
questions in the training process, opening also new
opportunities for its further fine-tuning. The feasibility
of such an approach was also confirmed for the Unicorn
model from [38], but in this case, the scope of the study
was limited exclusively to CommonsenseQA datasets.

The methods considered above can be referred to
the class of approaches without explicit involvement
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of knowledge bases, since the use of the corresponding
systems does not imply the direct extraction of the context
to the query exactly from knowledge bases, and the
emphasis is created on the knowledge that was obtained
in the process of training. In fact, the large language
models developed in the last few years are essentially
based on a similar idea: training on a large amount of
qualitative data, taking into account different specificities
and human preferences, can increase the versatility of the
systems and the evaluation of the results obtained with
their help, if this process is sufficiently scaled up.

The advantages of this class include, in a sense,
greater versatility due to its independence from the use
of knowledge bases. In addition, the significant reliance
of the QA system architecture on pretrained and fine-
tuned models allows us to simplify its development,
subsequent use and adaptation to specific tasks.

At the same time, this class of approaches can be
considered to a certain extent limited in its possibilities
for further development. The point is that, in general, the
increase in the efficiency of models here is associated
with targeted and point improvement, expansion of the
amount of learned information, while no fundamentally
new mechanisms that improve the system’s reasoning
abilities are introduced. In addition, this direction
does not practically solve the problem of the lack
of interpretability of the received answers and their
justification by the system, as well as the problem of
knowledge obsolescence.

METHODS OF KNOWLEDGE INJECTION
WITH THE KNOWLEDGE BASES

The basic unit of information in knowledge bases can
be considered in terms of entity—relation—entity triplets,
while more complex relationships can be conveyed by
a set of triplets or paths. Knowledge base subgraphs
used in addition to or instead of paths can be considered
as a set of paths having common elements. As a result, in
terms of information processing, a QA system may have
3 types of attributes in some combination:

1) features obtained by processing the query context by

a language model;

2) features based on extracted paths;
3) features associated with subgraphs of the knowledge
base.

Thus, one direction for research is how to effectively
process these different types of features and how to
combine the corresponding results.

One approach to injecting features into the system
is based on the fact that triplets and their aggregates
can often be translated quite easily into natural
language sentences, and in this form, it is possible to
feed them into the input of the language model as an
auxiliary context. It should be noted, however, that in

this form they can also serve as a justification for the
resulting answer. An example of the implementation
of such an approach is the Knowledge-Augmented
language model PromptING (KAPING) [39]. In [40],
its effectiveness is investigated in the context of using
language models pretrained on auxiliary datasets. In the
DEscriptive Knowledge for COmmonsense question
answering (DEKCOR) model [41], in addition to the
triplets extracted from ConceptNet, dictionary definitions
of the corresponding entities are input, whereas in
Knowledgeable External Attention for commonsense
Reasoning (KEAR) [42] (Fig. 4) the context of the query
is extended by including additional information from
a number of QA datasets, which enables the use of more
specific information.

In particular, under the KEAR architecture, to the
concatenation of a question with one of the answer
choices (Question & Candidate) relevant extracted auxiliary
data (Knowledge Retrieval) from ConceptNet knowledge
base, Wiktionary dictionary (Definition) and additional
datasets (Training Data) are added to the model input.
Embeddings of the query tokens (E[CLS], Ey, , Ey)
to which a segment indicator (S) and the auxiliary
context (EX, ..., Ejli,k) to which a segment indicator (S,)

is added are fed to the Transformer input. The answer
probability (Score Prediction) is defined based on the
final embedding of the auxiliary token E g
obtained by the attention mechanism (Self-
Attention / External Attention).

The advantage of knowledge injection through
language models is the possibility to rely heavily on the
performance of pretrained models, while in some cases
even avoiding the need to change their weights (e.g.,
the KAPING model). Also, the computational cost of
acquiring additional features can be considered relatively
small. At the same time, since most pretrained models
can only efficiently utilize a fixed amount of information
from the input data, there is a need to limit the amount of
less relevant information.

In the simplest case, a restriction on the number
of triplets (e.g., no more than 3 consecutive triplets) or
a set of heuristics that take into account the peculiarities
of a particular knowledge base can be used. In [43],
in order to include only potentially relevant metadata
from Wikidata in the model’s input, the increase in the
probability of a correct answer is estimated taking into
account the corresponding Information Gain:

P(y |k, )=2Pm0%n) p(y), (8)

where y is the correct answer; &, is a particular pattern

P(y,k,,) j

containing m metadata; pmi = log
P(y)P(k,,)
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Fig. 4. KEAR model architecture [42]

The study [44] shows the feasibility of ranking the
extracted additional information based on its importance
estimation through an auxiliary pretrained model, while [45]
shows the positive effect of using weighted summation of
knowledge embeddings when injecting them, in addition to
ranking, to emphasize more salient facts.

Also, in order to inject heterogeneous data, an
attention mechanism can be applied to aggregate
features based on their relevance to the task. In other
words, the extracted knowledge that has more semantic
relationship with the query, which is determined based
on operations on embeddings, will be considered more
relevant. Most often in practice, attention weights are
derived based on operations on embeddings, which
enable updating the relevant embeddings with respect to
the specific task and its context. In particular, a similar
approach is presented in works [46—48], and in the
article [49] auxiliary knowledge is also filtered based
on the frequency of occurrence of entities and relevant
paths, while for knowledge injection a sigmoid function
is additionally used to adjust how much they will affect
the context update for the query. In addition to the
attention mechanism for filtering out irrelevant data,
the study [50] proposed to use graph-based approaches
to determine the importance of individual nodes in
the extracted subgraph: node closeness calculation,

PageRank!? and its modification, which enables only the
most informative paths to be considered.

In addition, a disadvantage of knowledge injection
through language models is the limited use of structured
knowledge bases, which may reduce the potential
efficiency of the final implementation. In order to
preserve the effect of considering the relationships
when translating triplets into text and to prevent
information mixing in the K-BERT model [51], the
positional encoding is included at the stage of generating
embeddings, and in the subsequent computations,
a specially introduced Visible Matrix is adopted, the
elements of which determine what tokens a particular
token should interact with in a given context.

In this regard, it is necessary to mention one of the main
tools for processing structured knowledge—graph neural
networks. This tool allows us to obtain and update embeddings
of graph vertices using the concept of message passing:

h, = ¢(xu,v @ v(x,,x,.€,,)), ©

where h,, is the embedding of the vertex u; x,, and x , are
the features of the vertices u and v; e, is the feature of

12 A ranking algorithm that evaluates the number and quality
of links leading to web pages.
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the edge between the vertices u and v; ¢ and v are the

set differentiable functions; @
veN,

invariant aggregation operator acting on the neighbors
of the vertex u.

Due to this, in practice, the embedding of each
entity can use different contextual data obtained from
the knowledge base, taking into account in a certain
way the information from its neighbors in the graph.
An example of such a model used in the context of
knowledge injection is the Graph Convolutional
Network [52].

The features obtained by graph neural networks
can also be subsequently injected into the system
operation using an attention mechanism. Among
the implementations of this kind is the model
architecture [53] depicted in Fig. 5. Here, the
embedding of each vertex of the auxiliary subgraph
is adjusted for relevance with respect to the existing
embedding of the query before it is directly used to
obtain an answer:

iS a permutation

o beo(Wh)) 10
T W)

where a, is the relevance degree of the vertex 7; h° is the
embedding of the query context; W is the weight matrix;
h; is the embedding of the vertex i; N is the set of vertex
indices neighboring the vertex i.
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Fig. 5. Model architecture from [53]

In general, the model is organized as follows: first,
a subgraph with auxiliary information is extracted
from an existing query consisting of a question and
one of the answer choices. This information in the
form of evidence is appended to the query and fed
to the input of the language model (Graph-Based
Contextual Representation Learning Module). The
Word Representation token embeddings obtained at
the output of the model are fed to the Graph-Based

Inference Module, where they are used to initialize the
corresponding nodes of the auxiliary graph, which are
subsequently updated using the Graph Convolutional
Network. The resulting Node Representation
embeddings of the graph nodes are then aggregated
using the Graph Attention mechanism with importance
relative to the Input Representation embedding of the
textual context, and the resulting graph embedding
along with the textual embedding are directly used
to predict the answer probability using a multilayer
perceptron.

Similarly, the Multi-Hop Graph Relation
Networks (MHGRN) model [54] is organized in
a similar way, but its key difference is the consideration
of the auxiliary subgraph as a set of paths connecting
vertices, according to which the embedding of each
vertex is updated based on the given length of paths
from it. To aggregate information along the paths,
special attention weights are introduced, which are
defined as the conditional probability of a given
sequence of triplets given the available context
for a query, whereas to calculate the probability of
a particular answer, the resulting embeddings of
entities from the answer are aggregated using the
attention mechanism and, together with the embedding
of the query context, are processed by the multilayer
perceptron. Thus, this approach also takes into account
the importance of relations between entities. In the
Joint reasoning with Language models and Knowledge
graphs (JointLK) model [55], the least relevant
nodes of the auxiliary subgraph are cut off and a new
representation of the query context is additionally
introduced, which takes into account the degree of its
importance with respect to the subgraph and is the third
component for obtaining the answer score along with
the original context representation and the embedding
of the subgraph. In the study [56], the message passing
mechanism implements consistent updating of both
entity and relation embeddings, which in this case are
also used to estimate the answer probability. In this
case, a modified adjacency matrix, whose elements
are the corresponding attention weights, is used to
formalize the relevance of relations between vertices
under a given query context. In the Knowledge-Aware
Graph Network (KagNet) module [57], the embeddings
of the vertices of the auxiliary graph updated with the
help of message passing mechanism are considered
as elements of paths connecting entities from the
question and one of the answer options. As a result,
for each such pair of entities, a vector of structured
features is generated as an average of the embeddings
of the paths connecting them, and a vector of textual
features obtained as the result of applying a multilayer
perceptron to the concatenation of the embeddings of
the query and each entity from the pair. To estimate
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the probability of a particular answer, averaging
over all pairs of entities from the query and response
is implemented. Furthermore, in addition, instead
of averaging, the authors also propose to utilize the
attention mechanism for feature aggregation.

One of the certain disadvantages of using graph
neural networks is the increase in the number of
parameters in the model and, consequently, in the
resources for its training and use. In this regard,
[58] proposes a simplified algorithm for obtaining
triplet embeddings based on one-hot vectors indicating
the type of entity in the graph and a certain relation
within the ConceptNet database. To calculate the final
answer probability, the model uses two scores: for
textual and graph features. The former is based on the
processing of the query embedding by the multilayer
perceptron, while the latter is based on a weighted
sum of path embeddings that takes into account their
frequency of occurrence.

The process of knowledge injection may be
somewhat more difficult when there are multiple
sources of information and training on different types
of tasks. In such conditions, it is necessary to solve the
problems associated with the need to retrain the model
weights and the displacement of learned facts by new
ones, which can lead to unstable results. One possible
solution is the use of adapters [59]—special modules
oriented for a specific data source or task, which allows
us not to change the weights of the main model and to
train only a relatively small number of adapter weights,
and thus avoid knowledge mixing. In practice, several

—

Add &Norm )

Zero-shot Fusion
ATOSWIw
2

+ M

—»(  Add &Norm
(A S—)
[ Feed Forward J

e
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|
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2% «

different adapters are usually trained independently
and then used together to solve a particular task.
Thus, the model [60] employs two types of adapters:
the first one is focused on learning general facts from
knowledge bases, while the second one is focused on
linguistic information. Within the architecture, each
output from the transformer model layer is fed to the
input of the corresponding adapter layer, resulting in
the formation of certain auxiliary features on the last
adapter layer, which can be used to predict the answer
together with the outputs of the last transformer
layer. In [61] (Fig. 6), a slightly different approach is
implemented where the weights of the adapters pre-
trained on data from ATOMIC, ConceptNet, WikiData,
and WordNet knowledge bases are also not changed
when training the model on a specific task, but instead
knowledge injection is performed by the attention
mechanism (formula ), where the adapters form Value
and Key, and the pretrained transformer forms Query:

At each model layer, input data passes through
the transformer layer and enters the Zero-shot Fusion
knowledge integration block both directly (circle 4)
and after interaction with adapter models (circles 1,
2, and 3). In this block, embeddings interact within
the attention mechanism (formula (1)): the output
representation from the transformer are used as
query, while the outputs from the adapters act as
Value and Key. Subsequently, the result of the
knowledge integration block is summed with the
output from the Multi-Head Attention block of the
transformer and normalized (Add & Norm). The goal

Fig. 6. Knowledge injection scheme using adapters from [61]
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of model training under this architecture is to be able to
address a more relevant adapter, which to some extent
resembles the concept of mixture of experts [62].

Separately, in the context of knowledge injection,
we can distinguish a group of approaches based on
the use of so-called Interaction Tokens. The concept
of interaction tokens is largely similar to the idea
of using a special token [CLS] in language models,
which can serve to classify a whole text fragment.
Similarly, interaction tokens in the case of textual
information or Interaction Nodes in the case of graphs
can act as an intermediate container of necessary
information for combining heterogeneous data. An
example of the corresponding QA architecture can
be seen in Fig. 7: within the Graph REASoning
Enhanced Language Model (GreaseLM) [63] textual
and structured information are processed independently,
and their integration is realized by updating the
vector representations of the interaction token and the
interaction node by applying a bilayer perceptron to
their concatenation:

[h, e ]=Mint(hince, ) = MLP((hine, D), (11)

m

where hint is the embedding of the interaction token
before the knowledge integration, €, is the embedding
of the interaction vertex before the knowledge
integration, MlInt is the modality interaction layer.

In GreaseLM training, the concatenation of
a question with one of the answer choices is processed
using N layers of the model-encoder (Uni-modal
Encoder) and together with the auxiliary graph (KG
Retrieval) passes through M layers (GreaseLM Layer)
of the knowledge integration block (Cross-modal
Fuser). At each layer of this block, the embeddings
of the text tokens (4, ..., hy hy) and graph
vertices (e, e;, ..., e;) are processed by the
language model layer (LM Layer) and graph neural
network layer (GNN Layer), respectively, and the
integration process itself is carried out through the
interaction (MlInt, formula (11)) of the embeddings
of the special tokens (h~int and ¢, ). After the
knowledge integration process is completed, the
embeddings of the special tokens with the graph
embedding (Pooling) obtained by means of the
attention mechanism are used for Answer Selection
by the perceptron (MLP).

Within the DRAGON!3 model [64], the GreaseLM
architecture was considered in the context of self-
supervised learning: after a knowledge integration
layer, the obtained textual features are used to predict

masked text tokens, while the graph features are used
for the Link Prediction task, which involves establishing
probability of a link between vertices in a graph using
scoring functions similar to (7).

The Question Answer Graph Neural Network
(QA-GNN) model [65] uses only an interaction node
initialized by a embedding of the textual context from
the query, based on similarity with which, determined
using a pretrained model, the relevance of other nodes
is estimated. These evaluations, together with features
representing the types of vertices and relations in the
form of one-hot encoding, are used to compute attention
weights, which are used to implement the message
passing between vertices and the corresponding
update of their embeddings. The answer selection
process is also essentially formulated similarly to
the GreaseLM model. In PipeNet [66], compared
to QA-GNN, the computation of the relevance of the
vertices of the auxiliary graph to the query context
is, in a sense, replaced by an algorithm for cutting
off irrelevant vertices, based on determining the
shortest distance between entities within the language
dependency graph corresponding to the query:

ol 1y
i Dlst(cq ,Cy)
[Vl

D(cg)=- : (12)

where D(c,) is the relevance of the entity ¢ from the
query, Dist(cq, c,) 1s the shortest distance between
the entity Cq from the query and the entity ¢, from the
corresponding answer choice, V, is the set of entities
from the answer choice for the query.

The rest of the QA-GNN architecture is essentially
the same, except for the use of vertex relevance scores in
the calculation of attention weight.

To summarize the methods of knowledge injection
with graph models, it can be stated that they are
characterized by the greatest variety of ideas used,
which demonstrate a wide range of possibilities
for taking into account the features of structured
knowledge and their inclusion in the work of
QA systems. A positive aspect can also be considered
the possibility to increase the interpretability of the
model due to the formation of fact chains with the help
of knowledge bases, which can be updated separately
in a timely manner depending on the current events.
At the same time, the full-fledged integration of graph
features leads to a significant complication of model
architectures and, depending on the implementation,
may require certain additional computational resources,
as a result of which the benefit of knowledge injection
becomes more ambiguous.

13 DRAGON— Deep Bidirectional Language-Knowledge Graph Pretraining.
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COMPARATIVE ANALYSIS

The described approaches also differ from the point
of view of setting up the experimental part. Thus, first
of all, different benchmarks could be used to test the
efficiency of implementations. As a result, it was decided
to perform the comparative analysis with respect to the
CommonsenseQA dataset that appeared most frequently
in the considered works [67].

CommonsenseQA consists of 12102 questions
offering five answer choices, one of which is correct.
The choice in favor of this dataset can be justified
by its higher complexity in terms of the relatively
poor results of QA systems on it compared to its
counterparts. In this case, the higher complexity
is due to the focus of the questions on social and
psychological aspects and the need to establish causal
relationships, as well as the lack of any additional

context for the questions. While this complicates
the effective implementation of pretrained language
models due to the smaller number of inputs, such
a formulation of the problem favors the formation of
such a context through external knowledge bases.

Table 2 summarizes the results of the models
without Ensemble on the CommonsenseQA
dataset test sample. For practical comparison of
implementations in the context of this dataset,
accuracy (the percentage of questions that were
answered correctly) is used as a metric. It should
also be noted that one of the most frequently used
language encoder models, ROBERTa [68], was chosen
as the baseline benchmark.

The results show that any ofthe considered approaches
can increase the accuracy of the QA system with respect
to the base solution using a pretrained language model,
thus confirming the promising avenue of this line of

Table 2. Comparison of the effectiveness of knowledge injection methods

Model Injection method Accuracy on CommonsenseQA test set, %
RoBERTa [68] (2019) - 68.7
Model from [15] (2020) Self-supervised learning 75.6
Model from [23] (2022) Self-supervised learning 78.5
UnifiedQA [37] (2020) Fine-tuning 79.1
Text embeddings
Model from [44] (2023) and attention mechanism 75.0
Text embeddings
Model from [47] (2020) and attention mechanism 80.3
Text embeddings
DEKCOR [41] (2021) and attention mechanism 80.7
Text embeddings
KEAR [42] (2022) and attention mechanism 86.1
Graph embeddings
JointLK [55] (2022) and attention mechanism 74.4
Graph embeddings
Modelfrom [53] (2020) and attention mechanism 75.3
Graph embeddings
MHGRN [54] (2020) and attention mechanism 75.4
QA-GNN [65] (2021) Interaction tokens 73.4
GreaseLM [63] (2022) Interaction tokens 74.2
DRAGON [64] (2022) Interaction tokens 76.0
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research. At the same time, the models using graph-based
embeddings demonstrate noticeably lower accuracy,
while the best result on the CommonsenseQA dataset is
obtained using the KEAR model with knowledge base
information injection via text-based embeddings.

However, from a practical point of view, the existence
of other important factors should be taken into account
when comparing approaches. For example, models based
on self-supervised learning and fine-tuning, despite their
lower accuracy, require less additional computations
to obtain an answer to a query. At the same time, the
very process of pretraining such models implies a rather
significant expenditure of computational resources. In
addition, not all implementations use the same language
models, which in itself may result in differences in the
final accuracy. The amount of time the model needs to
obtain an answer it can also be considered as a relevant
factor.

If proceeding solely from the results on the
CommonsenseQA benchmark, it can be stated that the use of
more architecturally complex models in general does not have
a significant enough effect to compete with more established
approaches that focus solely on the use of language models.
Nevertheless, it continues to be worthwhile to continue the
comparative analysis using other benchmarks as a means of
better assessing the real state of art.

CONCLUSIONS

The presented review forms a basis to argue for the
effectiveness of knowledge injection techniques in the
field of QA system design. Already existing solutions
experimentally confirm the possibility of simultaneously
achieving several main goals of knowledge injection in
this context.

However, there is still considerable room for further
improvement in multiple aspects of the process. Firstly,
currently relatively basic and well-established in the field
of natural language processing methods for extracting
data from knowledge bases for a query prevail. Only
a few works propose ways to improve this process, such
as paraphrasing additional knowledge from the database
to simplify its processing by the system. In this context,
given the potential importance of extracting relevant
information in terms of further implementation, specific
approaches can be considered along with their impact
on the result.

Secondly, it is of interest to analyze the potential
impact of choosing a particular graph model for
processing structured information, since in existing
works the main emphasis is shifted to comparison
according to the criterion of the used language model.
At the same time, over the last few years, many new
promising models of knowledge graphs embeddings and
graph neural networks have appeared, whose capabilities
in the framework of practical tasks of this kind have yet
to be established, but can significantly affect the results
of the system as a whole.

Thirdly, there is currently a lack of systematic
studies comparing methods for combining data from
different modalities in the context of QA system
design. This issue can also be considered relevant due
to the possibility of generalizing to a wider range of
tasks.

Finally, within the current vector of development of
the field of QA system design leading to the prevalence of
universal generative language models such as ChatGPT
in applications, it makes sense to emphasize the study of
the peculiarities of knowledge injection methods in this
type of model.
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