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Abstract

Objectives. Despite the wide application of the term “ontology” in philosophy and social sciences, ontological
modeling in the fields of computer science and information theory remains poorly studied. The purpose of the work
is to develop a methodology for the ontological modeling of information and to clarify the theory of information
retrieval technology both in a broad sense and as part of ontological modeling. Relevant problems in ontological
modeling include the necessity of demonstrating the difference between regularity and functional dependence.
Methods. To achieve the stated goal, alogically structural approach is used, including the construction of conceptual
schemes and their description in terms of logical formalism. The logically structural approach includes the
construction of conceptual schemes that serve to apply logical formalism. The basis of logical modeling involves the
selection of related models. The extended information retrieval technology proposed for this purpose searches not
for individual objects, but for groups of objects. Since ontological research is based on a transition from qualitative
to quantitative description, the methods used include quantitative-qualitative transitions.

Results. A new concept of ontological modeling of information is introduced. The conditions of ontological
modeling are substantiated. Relationships between the concepts of regularity and functionality are investigated.
On this basis, an interpretation of regularity and functional dependence is given. Structural and formal differences
between information modeling, information retrieval technologies, and ontological modeling are demonstrated.
Three information retrieval tasks are described, of which the second and third tasks involving the search for a group
of related objects and the search for relationships or connections within a group of related objects, respectively,
are solved using ontological modeling. Formal schemes of ontological modeling are provided. The transition from
relations to connections in the case of ontological modeling is demonstrated.

Conclusions. Ontological modeling is shown to be applicable only to related models or to models between which
there isa commonality. Atechnology of ontological modeling is proposed, in which version information retrieval is the
initial part, while the second option involves the use of cluster analysis technology. Since ontological modeling uses
qualitatively quantitative transitions, the proposed variant can be used to extract implicit knowledge.
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Pe3iome

Llenu. HecmMoTps Ha LUMPOKOE NMPUMEHEHME TEPMUHA «OHTONIOMMS» B PUI0CODUN 1 CouManbHbIX Haykax, B 061acTu
MHPOPMATUKN OHTONOrUS U, TeM 6oNiee, OHTONIOMMYEeCKOe MOAENMPOBAHME OCTAOTCA Masio U3y4YeHHbIMU. Takke
MaJsio UccnefoBaHa OHTonornsa B 06n1act nHpopmaumoHHoro nons. Llenb paboTsl — paspaboTka MeToauKM MHGOP-
MaLMOHHOI0 OHTOJIOMMYECKOr0 MOLENNPOBAHUSA U UCCNEeL0BaHNE TEXHONOMMN MHPOPMALMOHHOIO NOUCKa B LUMPO-
KOM CMbIC/IE N KaK 4YaCTM OHTONIOMMYECKOro MOAENMPOBaHMS. Ha OCHOBE OHTOJIOMMYECKOr0 MOAENNPOBAHNS HEOO-
XOAMMO NoKasaTb pasnnyme Mexany 3aKOHOMEPHOCTLIO N GYHKLUMOHAIbHOM 3aBUCUMOCTbIO.

MeToabl. [ng JOCTUXEHUS LLeNn NPUMEHEH JIOMMYECKN CTPYKTYPHbIM NOAX0A, BKITOHAIOLLNI MOCTPOEHME KOHLLEeN-
TyaslbHbIX CXEM W JIOFMYeCKn GOopManmam 1Ux onmcaHmns. JIorm4eckn CTPYKTYPHbIA MOAX0[, BKIOYaeT NOoCTPOeHme
KOHLLENTYasbHbIX CXEeM, KOTOPbIE CNYXaT A NPUMEHeHNS norndeckoro dopmanndma. OCHOBOI OrM4eckoro Mo-
LeNMpoBaHnA ABNASETCA BblAeNeHne POACTBEHHbIX Moaenen. [1na aTon uenu npeanaraetcs NpuMeHnTb paclUunpeH-
HYIO TEXHONIOT IO MHPOPMALIMOHHOIO NMOKCKa, KOTOpas ULLET He OTAESbHbIE 0ObEKTbI, a rPyMMbl 00bEKTOB. OHTONO-
rmyeckoe nccnefoBaHme CTPOUTCS Ha NPUMEHEHUM nepexoia OT KaY4eCTBEHHOIo OnMcaHns K KONIM4eCTBEHHOMY.
K 4yncny npyMmeHsieMbiX METOLOB OTHOCUTCHA METOL, KOJIMYECTBEHHO-KQYEeCTBEHHbIX MePEX00B.

Pe3ynbTatbl. BBOANTCA HOBOE MOHATUE — MUHPOPMALIMOHHOE OHTOJIOrM4Yeckoe MmoaenpoBaHue. O60CHOBaHbI yC-
JIOBUSI OHTOIOMMYECKOro MoaenmposaHuns. MiccnenoBaHbl OTHOLLEHUSA MeXAY NOHATUSAMU 3aKOHOMEPHOCTU U PYHK-
LIMOHaNbHOCTN. Ha 9TOM OCHOBE AaeTcs TPakTOBKA 3aKOHOMEPHOCTN U DYHKLMOHANbLHOM 3aBUCUMOCTU. okasaHo
CTPYKTYPHOE 1 popManbHOe pasnuyne mexay MHGOPMaLMOHHBIM MOLENNPOBAHNEM, TEXHONOIMAMU MHGOPMa-
LLMOHHOIO NOUCKa U OHTOJNIOMMYECKUM MOLENNPOBaHMeM. PackpbiTbl TpK 3aga4m MHGOPMaLMOHHOIo novcka. Mpu
OHTONOrMYEeCKOM MOAENVPOBAHUM PELLAIOT BTOPYIO U TPETbLIO 3a4a4M MHOOPMALMOHHOIO Noncka, COOTBETCTBEH-
HO, MOUCK rPYNMbl CBA3AHHbLIX MeXAy C060 0OBHEKTOB U MOMCK OTHOLUEHWUM UKW CBA3EN BHYTPU IPYMbl CBA3AHHbLIX
Mexay coboit 00beKTOB. JaHbl GopMasibHble CXEMbl OHTONIONMYECKOro MoaenMpoBaHus. lNokasaH nepexos oT oT-
HOLLIEHWI K CBA3SIM B CJly4ae OHTOI0MMYEeCKOro MOAeMMPOBaHUS.

BbiBoAbl. 10Ka3aHO, YTO OHTONOrMYeCKoe MOLENMPOBAHME MOXHO MPUMEHATb TOSIbKO K POACTBEHHLIM MOLENSAM
WY K MOLENSAM, MeXAyY KOTOPbIMU CYLLLECTBYET OOLLHOCTb. [MpeanoxeHa TEXHONMOrs OHTONOMMYEeCKOro MoAenMpo-
BaHWS, B BapMaHTe KOTOPOM MHPOPMALIMOHHBIM NOUCK ABNSETCHA HaYaIbHOM YaCTbi0 OHTONIOMMYECKOro MO4ENNpPO-
BaHUS. BTOpbIM BapnaHTOM SAIBNSIETCS NPUMEHEHNE TEXHONOMMN KNacTepHOro aHanmaa. OHTONorMyeckoe Moaenm-
poBaHMe UCMoJb3yeT Ka4eCTBEHHO-KONIMYECTBEHHbIE NEPEexXoabl 1 B nNpensiaraeMoM BapnaHTe MOXET CIY>XUTb A5
M3BJIe4EHNSA HESIBHOIO 3HaHUS.

KnioueBble cnoea: MoaennpoBaHne, OHTOIONMYeCcKoe MoAeMpoBaHne, MHPOPMALMOHHbLIN NMOUCK, MHGOPMaLLN-
OHHOE MoJe, 3aKOHOMEPHOCTb, 06006LLEHNE, NTOrMYECKM CTPYKTYPHOE OnrcaHne, POACTBEHHbIE MOOENM
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npoapaquocn: d)MHaHCOBOVI AedaTesibHOCTU: ABTOpr He NMetoT ¢)I/IH3.HCOBOI71 3anMHTEepPeCcoBaHHOCTW B npeacTaB/1eH-

HbIX MaTepunasiax nan MmetTogax.

ABTOpPbI 329BASAOT 06 OTCYTCTBMM KOHMIMKTA MHTEPECOB.

INTRODUCTION

In philosophy, ontology is used to conceptualize
reality [1]. In computer science, by contrast, ontology is
differentiated by subject areas and refers to an information
artifact [2]. As such, an ontology includes a vocabulary
used to describe a topic defined reality, conventions
used for complementarity, concept matching and
contextual relations, as well as construction and analysis
schemes. Ontologies were originally proposed for the
verification and construction of conceptual models.
Since verification involves the domain of logic, logical
constructs are widely used in ontological modeling.
Nowadays, ontologies are applied for knowledge
extraction and experience building. At the same time,
information retrieval [3] should be mentioned as a one
of the primary areas in which ontological modeling was
subsequently used. Since ontology in computer science
involves information field (IF) theory [4], the concept of
information ontology acquires salience. An information
ontology is one that acquires relevance as part of
a finite element (FE) model. Various types of modeling
are widely used in intellectual property (IP) systems,
of which the main one is informational modeling.
This feature gives reason to talk about informational
ontological modeling [5].

Information ontological modeling is fully consistent
with the theoretical provisions of ontology, which
are related to the definition of types, properties, and
relationships of entities [1]. Simply stated, ontology
is a theory of entities of objects and entities of their
relations [6]. Here, a distinction is made between
formal, descriptive and formalized ontologies. Formal
ontology was introduced by Edmund Husserl in his
Logical Investigations. According to Husserl, the
object of ontology is the study of essence and important
categories. In information sciences, this formal
approach links ontology with taxonomy. Nevertheless,
it is necessary to distinguish between ontologies of
information entities and ontologies of information
systems [7]. The application of the ontological approach
is driven by the needs of modern information societies,
in which information support and knowledge sharing
is a key development factor. In the context of global
resource exchange, knowledge acquisition and its

methods deserve special attention. While there is
no single methodology for systematic information
modeling, a proposed ontology-based approach provides
a semantic representation of information [8].

Information modeling is used for different purposes,
one of which is to extract meaning and knowledge.
Moreover, information modeling is can be considered
as conceptual modeling or semantic data modeling.
Thus, information modeling and ontological modeling
may have useful points of commonality. A variant of
information modeling is aimed at building an information
model that represents conceptual aspects of objective and
subjective reality. Since the conceptual framework of this
methodology relies on ontologies and concepts that arise
in ontological constructs, this may be said to constitute
the essence of ontological information modeling. Due
to the diversity of models and information technologies
generating redundant requirements and data exchange
rules, the work presented in [9] utilizes ontological
principles. In [10], research results are presented on
an ontology-based approach for building information
modeling to facilitate information exchange between
different applications of a subject area. The described
approach is based on a generic information entity
ontology that models the types of IS elements and the
relationships between them. The information systems
to be integrated must be modeled using the common
ontology, according to which each knowledge domain
adds its own element properties to the common ontology.

In the artificial intelligence domain, ontologies are
used to generalize and reduce the complexity [11] of
information. The use of topological models in ontologies
greatly simplifies their analysis. Ontological models
that are extended to the field of information retrieval
can be ontological models of information retrieval.
Thus, the importance of ontologies in IS and the need
for ontological modeling becomes clear. Ontological
modeling [12] aims at generalizing the properties
of a number of related models, finding patterns and
knowledge in this generalization. However, information
retrieval [3], which in a broad sense refers to scientific
research aimed at obtaining knowledge, precedes
ontological modeling. Therefore, the combination
ontological modeling and information retrieval becomes
a novel and relevant area of study.
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1. METHODOLOGY

The logically structural approach of analysis was
used. The second and third tasks of information search
were applied, the essence of which is disclosed below. The
method of qualitative-quantitative transitions, methods of
comparative and qualitative analysis were used.

2. RESULTS

2.1. Conceptual diagrams

The logical structural approach implies the
construction of graphical schemes, which further serve
as a basis for the construction of logical constructs.
In the presented ontological modeling system, it is
reasonable to consider information modeling and
information retrieval as related to modeling processes
for the purposes of comparison. The conceptual scheme
of information modeling is shown in Fig. 1.

are identical to information models. Therefore, the
information search in the second and third tasks generates
a set of information models having commonalities.

The similarity between information retrieval and
information modeling is that both technologies form
information models. Single information modeling forms
a single information model. Information retrieval forms
a set of information models. In this totality, explicit
and implicit patterns and relationships can be searched
on the basis of ontological modeling. Figure 3 depicts
a generalized model of ontological modeling.

IS, object IS, object IS, object
d1, 95 .-, 4, 44,45, .-, 4, q1, 95, .-, 4,
W W W T Wy, W, W | Wy, Wa, o Wy [
Ontological modeling ;
2 N 70 N 7

Object of reality » Key parameters IS object

\ 4

| Consistent pattern |

Fig. 1. Information modeling diagram

The basis of the model is formed by an object of
reality, which is transformed into an IS object via key
parameters, modeling conditions, and the set task. The
IS object can be considered as synonymous with an
information model. The structure of the information
search model is shown in Fig. 2.

IS object

Information

Search object »> multitude

IS object

IS object
Fig. 2. Structure of information search

Information search can be performed for different
purposes or tasks. The most common way to perform
an information search is to find a single, user-required
item. Here the first task will be to determine an object
from the set of found objects in terms of the relevance
of its features. The second task will be to find a group of
related objects. In the third task of information search,
it becomes necessary to find relations or connections
within a group of related objects. Ontological modeling
provides a means to solve the second and third search
tasks. In all cases, the basis of the search is a search
model, which may also be called a pattern. Linked
objects in solving the second and third information
search problem should be called related objects.

In the second and third search tasks, a discrete
set of objects with commonalities is generated. The
pattern generates a set of IP objects (Fig. 2). IP objects

Fig. 3. Generalized model of ontological modeling

Three types of parameters are shown here: set or
explicit(q,,4,,---,q,); foundoradditional (w,w,, ..., w,);
generalized (Mw,, Mw,, ..., Mw)).

The number of these parameters is usually different.
The number of given parameters may be greater or less
than the number of found parameters. The number of
generalized parameters is usually less than the number
of found and set parameters.

2.2. Regularities of grouping of related objects

Objects that have commonalities and explicit or
implicit connections may be described as related. Here it
isnecessary to distinguish between concepts of regularity,
connection, and functional dependence. Regularity, as
a rule, is a soft qualitative statement, having a logical or
verbal form of representation. For example, an increase
in the cost of a vehicle increases the cost of cargo
transportation. Connection, on the other hand, is a hard
dependence of one value on another or objects between
each other. For example, the connection between cars in
atrain is realized by means of different types of couplings.
Although there can be different kinds of couplings, all
of them have a rigid connection in common. Finally,
functional dependence is a relationship defined explicitly
in the form of an analytic form. Any known law, such as
Coulomb’s law or the law of universal gravitation, is an
example of functional dependence.

One way of finding related entities is information
search in the aspect of the second and third search
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tasks noted above. Information retrieval starts with the
formation of a search entity using cognitive methods.
A user can form a morphological pattern and supplement
it with alternative parameters: type, size, date of file
creation and others. Here it is fundamental that the search
pattern be formed morphologically, not semantically.

A pattern (Paf) contains the query parameters {q}.
The designation {} is used to describe a discrete set of
values. In general, a search pattern can be represented as
a regularity:

Pat{q;} — IR(IS) — {Exj},j: ,...mi=1,..,n (1)

Expression (1) is interpreted as follows. The
query Pat{q;} is sent to the information set (IS) via
the information retrieval (/R) technology. As a result,
a discrete set {Exj} is formed. The value n specifies
the number of query parameters, while m specifies the
number of instances selected in the information set
based on the query. There is a regularity:

Tn—=Tm—1t 2

According to (2), an increase in the number of query
parameters entails an increase in the number of instances
and the search time z. This regularity leads to the need to
minimize the number of search parameters.

Search {Ex j} as complete objects is an object search.
Inthis case, the result of the query is an information model
or an IS object, for example, a file. The result {Exj} is
a set of related objects for further analysis.

2.3. Modeling patterns

In contrast to information modeling, ontological
modeling is a multi-stage process (Fig. 1). Ontological
modeling begins with the selection of a group of objects
that have commonalities. One variant of such selection
is related to cognitive modeling. Another variant is based
on the use of information search technology within the
framework of tasks 2 and 3. Such information search can
be represented as a process of clustering a heterogeneous
multitude.

A search or clustering object can be an information
model, a process model, a state model, relationships, or
tacit knowledge. These objects have different degrees
of abstraction. For task 1, there is an individual search,
while for tasks 2 and 3 there is a group search. When
forming a query for group search, an expert’s experience
or the search subject’s cognitive abilities are used. The
simplest search pattern is given in expression (1).

In expression (1) there are known, given
parameters (q,, ¢,, .-, ¢,)- Let us conditionally consider
five instances in the group. We denote the newly found
parameters by (w;, w,, ..., w;), where k is the total

number of found parameters. As a result of the query, we
have a total of (n + k) parameters. The first sample of the
group has the following form:

Exl(ql, 4y W1 Wy, W3, W4)‘ (3)

From expression (3), we can see that the first
instance contains two given and four found parameters.
All six parameters describe the first sample.

The second sample of the group has the following
form:

Exz(qla q3: W6: W5: W2, W4) (4)

and also contains two given and four found parameters.
However, these parameters are different: g, appeared
instegd of g5, while wy, ws appeared instead of w,, w;.
All six parameters describe the second sample.

The third sample of the group has the form:

Ex3(Q]: q35 qna W]a W3a W6> Wga W4) (5)

and contains three given and five found parameters. The
parameters differ from the first instance. The parameter g,
appeared additionally, w, wg appeared instead of w,. All
eight parameters describe the third sample.

The fourth sample of the group has the form:

Ex4(q]> q23 Q3, W’]: Wg: W]:- W4) (6)

and contains three given and four found parameters. The
parameters differ from the first instance. Additionally,
parameter ¢, appeared, while w,, wq appeared instead
of w,, w;. All seven parameters describe the fourth
sample.

The fifth sample of the group has the form:

Ex5(q]7 Q3: W]a WS: W9’ W4) (7)

and contains two given and four found parameters. The
parameters differ from the first sample. Instead of the
parameter g, there appeared ¢, instead of w,, w; there
appeared ws, wy. All six parameters describe the fifth
sample.

The main disadvantage of group instance descriptions
is that they exclude the description and influence of the
situation in which the objects are located. Although it is
acceptable to have different kinds of relations between
parameters, different possible typical relationships
between parameters should be emphasized:

Rel(qls qz: C]3> R qn)9 (8)
Rez(‘]p q27 W]: ceey W,‘)) (9)
Res (Wi, Wy, ..., wp). (10)
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According to expression (8), there is a relationship
between the query parameters. Expression (9) states
that there is a relationship between a part of the query
parameters and a part of the new found parameters,
while expression (10) states that there is a relationship
between the found parameters.

Relationships serve asabasis for establishing possible
connections (Con) and functional dependencies (F). By
analogy with (8)—(10) we can distinguish 3 possible
groups of relations:

Conl(ql, G943 -+ qn), (11)
Cony(q s Gps Wys ooy W), (12)
Cony(wy, Wy, ... Wp). (13)

Expression (11) states the possible existence
of relations between query parameters, while
expression (12) asserts the possible existence of
relations between a part of query parameters and
a part of new found parameters. Expression (13) states
the possible existence of relations between found
parameters.

The presence of relations can lead to functional
dependence, for example, for expression (12) and (13)
can appear a functional dependence of the following
type:

Cony(qys Gy, Wis -0y W) =

(14)
W),
Cony(wy, Wy, ..., wp) = Y= F3(w, w,, ..., wp).(15)

Expressions (14) and (15) are of the qualitative-
quantitative transition type. On the left side is a constant
or a logical expression that serves as the basis for forming
afunctional dependence, while the functional dependence
isindicated ontherightside. Expression (14) hypothesizes
that relationships between different parameters can lead
to the formation of functional dependencies between
different parameters. Expression (15) hypothesizes that
links between new parameters can lead to the formation
of functional dependence between new parameters.
Expressions (14), (15), which can be considered as new
knowledge, appeared after the identification of new
parameters.

Ontological modeling is performed on the basis
of additional analysis. For example, the analysis of
instances in expressions (3)—(7) demonstrates the
stability of occurrence of parameters ¢, w,, w,. This
suggests that these parameters comprise common
characteristics for different instances. This commonality
is identified on a group of models related by a common
theme. Common themes are organized either by the
principle “from private to common” (information

search) or by the principle “from common to
private” (cluster analysis).

The result of further ontological modeling is
three-level. On the first level, metaparameters are
defined and emphasized. For expressions (3)—(7) these
are ¢, w,, w, and new metaparameters as functions are
possible:

Mw, =o¢,({g}, {w}), (16)
szz(p2({q}n {W})’ (17)
Mwy = 3({g}, {w}). (18)

Since the number and composition of arguments in

functions ¢,, ¢,, @, are different, we can generalize:
(g}, {w}) — Mw,. (19)

In expression (19), Mw are metaparameters whose
number is equal to £.

Once the metaparameters are obtained, the
relationships between them are found. This is the second
stage of ontological modeling:

(Mw,, Mw,, ..., Mw,) — ReW. (20)

In expression (20), ReW are the implicit relations
between metaparameters, which are not initially
identified by parameters ¢, w and determined only by
metaparameters. New relations RelV give a reason to
search for and establish new relations:

(Mw,, Mw,, ..., Mw,) — ConMw —

= Y@, §ys -, Pp). (21
In expression (21) ConMw are previously unknown
relations, while @, ¢,, ..., ¢, are metaparameter
functions and v is the ontological function.
Expression (21) describes a new dependence. This
dependence is implicit before ontological modeling and
is revealed only at its third stage.

3. DISCUSSION

Since ontological modeling is performed on
specific objects or models, it requires related or related
models. So far, such a concept has not been applied
in the theory of ontological modeling. At the same
time, it is a prerequisite for ontological modeling.
Ontological analysis of models that are not related
in any way will not give a reliable result. However,
ontological analysis and ontological modeling of
models related by internal properties can leads to the
identification of new patterns and acquisition of new
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knowledge. Ontological information modeling on
related models is one of the methods for extracting
tacit knowledge [13].

An important feature of ontological information
modeling is the influence of cognitive factors on the
modeling result. Cognitive modeling is required at the
stage of forming a query to search for related models.
This fact is also poorly taken into account in ontology
theory. The disadvantage of the cognitive approach
is that cognitive factors create ambiguity of search
query formation, leading to ambiguity of related model
formation.

Ontological information modeling, which uses the IS
model [14, 15], is itself an IS technology. The information
field creates an integral model of reality with all internal
connections and relations, permitting their identification
using ontological information modeling. The main
advantage of IS is that it contains all internal connections
and relations, which increases the adequacy of ontological
modeling.

Nowadays, modeling—and especially ontological
modeling—is affected by the problem of big data.
In ontological modeling, it is necessary to carry
out clustering using big data [16]. In addition, the
task of data mining arises considering the volume
of data [17]. Special methods are needed for this
purpose. Therefore, modern ontological modeling
methods must additionally include big data processing
algorithms.

CONCLUSIONS

Ontological modeling can only be performed on models
that have internal commonality and internal relationships.
However, since ontological modeling and information
retrieval are related, they can be considered as a single
composite technology. In such a composite technology,
information retrieval is a necessary preliminary stage,
serving to select related models that form the basis for
subsequent ontological analysis. Ontological modeling
carried out as part of this composite technology identifies
regularities and functional dependencies. As such, it
represents a method for obtaining new knowledge. While
researching the present work, the concepts of regularity
and functional dependence were clarified to establish the
presence of qualitative-quantitative transitions between
them. Regularity is expressed with the help of logical
descriptions. The relation of regularity is succession,
while the main relation of functional dependence is
equivalence. Regularity gives qualitative descriptions
and qualitative evaluations, while functional dependence
enables quantitative assessment of internal relations.

In this work, to obtain related models, we have
proposed the technology of information inventory in
the extended sense of group search. Cluster analysis,
which can be used as an alternative approach, will be the
subject of another paper.
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