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Abstract

Objectives. This work is devoted to the topic modeling of short messages received through social networks or in
another way in the form of a series of short messages. This need arises in public relations systems in state and
municipal structures, in public opinion polling centers, as well as in customer service systems and marketing
departments. The aim of the work is to develop and experimentally test a set of algorithms for a thematic model for
automatically determining the main topics of information exchange and typical messages illustrating these topics.
Methods. The work uses methods of variable statistical distributions applied to collocation statistics and approaches
typical for resolving problems of topic modeling of short texts, but applied to successive messages. In this way,
online machine learning and topic modeling are considered jointly.

Results. The work considered the construction of a thematic model in which clusters found with the presentation
of their typical representatives and current weight can help decision-making in accordance with the subject of these
most important messages. The proposed method was experimentally tested on a corpus of real messages. The
results of topic modeling (the constructed thematic models) are consistent with the results obtained manually. The
messages selected illustrate that the topics with the highest weight are seen as such from the point of view of human
experts.

Conclusions. The proposed algorithm of topic modeling allows the most important topics in current communication
to be automatically identified. It shows posts that serve as indicators of these topics, and thereby significantly
simplifies the solution of the problem.
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HAYYHAA CTATb4A

TemaTrudeckoe MoaeTUPOBAHUE
B MOTOKEe KOPOTKHUX COOOIIEHUMA HA PYCCKOM AI3BIKE

E.C. Mo3aunase ©

Eenropogckuii rocynapCTBeHHbIVi TEXHO/I0rndeckuii yHusepcuteT um. B.T. LLlyxoBa, besnropoa,
308012 Poccusi
@ AsTOp AN nepenvcku, e-mail: mozaidze95@mail.ru

Peslome

Llenu. Pa6oTa nocesilieHa TEMaTMYECKOMY MOLENMPOBAHNIO KOPOTKUX COOBLLEHNIA, MOCTYNAOLLMX NOCPELACTBOM
couuanbHbIX CeTel Unn ApyruMm cnocobom B Buae cepuun. Takas 3agadva BO3HMKAET B cucTemMax paboTkl C Hace-
JIEHVWEM B rOCYAapCTBEHHbIX M MyHULMNASbHBLIX CTPYKTYpax, B LLEHTPax ornpoca obLEeCTBEHHONO MHEHMS, a Takxke
B crcTeMax 06CNyXMBaHUS KIIMEHTOB 1 MapKETUHIOBbLIX NoapasaeneHusix. Llens paboTtel — pa3paboTka n akcnepu-
MeHTasnbHas NpoBepka Habopa anropMTMOB TEMaTUYECKON MOLENW A1 aBBTOMATUYECKOr 0 OnpeneneHnst OCHOBHbIX
TeM o6MeHa MHGOpPMaLMEN U TUMUYHBIX COOBLLLEHWNI, UNTTIOCTPUPYIOLLMX STU TEMBI.

MeToabl. VIcnonb3yoTCcd METOObl NePEMEHHbLIX CTAaTUCTUYECKUX pacnpeneneHnin, NPUMEHEHHbIX K CTaTUCTUKE
KOJIIOKaLMA, 1 NOAX0Obl, XapakTepPHble 019 pelleHns 3agad4 TeMaTtnyeckoro MoAeIMpoBaHUSA KOPOTKNX TEKCTOB,
HO B MPUMEHEHUW K CRenyoLmM Apyr 3a Apyrom coobLieHmsaM. Takum 06pa3om, 3aa4m OHIANHOBOIo MalUMHHOIO
00y4eHVs 1 TEMATMYECKOrO MOLENVMPOBAHMS PACCMaTPMBAKOTCS B COBOKYMHOCTM.

Pe3ynbTaTbl. PACCMOTPEHO NOCTPOEHNE TEMATMHYECKON MOLESNN, B KOTOPOW HAMAOEHHbIE KnacTepbl C Nnpeabsasie-
HUEM UX TUMNNYHbIX NPeLCTaBUTESNIEN N TEKYLLLETO BECa MOIryT MOMOYb YEI0BEKY B MPUHATUM PELLIEHN B COOTBETCTBUN
C TEMATUKOWN 3TUX Hanbonee BaXHbIX COOOLLEHUIA. [TpeanoXeHHbI MeTos, Obin 9KCNePMMEHTASIbHO NMPOTECTUPOBAH
Ha KOpMyce peasbHbIX COOOLLEHNIA. Pe3ynbTaTbl TEMATUYECKOr0 MOAENMPOBAHUSA (MOCTPOEHHbLIE TEMATUYECKNE
MOJESIN) COrnacylTCs C pe3yfibTaTamu, NoJlydYEHHbIMU BPY4YHYIO: BbIOPaHHbIE COOBLLLEHMS, UITIIOCTPUPYIOLLME MPO-
6nemMHble TEMbI C HAMBONbLUNM BECOM, SIBASIIOTCS TAKOBLIMU U C TOYKU 3PEHNSI IKCMNEPTOB.

BbiBoabl. Mpeanaraemblin anropntMm TEMaTUHECKOro MOLEIMPOBaHUS NO3BONAET aBTOMATUYECKU BbIABNATL HaN-
6onee BaXHbIE€ TEMbI B TEKYLLLEM OOLLEHMN, MOKA3bIBAET NOCTbI, CAYXaLLMe NHANKATOPaMU 3TUX TEM, YTO NO3BONSET
CYLLLECTBEHHO YNPOCTUTb PELLEHNE 3a4a4U.

KnioueBble cnoea: Tematuyeckoe moaenmposaHe, EM-anropntm, ckpbiToe pasMelleHne, MeTof NoTo4YHOM ne-
PEHOPMUPOBKN

e Moctynuna: 25.03.2024 » Jopa6oTaHa: 30.09.2024 ¢ MpuHaTa kK ony6nukoBaHuio: 17.11.2024

Ana uutnpoBaHua: Mosanase E.C. TemaTnyeckoe MoaenmpoBaHne B NOTOKE KOPOTKMX COOOLLLEHMI HA PYCCKOM
a3blke. Russian Technological Journal. 2025;13(1):38-48. https://doi.org/10.32362/2500-316X-2025-13-1-38-48,
https://elibrary.ru/HJHQTR

Mpo3payHocTb pHAHCOBOMN AeATesIbHOCTU: ABTOP HE MMEET PMHAHCOBOV 3aMHTEPECOBAHHOCTU B NPEACTaB/EH-
HbIX MaTepuanax unm MeToaax.

ABTOp 3aaBnseT 06 OTCYTCTBUM KOHMINKTA MUHTEPECOB.
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INTRODUCTION

When working with social networks and messengers,
the need almost always arises for an automated search for
the most important topic in the exchange of messages.
This is due to many reasons, including the need for chat
moderation, identifying moments when a responsible
person needs to intervene, searching for the most
important topics of communication at the moment in the
context of chat topics.

The case studied in this article relates to information
exchange in social networks in the city of Belgorod. The
reason for this choice is that the authors were able to
obtain this data, however, the proposed methodology is
applicable to any research subject of this kind for which
there is a sufficient amount of data available.

Topic modeling is a way of training a machine
(computer) to identify meaningful topics in texts. For
example, by analyzing an array of news and journalistic
texts, it is possible to identify certain topics. Of course,
computers cannot understand the meaning of articles
literally, but if there is a large collection of texts with
different topics, then the probabilities of joint use of
words enable to identify separate thematic layers.

A topic stratum filtered from a set of texts is simply
aset of words characteristic of a topic. Words in such a set
are sorted by importance for the topic [1-3]. In terms of
cluster analysis, a topic is the result of biclustering, i.e.,
simultaneous clustering of both words and documents
according to their semantic proximity.

In 1998, the scientists K. Papadimitriou, H. Tomaki,
S. Vempala, and P. Raghavan were among the first to
show interest in the topic of the probabilistic topic
model [4]. Their work was devoted to latent semantic
indexing (LSI), a method of information retrieval based
on spectral analysis of the document database.

Further development of this topic is reflected in the
works of foreign scientists.

Thomas Hofmann [5] studied probabilistic latent
semantic indexing. Unlike the standard latent semantic
indexing using singular value decomposition, the
probabilistic variant has a strong statistical foundation
and defines a proper generative model of the data.
Search experiments on a number of test collections show
significant performance gains over direct term matching
methods as well as LSI. David Bley [6-8] considered
supervised latent Dirichlet allocation (sLDA) or the
statistical model of labeled documents. In his papers,
he illustrates the advantages of sLDA over modern
ordered regression, as well as over unsupervised
latent Dirichlet allocation (LDA) analysis followed
by a separate regression. Andrew Ng, an American
computer scientist, Associate Professor at Stanford
University, a researcher into robotics and machine
learning, and one of the founders of the online learning

platform “Coursera™, predicted long ago®? [3] that

natural language recognition would become the main
method of human-computer interaction. In his work, he
drew attention to reinforcement learning as one of the
ways of machine learning.

Russian scientists have also contributed to the
development of this topic.

Vorontsov [9] proposed in his work additive
regularization of topic models (ARTM), based on
maximization of the weighted sum of the logarithm
of likelihood and additional criteria: regularizers. This
simplifies the combination of topic models and the
construction of any complex multi-objective models.
Potapenko [10] considered a generalized EM-algorithm3
with smoothing, sampling and thinning heuristics,
enabling both known thematic models and new ones
to be obtained at different combinations of these
heuristics. Lukashevich [11] and Nokel* have presented
the results of experiments on adding bigrams to topic
models and taking into account the similarity between
them and unigrams. They proposed a new algorithm
PLSA-SIM, as a modification of the probabilistic latent
semantic analysis (PLSA) algorithm for building topic
models. The article by Korshunov and Gomzin presents
a comparative review of various models, describes ways
of estimating their parameters and quality of results, and
gives examples of open software implementations [12].

Topic modeling software libraries such as Maller,
Gensim®, and BigArtm’ have been developed, thus
enabling the creation of probabilistic topic modeling.

The active use of large language model (LLM) tools,
including for resolving topic modeling problems, began
a few years ago. Quite a large number of works in this
area have appeared, a number of which are relevant
to the objectives of this study. In [13], the authors
study key events in news feeds. The problem of their
identification and links is considered. The study is based
on the use of LLM for retrieval and summarization,
while actual topic modeling is done by selecting the
top topic with a sliding window algorithm. Despite

! https://www.coursera.org. Accessed December 02, 2024,

2 Ng A.Y. Shaping and Policy Search in Reinforcement
Learning. Ph.D. Thesis, UC Berkley, 2003.

3 An expectation—maximization (EM) algorithm is an
iterative method used in mathematical statistics to find maximum
likelihood estimates of the parameters of probabilistic models
when the model depends on some hidden variables.

4 Nokel M.A. Methods for improving probabilistic topic
models of the text collections based on lexicoterminological
information: Cand. Sci. Thesis (phys.-math.). Moscow, 2015.
20 p. (in Russ.).

5 http://mallet.cs.umass.edu/topics.php. Accessed December 02,
2024.

6 https://radimrehurek.com/gensim. Accessed December 02,
2024.

7 http://bigartm.org. Accessed December 02, 2024.
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good results in the stated area, the dynamics of topic
distribution is not explicitly taken into account in the
work and, in addition, the model is not pre-trained. The
article [14] discusses the interpretation of topic model
results using the large language model ChatGPT®.
Interestingly, the result of the study showed that this
LLM diverged from human interpretation in almost half
of the cases. The purpose of the work was simply to
demonstrate the ability of ChatGPT to describe topics
and provide useful information, although the LLM did
not help in topic modeling itself 1. The works focus,
respectively, on topic modeling of summarized texts
and the evaluation of contextualized topic coherence.
The first article shows that LLM successfully translates
meaning into summarized texts, but topic modeling
in them is not always correct: the quality depends on
the context. The automatic topic coherence evaluation
proposed by the authors of the second paper works well
for short documents and is not affected by meaningless
but highly rated topics. This result certainly deserves to
be considered and used for further research.

The aim of [1] is concentrated on statement of
objective and the concept of researching the texts
received by the state structures in order to categorize
them into structural units of governance corresponding
to the topics of the texts. The results were used in the
present study.

The objectives of this study are the development
and experimental validation of a set of topic modeling
algorithms which will lead to the construction of
a set of clusters with the presentation of their typical
representatives and current weights, subject to the
normal normalization and distribution conditions usual
for topic modeling.

1. MATERIALS AND METHODS
1.1. Task statement

Let us assume that there is a permanent system which
accepts short and medium-length messages (remarks,
appeals). It can be a personal page in a social network,
a web service for receiving requests, an electronic
mailbox with automated text uploading, a customer
relationship management system, etc.

Most often, one of two objectives arises for the
information collected in this way: 1) to distribute
messages into predefined groups (classes); or 2) to
group messages into predefined groups (clusters) with

8 https://chat-gpt.org/. Accessed December 02, 2024.

9 https://arxiv.org/abs/2403.15112. Accessed December 02,
2024.

10 https://arxiv.org/abs/2305.14587. Accessed December 02,
2024.

similar semantics. Let us consider the second problem
on the flow of messages, namely: to each newly arrived
message we compare a vector, the coordinates of which
represent the probabilities of this message belonging to
the clusters formed by this moment.

The above objective is topic modeling or, in other
words, soft biclustering. In this formulation, the problem
is complicated by the fact that the set of messages is
not bounded, and it is necessary either to determine the
number of clusters each time, or to fix it and disband
unnecessary clusters.

In the case of a satisfactory solution, the described
objective can be applied in outreach systems for state and
municipal structures, in public opinion polling centers,
as well as in CRM (customer relationship management)
systems and marketing services of corporations.

1.2. Solution method

Topic modeling methods are usually based on
computing frequencies of words in documents, as
well as words and documents in topics. The most
commonly used methods for topic modeling are the
EM-algorithm!!- 12, or hidden Dirichlet placement'3. The
distinguishing features of both are the need to weight all
words in messages without taking meaning relations into
account. Meanings are recovered from known meanings
in large arrays of text. In essence, topic modeling only
performs meaning benchmarking.

In the task at hand, working with meaning in the
way described (similar to benchmarking) is not possible,
because messages are usually short and often contain
grammatical errors. In such a case, it is extremely difficult
to orient them to a topic by means of benchmarking: this
requires a larger block of text.

In [1], a technique of working with messages based
on noun—verb pairs is proposed. The set is mapped to
each message with at least one such pair. In this study,
we will assume that such mapping has already been
performed and each message has an identifier and a set
of noun—verb pairs corresponding to it.

It is further assumed that:

e messages follow each other and each has an
identifier;

e if there are no verbs or nouns in the message, it is
considered irrelevant and is not taken into account,
but an identifier is assigned to it;

T https://pythobyte.com/python-for-nlp-topic-model-
ing-8fb3d689/?ysclid=1gdpql4ef3963911399 (in Russ.). Accessed
December 02, 2024.

12 https://mathprofi.com/userinfo/14285/ (in Russ.). Accessed
December 02, 2024.

13 https:/digitrain.ru/articles/252142/ (in Russ.). Accessed
December 02, 2024.
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e for the sliding message window, there is a log of
noun—verb pairs with the corresponding message 1D;

e topics are identified by the nouns included in the
messages;

e cach noun—verb pair has a probability (a number
between 0 and 1) of occurring in a topic such that the
sum of the probabilities for the pair across all topics is 1;

e cach message has a probability of entering a topic,
and the sum of the message probabilities across all
topics is 1;

e the maximum number of topics is fixed. Deletion
of topics is based on the topic weight indicator,
calculated as the product of the average pairing
probability in the topic by the number of messages
related to the topic.

Such assumptions allow us to use the method
of streamline renormalization: regular discarding of
elements with small weights.

Next, let us consider one by one the steps of the
process of analyzing messages in a moving window.

1.2.1. Preprocessing
The analyzer input receives the messages representing
a text in Russian language consisting of one or several
sentences. In order to prepare for modeling, the following
operations are performed on the message text:
e sentence tokenization (splitting into sentences) by
means of nltk'4;
e tokenization of words in a sentence by means of n/tk;
e part-of-speech detection of tokens by means of n/tk;
e lemmatization of nouns and verbs by means of
pymorphy2'3;
e composition of noun—verb pairs according to the
“nearest neighbors” rule.
All  of this is implemented in the
appeals_processing.ipynb'® program module and can
run in real time in the message stream.

1.2.2. Topic modeling
The output of the appeals processing.ipynb
preprocessor is a set of lemmatized nouns and verbs
contained in a message box of length A4 lines, and a .csv
or .json file (currently implemented to receive .csv,
but reconfiguring to .json is easy), each line of which
contains a list of three items:
e a string of the type “[(nounl, verbl), ..., (nounN,
verbN)]”;
e file number;
e number of the message in the file.

14 https://www.nltk.org/. Accessed December 02, 2024.

15 https://github.com/pymorphy2/pymorphy2.  Accessed
December 02, 2024.

16 https://disk.yandex.ru/d/8LPWy3ZP-7V30Q (in Russ.).
Accessed December 02, 2024,

Thus, a set of noun—verb pairs can be nested in
a number set on the one hand, and on the other hand
unambiguously related to the message upon which it is
constructed.

Then, for each pair in each message, the following
algorithm is implemented, the steps of which are
discussed in more detail in the Results section:

1. If the noun is contained in topics, the pair is included
in those topics as well as in newly created topics for
this message with equal probabilities.

2. If the noun is not contained in topics but the verb
is contained in topics, the pair is included in those
topics with probabilities reduced by a multiplier p (a
given constant parameter), and a new topic on the
noun is created. The pair is included in it and in the
newly created topics for that message with equal
probabilities.

3. If neither the noun nor the verb is contained in
topics, a new topic on the noun is formed and the
pair is included in it, as well as in the newly created
topics for this message with equal probabilities.
After all pairs of all messages have been processed

by this algorithm, a .json file of the topic model is created.
Each topic key (noun) is matched to a .json object with
keys (noun—verb pairs), and values—probabilities of
occurrence of the pair in the topic.

The result of the topic modeling is a convolved
json object of the topic model. In it, each topic key
corresponds to a numerical value of the weight of this
topic. Sorted by descending values, this object will give
the desired clusters with their weights.

1.3. Materials

The data for this study was prepared from incoming
messages which came to the administration of the city
of Belgorod. Proper names and other attributes which
de-mask personal data were removed. The dataset
processed in this way was a .csv file with a header of
the form “Date; Time; Question,” any message can be
reconstructed by date and time of receipt. The questions
were the messages (requests) processed for the following
purposes: to build a tag cloud (which in this case
was a topic cloud) and to identify the most important
questions.

The dataset included 3621 messages, some of which
were repetitive (people copied the question and resent it).
Some of which did not contain noun—verb pairs or were
misspelled in such a way that the words were not in the
underlying dictionaries.

The dataset review was organized by a sliding
window of 300 messages. This is the average volume
of messages for a month. Thus, the system analyzed the
content of messages for the past month and provided
the topics and the most important issues in messages for
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this period. Since the window was sliding, the result of
the work could change every day, even with each new
message.

Currently, the administration specialists prioritize
the consideration of appeals manually. The proposed
program system will be able to do this automatically.
The study proposes a metric to measure the quality of
sorting of appeals by a machine in comparison with
sorting by humans.

2. RESULTS
2.1. Computing probabilities in a topic model

There are the following items as inputs to the topic
modeling algorithm:

e .csv-file or other referral source containing the date
and time the referral was received and the text of the
reference;

e dictionaries of Russian nouns and verbs;

e dictionary 7, of the topic model built by this
moment (by message number m): the key (noun)
finds a dictionary with a key (a noun—verb pair)
and a value in the form of the pair’s probability of
belonging to the topic. At the beginning of the work
this dictionary does not yet exist, it is initiated by
the first essential (containing a noun and a verb)
reference.

In the dictionary of the topic model, the sum of the
probability values (hereafter simply values) across all
topics for a given pair must equal 1. That is:

T, :{t:{s:pst}},Zpst =1VseS§,,
t

wherein ¢ is the noun (topic), s are the noun—verb pairs
constructed from the set S, containing m references, p,
is the probability that the pair s belongs to topic z.

The output of the algorithm is a new T, , , topic
model dictionary which satisfies the same requirement.

Possible cases for each pair of s from reference m + 1:

1. If there is already a pair s in 7, all its values are
replaced by the values of p(1- pyn,), where p is
the current value and p, n, are the value for the
pair s in the new topics and their number,
respectively;

2. If there is no pair s in T, but there is a topic that
matches a noun from the pair s, then s is entered
into the dictionary of that topic with a value equal
to p,; in addition, the pair s is entered into all newly
created topics with probabilities p,;

3. If there is no topic matching the noun from s in 7,
but some topics have a pair with the verb from s, then
s 1s entered into the dictionaries of these topics with
a value equal to p,. In addition, the pair s is entered
into all newly created topics with probabilities ps;

4. If neither the noun nor the verb from the pair s is
present in 7, then a new topic (based on the noun
from s) is created in 7, , |, and s is entered into it
with probability p,. In all other newly created topics,
s is entered with the probability pq.
Thus, we have non-intersecting possibilities for
a pair s, and finally the following relations must be
satisfied:
Case 1. The sum over all topics containing s, its new

values, must be equal to 1:

Pyl + Zﬁs (1= pony) =1,
N

which is fulfilled identically. But since p,, has the sense
of probability, then:

Case 2. The sum of all old and new topics is equal
to 1:

+ngp, =1,

P1Moun

wherein n  is the number of available (old) topics

with the noun from the pair 5. Hence we obtain:

l—nyp 1
0P4
=", D4 <—.

Mhoun oy

Case 3. The sum of all old and new topics is equal
to 1:

Pollerb + nops = 1’

wherein n, is the number of old topics with a verb
from the pair s. Hence we obtain:

_I=mops 1
I’l’ '

Z)

verb
Case 4. The sum of all new topics is equal to 1:

Pilew + (nO _nnew)p6 =1,

wherein n, . is the number of new topics with the noun
pair s. Hence we obtain:

:1_(n0_nnew)p6 p6£ 1
Moew ng—n

P3

new

Since all probabilities p,, ps, ps correspond to the
inclusion of a pair in the topic only on the basis of its
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presence in one reference, we will assume that they are
equal to:

1
Py=DPs=Pg=q<—.
Mo

We will consider the probabilities p, and ps to be
equal, since they correspond to inclusion in the topic by
noun.

We will relate the probability of inclusion in the
topic by noun to the probability of inclusion in the topic
by verb:

p2=kp1.

Let us denote p, = p; = p, and now the unit sums are
rewritten as:

Plyoun + nyq = 1’

kpn 4 +nyg =1,

verb
Pliew + (nO - nnew)q =L

Let us solve this system of equations and determine
P, q,k:

n

_ new
p - )
Mhew™0 ~ Mnoun’0 + Mhounnew
_ Myew ~ Mnoun
q'_ s
Maew™0 ~ Mnoun”0 T Mnounnew
n
_ "noun
k - ’
Myerb
if all Myerb and Moew "0~ Mnoun ~ o + Mooun ~ Mnew differ

from 0.

Let us now consider the cases where one or both of
these values are equal to 0.

If n,p = 0, then there are no pairs in the message
corresponding to Case 3, and hence there are only two
equations. The unknowns are only p and ¢. The solutions
for them have already been found above.

If

n_ =0,

n Ty n noun  "'new

new n0+n

noun

then it follows from the equations thatn . =n =0,
i.e., this case corresponds to the described Case 1, when
the pair s is already contained in 7, , and the parameter
P, can have any value.

Since the new topics in this case definitely do not
contain a noun from s, the pairing probability in them
must be less than or equal to the probability of any

pairing from a given reference in the old dictionary:

Py (1= pyng) <min p
s Dy#0

As a result, in order to find a new dictionary

T, ., for each pair from the circulation, we need to find
the numbers:

Maoun> 0> Mhews Myerty Po

and n, is the same for all pairs s from a given circulation.

When building a new dictionary 7, ., |, the following
values of probabilities should be used:
1 |
Py =—l——minp, )
My p 1 lp=o0
n
ne
=P = = 5
Mew™0 ~ Mnoun”0 F "noun’new
_ 1 nnewns
p2 - : s
Nyerb  Mnew”0 ~ Mnoun0 * Mnounnew
n -n
ne noun
Py =P5=Pg= = =
Mew0 ~ "noun”0 + "nounnew

2.2. Algorithm of topic modeling of appeals
represented by sets of “noun—verb” pairs

Input: 7, topic-model dictionary (can be empty)
containing at most w different noun—verb pairs (w is the
size of the “window”); a reference represented as a list
of ordered noun—verb pairs (noun comes first, tokens are
lemmatized).

Output: 7, ., dictionary containing at most
w distinct pairs, in which all pairs from m + 1 reference
were given probabilities of belonging to topics expressed
by nouns.

Procedure:

1. Wesetny=n_ . =0.
2. For all s pairs in a reference.
3. We look through the 7, dictionary and find:
a) values P, thatshasin 7 ,andthe corresponding

topics tgp, e tsnp;

b) topics t;, ces t:“"““ matching the noun from s,
but not containing s in its entirety;

. n .
c) topics £y, ... 1,35 not matching the ones

in (a) and (b) that have at least one verb from s;
4. If step 3 did not yield any matches, we increase
n, by 1; if, in addition, there is no noun from s among
the new topics already created (or no new topics

yet), we increase n, . Ha 1 from it by copying and

then work with it. Topic: t::

new .
ew
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5. After viewing of the dictionary 7, is completed, we
create a dictionary 7, , | from it by copying and then
work with it.

6. We find

1 I ..
Po=—"1|1——min p ;
o p P20
7. We write into the topics t;
P, the pairs s found at step 3a).

s s Ly, with probabilities

8. In the topics 7!, ..., t:n"“n we write with probabilities

n
p= new the  pairs
Moew’0 ~ Pnoun”0 T Mnounnew
s found at step 3b).
9.In the topics f_p,.. 035 we write with

probabilities p, = p the pairs s found at

verb
step 3c¢).
10. In the topics Zhey» - friSY we write:

a) with probabilities p, which nouns match the
topic;
b) with probabilities
Mew ~ "noun
Mhew™0 ~ Moun”0 + MnounMew
all other pairs of the reference.

11. If the number of pairs W in the dictionary is greater
than w, we find the topic with the lowest weight and
remove all or (W — w) pairs (whichever is less) from
it. We do this until all (W — w) redundant pairs have
been removed from the dictionary.

12. We compute the weights of the remaining topics and
sort them.

Following this algorithm, we will obtain in each

iteration the most weighted topics sorted by weight.

2.3. Results of topic modeling

In order to test the algorithm, the previously
mentioned dataset was selected. Repetitive messages
and messages that did not contain nouns with verbs
were removed. The working dataset contained about
2700 messages sent to the mayor of Belgorod and city
departments over a year. The data was anonymized. The
window size (in pairs simultaneously in the dictionary)
was assumed to be w = 300.

The figure shows a graph of the change in the weight
of the top vocabulary topics throughout the year.

In general, the topics selected by the model
correspond to the most important issues of concern to
citizens over a certain period of time. This is not seen
directly in the topics, because the topic in the context of
this paper is a single word (noun). It is difficult to assess
the importance of messages. However, a topic is a key

Monthly topic weinght

Share, %

v 9 =2 S £ T BHh 2 0o c < <
(0] O =
© ™ O © ® o & O
o0 2 2 o0 22 > 9 o 5
L 63T H - 28 5 8
.Nmﬂ-i@.wj:.n-'l::’
~ < ~ °© g < @
[Te) - - o
o
Topics

Figure. The most popular topics in references
to the Mayor’s Office of the city of Belgorod

to a set of messages and if that set is such, and changes
in such a way that the weight of the topic increases,
then the messages in the set are worthy of attention.
The administration worked on the posts grouped around
the topic leaders, and then other topics came to the
top. This means that the people (administration) and
the machine (proposed system) reacted correctly to the
mood in the city. Otherwise there would have been topics
that remained at the top for a long time. According to
the assessment of the city administration specialists, the
topic modeling was carried out correctly.

Metrics can be used to quantify the quality of topic
modeling, such as the BCubed metric!” [15], the use of
which is justified by the construction of the algorithm. If
we denote by p, - the probability that a message s

related to month mon belongs to topic ¢ (Z Dis.mon = IJ ,
t
then BC precision (BCP) and BC recall (BCR) for the

topic ¢ in month mon will be defined by the formulae:

2 Pismon

Zs,k Prsk ’

Z s Pis mon

zr,k Prsk '

For the dataset from the experiment, the first metric
of top topics always exceeded 55%, while the second
metric ranged from 27% to 83% (respectively the weight
of topics shown in the figure). Given that the number of

BCP(t,mon) =

BCR(t,mon) =

17 The BCubed family of metrics is implemented in the library
https://pypi.org/project/bcubed-metrics/. Accessed December 02,
2024.
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topics per month was never less than 70, the quality of
the clustering can be recognized as high for the metric
as well: random selection would result in a rate of
about 1.5%.

CONCLUSIONS

In this study, we proposed a topic modeling method
and algorithm for short messages. Clustering of short
messages is a challenging task because such messages
are very difficult to map to any context, i.e., large corpora
of text on which the model can be trained do not usually
provide satisfactory descriptions of topics.

The work is based on a previously proposed
methodology of message meaning contour extraction in
Russian texts based on noun—verb pairs.

Using the proposed methodology, a topic model
was built and simulated on real data. The constructed
clustering showed a relatively high level of quality by
BCubed metric. At the same time, the result is also

visible in qualitative evaluation. If a topic is calculated
as a top topic in a particular period, the issues raised in
it deserve to be prioritized and acted upon by people.
In the example dataset used in the experiment, such
a correlation (between the suggested set of messages
for prioritized response and the messages people
selected) was greater than 70%. However, even without
quantification, the employees of the organization
owning the dataset expressed their willingness to use the
software built on the proposed algorithm as a decision
support system (more precisely, an advising system for
priority response to messages). In their opinion, this
would greatly reduce message processing time.
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